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Abstract
This study introduces a new Air Distribution Index (ADI) to assess the ventilation performance in uniform and nonuniform thermal environments. The index comprises parameters for assessing the indoor thermal comfort and air quality in occupied spaces. The thermal comfort assessment was carried out using a virtual thermal manikin that is adjusted by a model of human thermoregulation and coupled with a psychological comfort model. The virtual manikin was used in a computational fluid dynamics (CFD) code to simulate tests in an environmental chamber that were largely conducted under thermally neutral conditions with mixing ventilation (MV) or displacement ventilation (DV) systems. Eight human subjects were used in the study that included measurement of their skin temperature, local and overall thermal sensation votes during their exposure to the MV and DV systems. The results from CFD predictions were compared with measurements in the test chamber. The predicted \( ADI \) parameters, such as the thermal comfort, the ventilation effectiveness for both heat and contaminant removals as well as the local mean age of air, were compared with measured values in the chamber and found to be in good agreement. The results demonstrate that \( ADI \) is a useful index for evaluating the performance of a ventilation system under uniform thermal environment and can also be applied to nonuniform environment.

Introduction

The main purpose of a ventilation system is to provide thermal comfort to occupants as well as improve the indoor air quality by removing pollutants generated in rooms. In the past, these two parameters (i.e. thermal comfort and air quality) have been examined separately in evaluating an air distribution system performance.
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Many studies have investigated the performance of ventilation systems for providing thermal comfort [1–3] and others have focused on the ability of a ventilation system in removing indoor pollutants [4–7]. However, a ventilation system may be effective in providing good air quality but could be less effective in providing thermal comfort and energy performance and vice versa. Therefore, it is beneficial to develop a method to assess the ventilation performance in providing both thermal comfort and air quality. Awbi and Gan [8] and Awbi [9] developed the concept of the ventilation parameter (VP), which was later renamed the air distribution index (ADI) [10,11]. The ADI represents a holistic approach for assessing the thermal comfort, indoor air quality and energy performance of an air distribution system. Since the thermal comfort part of the ADI was based on Fanger’s PMV model [12], the ADI is applicable to and can be effective for evaluating the performance of a ventilation system that creates a uniform environment but it could be less accurate for evaluating systems that create nonuniform thermal environments. However, in practice the majority of indoor environments are seldom uniform. Hence, this study proposes a new air distribution index (ADI)\textsubscript{New}, which can be applicable for the assessment of ventilation systems that provide either uniform or nonuniform thermal environments.

The concept of local thermal comfort that corresponds to body segments underlies the thermal prediction for the whole body and represents the current state-of-the-art in the prediction of the thermal comfort of individuals. The prediction of thermal comfort that is based on local effects accounts for the nonuniformity in the thermal environment. Generally, the prediction of local thermal comfort is based on the local skin temperatures as stipulated in the concept of the equivalent (homogeneous) temperature [13] and the use of a comfort model such as the University of California, Berkeley (UCB) model [14]. Therefore, the multisegmental physiological (thermoregulation) models which can predict local skin temperatures along with other physiological variables have gained more importance with the local thermal comfort concept. Such models of human thermoregulation can be used to predict the local skin temperature, hence evaluating the local thermal comfort of individuals. This methodology has not yet been adopted by any of the international standards and guidelines and needs further validations.

In an earlier study, the authors compared predictive methods of the human skin temperature and thermal sensations [15]. The multisegmental (MS) Pierce model [16] was coupled with the UCB comfort model to predict the local comfort under different conditions obtained from the literature. Compared with subjective data, the results showed satisfactory predictions and were nearly in good agreement with predictions using the equivalent temperature (\textit{teq}) approach of Nilsson’s model [17].

In this study, local subjective votes (based on the Bedford scale) from 45 different indoor conditions as given in two studies [17,18] were correlated with the predicted skin temperatures using the MS-Pierce model under the same test conditions. This was used to develop a local comfort model that was adapted from the UCB comfort model. The prediction of the overall thermal comfort was based on a weighted average of the local comfort predictions. A virtual manikin was constructed and used in the computational fluid dynamics (CFD) code VORTEX 4.0 [19] to predict the room environment. The virtual manikin simulated the occupant’s presence in the room and was thermally adjusted using the MS-Pierce thermoregulation model. This simulation approach for the prediction of the (ADI)\textsubscript{New} was then tested against measured data for two cases in an environmental test chamber served by mixing and displacement ventilation systems.

Methods

New Air Distribution Index (ADI)\textsubscript{New}  

The proposed air distribution index (ADI)\textsubscript{New} combines the thermal comfort and air quality numbers as represented by Equation (1) [20,21]:

\[
(\text{ADI})_{\text{New}} = \left[\frac{1 - |S|}{3} \ast \varepsilon_t\right] + \left[\frac{T_{m} - T_{o}}{\tau \ast \varepsilon_c}\right]_{N_{A,Q}}
\]

(1)

where \(N_{T,C}\) is the thermal comfort number, \(N_{A,Q}\) is the air quality number, \(|S|\) is the absolute value of the average overall thermal sensation over the exposure time, \(\varepsilon_t\) is the ventilation effectiveness for heat removal, \(\tau\) is the room time constant, \(\tau_p\) is the local mean age of air and \(\varepsilon_c\) is the ventilation effectiveness for contaminant removal. These parameters are calculated as shown by Equation (2):

\[
\varepsilon_t = \frac{T_{o} - T_{i}}{T_{m} - T_{i}}, \quad \varepsilon_c = \frac{C_{2} - C_{1}}{C_{m} - C_{1}}, \quad \tau = \frac{1}{ACH}
\]

(2)

where \(T_{o}\), \(T_{i}\), and \(T_{m}\) are the temperature at the outlet, at the inlet and the mean value in the occupied zone respectively; \(C_{2}\), \(C_{1}\) and \(C_{m}\) are the contaminant (CO\textsubscript{2}) concentrations at the same locations and \(ACH\) is the room.
air change rate per hour. The local mean age of air is calculated using Equation (3):

$$\bar{t}_p = \frac{1}{C(0)} \int_0^\infty C_p(t) dt$$  \hspace{1cm} (3)$$

where $C(0)$ is the initial concentration of a tracer gas and $C_p$ is the gas concentration at a certain point in the room (e.g. breathing zone).

The logic beyond developing the $(ADI)_{New}$ in the manner shown in Equation (1) is that when the occupant’s thermal sensation is neutral (i.e. $|S| = 0$), which is the ideal thermal condition, $N_{T.C.}$ reaches its maximum value and when $|S|$ reaches its extreme values (i.e. $-3$ or $+3$), $N_{T.C.}$ reaches its minimum value (zero). Also a high value of $\varepsilon_1$ implies that the ventilation system is efficient in removing heat from the occupied zone. $\tau_n$, $\bar{t}_p$ and $\varepsilon_2$ are important factors that are incorporated for evaluating the air quality number in $(ADI)_{New}$ and consequently assessing the air distribution performance in an enclosed space. A high value of $\tau_n$ and $\varepsilon_2$ and a low value of $\bar{t}_p$ mean that the ventilation system is good in removing contaminants as well as providing fresh air to the occupied zone. Therefore, the $(ADI)_{New}$ presented in the form shown in Equation (1) could be a useful tool for evaluating both thermal comfort (based on the local comfort concept) and air quality whether the thermal environment is uniform or nonuniform. Although $(ADI)_{New}$ does not represent an absolute measure of the performance of an air distribution system, the concept does however provide useful information on how a system is performing in terms of thermal comfort and indoor air quality provision. In principle, a high value of $(ADI)_{New}$ would mean good performance but in addition $N_{T.C.}$ and $N_{A.Q.}$ should have nearly equal values to ensure that the system provides thermal comfort and indoor air quality equally.

**The Multisegmental (MS) Pierce Model**

The MS-Pierce model [16] was developed on the basis of the original 2-node Pierce model [22] using: measured data in neutral condition to adjust the local skin set-points and to calculate the local core set-points (using a line search method) that allows the model to predict the skin temperatures in the neutral condition with high accuracy; a modified calculation procedure for the convective heat transfer coefficients; and adjustment to the heat transfer term from core to skin using a common blood temperature along with the local core temperatures. The model predictability was verified for steady-state and dynamic conditions using measured data at uniform neutral, cold and warm as well as several different asymmetric thermal conditions and produced an average absolute skin temperature deviation in the range of 0.3–0.8 K [15]. The model combines useful features such as simplicity along with a good accuracy in estimating the local skin temperatures.

In this study, the MS-Pierce model was used in the construction of the comfort model and for the regulation of the virtual manikin in the CFD simulations.

**Thermal Comfort Model**

**Model Construction**

The overall thermal comfort is estimated for the calculation of $(ADI)_{New}$ using a weighted average of the local thermal comfort perceived by the different body segments. The local comfort is predicted using a model that was adapted from the UCB local sensation model [14]. However, for the purpose of this research, the UCB model’s proposed term for the impact of the overall sensation on body segments was not included for simplicity. Hence, the adapted model accounts only for the local skin temperature’s deviation from its set-point value. In addition, a standard 7-point scale (Bedford scale) was used instead of the extended 9-point scale that is used with the UCB model (Figure 1). With this scale, when the local skin temperature deviates much from its set-point, the local comfort approaches its extreme values (i.e. $-3$, $+3$). The Bedford scale was used in earlier studies to assess both thermal sensation and comfort and may be seen in that sense as an inclusive good option to use for $(ADI)_{New}$.

The proposed local thermal comfort model has the following form as represented by Equation (4) [14]:

$$LTC = 3 \ast \left( \frac{2}{1 + EXP\left(-C \ast (T_{skin,local} - T_{skin,local,set})\right)} - 1 \right)$$  \hspace{1cm} (4)$$

where $LTC$ is the local thermal comfort (based on Bedford 7-point scale); $C$ is a coefficient with a value between 0 and 1 that depends on the different body parts; $T_{skin,local}$ is the local skin temperature (°C); and $T_{skin,local,set}$ is its set-point (°C).

The regression coefficient $C$ is obtained for each body segment from the correlation of the skin temperature deviation from its set-point against the subjective local comfort votes under defined conditions. In this study, this was carried out using subjective votes (Bedford scale) from two other studies [17,18] along with the predicted skin temperature’s deviation by the MS-Pierce model using the test conditions from the same studies.
Fig. 1. Bedford 7-point scale and the extended 9-point scale (UCB model).

Table 1. Local thermal comfort model coefficients and correlation with actual votes

<table>
<thead>
<tr>
<th>Segment</th>
<th>Regression coefficient, C</th>
<th>Coefficient of determination ($R^2$)</th>
<th>Actual vs Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>$C_1 T_{50}$</td>
<td>$C_1 T_{40}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.14</td>
<td>0.85</td>
<td>0.46</td>
</tr>
<tr>
<td>U. Back</td>
<td>0.47</td>
<td>0.55</td>
<td>0.75</td>
</tr>
<tr>
<td>Chest</td>
<td>0.4</td>
<td>1</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Continued
Table 1. Continued

<table>
<thead>
<tr>
<th>Segment</th>
<th>Regression coefficient, C</th>
<th>Coefficient of determination ($R^2$)</th>
<th>Actual vs Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta T &lt; 0$</td>
<td>$\Delta T &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>U. Arm</td>
<td>0.58</td>
<td>0.59</td>
<td>0.75</td>
</tr>
<tr>
<td>L. Arm</td>
<td>0.72</td>
<td>0.55</td>
<td>0.69</td>
</tr>
<tr>
<td>Hand</td>
<td>0.1</td>
<td>0.4</td>
<td>0.56</td>
</tr>
<tr>
<td>Thigh</td>
<td>0.1</td>
<td>0.49</td>
<td>0.88</td>
</tr>
<tr>
<td>L. Leg</td>
<td>0.1</td>
<td>0.83</td>
<td>0.75</td>
</tr>
<tr>
<td>Foot</td>
<td>0.29</td>
<td>0.85</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Nilsson [17] carried out experiments for 30 different climatic conditions using two thermal manikins to measure the heat flux for individual body segments and the measured local heat flux was used to calculate the segmental equivalent temperature. The equivalent temperatures obtained under these conditions were correlated with subjective votes from human subjects’ tests under the same test conditions. The subjects (20 subjects for each condition) reported their local and overall thermal sensations on the Bedford scale. The individual votes were averaged for each test condition and reported as a mean thermal vote (MTV).

Cheong et al. [18] conducted human subjects’ experiments under 15 different test conditions. This was carried out in a climatic chamber to investigate the local and overall thermal sensation and comfort in environments served with displacement ventilation. The tests were performed under different room air temperatures, different temperature gradients between ankle and head, and different clothing ensembles. In total, 60 male and female subjects participated in these tests (30 for each condition) in which they voted their thermal comfort perception on the Bedford scale.

The environmental parameters (i.e. air temperature, air velocity, radiant temperature and relative humidity) and the segmental clothing insulation values from the aforementioned studies [17,18] were entered into the MS-Pierce thermoregulation model [16] to predict the local skin temperatures. The predicted local skin temperatures were correlated with the actual local comfort votes to obtain the coefficient $C$ for the different body segments. The coefficient $C$ for each body segment was obtained for two cases: when the skin temperature deviation $\Delta T(= T_{\text{skin,local}} - T_{\text{skin,local,set}}) < 0$ and when $\Delta T > 0$.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Regression coefficient, $C$</th>
<th>Coefficient of determination ($R^2$)</th>
<th>Actual vs Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta T &lt; 0$</td>
<td>$\Delta T &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>L. Back</td>
<td>0.65</td>
<td>0.61</td>
<td>0.86</td>
</tr>
<tr>
<td>Abdomen</td>
<td>1</td>
<td>1</td>
<td>0.86</td>
</tr>
<tr>
<td>Overall</td>
<td>NA</td>
<td>NA</td>
<td>0.75</td>
</tr>
</tbody>
</table>

![Table 1](image4.png)
Table 1 shows the regression coefficients obtained, plots of the predicted votes against the actual votes and their correlation coefficients \((R^2)\).

The overall thermal comfort \((OTC)\) is then estimated from the local thermal comfort \((LTC)\) using the 7-point weighted average [23] as represented by Equation (5):

\[
OTC = 0.07 \times LTC_{\text{head}} + 0.35 \times LTC_{\text{trunk}} + 0.14 \times LTC_{\text{arm}} + 0.05 \times LTC_{\text{hand}} + 0.19 \times LTC_{\text{thigh}} + 0.13 \times LTC_{\text{leg}} + 0.07 \times LTC_{\text{foot}}
\]  

\(5\)

In Equation (5), the trunk local thermal comfort represents the average local comfort of the chest, back and abdomen, whereas the local comfort of the extremities represent the average of the right and left segments. This approach was used to account for thermal asymmetries in the space.

Model Validity

The model developed is applicable for the prediction of thermal comfort in the physiological steady-state condition under uniform or nonuniform environments. Prior to the integration with the \((ADI)_{\text{New}}\) calculations, the model was verified against subjective data in a recent study by Foda and Sirén [24]. In that study, 17 male subjects participated in the assessment of two thermally asymmetric conditions (Case 1 and Case 2). The two cases respectively represented slightly cool and slightly warm conditions. The subjects had normal office work with their own portable computers during the whole test period.

The test duration was 1h during which the subjects reported their segmental and overall thermal votes twice. The votes were on the scale given by Nilsson [17] in the comfort zone diagram which is similar to the Bedford scale (Figure 1). Figures 2 and 3 show the predicted and actual votes under the conditions given in the two cases. As can be seen, the model’s predictability based on the 7-point weighting was, in general, very good for most body segments and for the whole body. However, the model predictability was slightly lower for the feet in Case 1 (slightly cool condition) and for the hands in Case 2 (slightly warm condition).

**Laboratory Measurements**

**Experimental Setup**

The experiments were conducted in the University of Reading’s environmental test chamber (Figure 4 (a)). The working compartment of the chamber has dimensions \(2.78 \times 2.78 \times 2.3\) m ceiling height. Two ventilation systems were tested using the chamber; mixing ventilation (MV) and displacement ventilation (DV). The mixing ventilation supply diffuser (0.4 m width and 0.01 m height) is located at the front wall (the wall facing the occupant) at a distance of 0.17 m below the ceiling. The air jet is directed towards the ceiling using a 45° deflector (Figure 4(c)). The DV diffuser has a semi-cylindrical shape with a radius of 0.25 m and a height of 0.20 m. The DV diffuser is mounted at floor level and located in the middle of the front wall (Figure 5). The test conditions were the same for both ventilation systems with an air...
Case 2 Conditions (Foda and Sirén 2011)

![Graph showing thermal vote comparison]

**Fig. 3.** Comparison between predicted votes and actual votes under Case 2 (slightly warm conditions).

**Fig. 4.** (a) The environmental test chamber, (b) flow rate control panel and (c) the 45° deflector.

supply flow rate of 15L·s⁻¹, air supply temperature of 18°C, RH ≈ 40% and total room load of 21.2 W·m⁻² of floor area.

The physical indoor environmental parameters as well as the CO₂ concentrations were measured during the experiments. The air temperatures were measured using Platinum Resistance Thermometer (PRT) sensors with an accuracy of (± 0.15 K), air velocities were measured using a Dantec air flow analyser (Model 54N10) with omnidirectional anemometers (accuracy 10% within the lower range of the instrument) and CO₂ concentrations were measured using a 12-channel gas analyser type Brüel & Kjaer 1302 (accuracy approximately ± 12%). Air temperatures and velocities were measured at the inlet and outlet and at the heights of 0.1, 1.1 and 1.8 m for a number of locations in the occupied zone (Figure 5). For the stand
located near the occupant (i.e. stand no. 5), the air
temperature was measured at four different heights (0.1,
0.6, 1.1 and 1.6 m) while the air velocity was measured at
the heights of (0.1, 1.1 and 1.6 m). The CO2 concentrations
were measured at the inlet and outlet and at the heights of
1.1 and 1.8 m for many locations in the occupied zone as
shown in Figure 5. The local mean age of air was measured
at the breathing zone at a point located 20 cm from an
occupant’s nose using a standard tracer gas decay
technique with SF6 (sulphur hexafluoride) as a tracer
gas. Before injecting SF6, the ventilation system was shut
down and the tracer gas was then injected in the chamber
from an SF6 cylinder and a mixing fan was kept running
for 5 mins to ensure a good mixing of SF6 in the working
compartment. After that, the ventilation system was
activated and the measurements of SF6 concentration
decay commenced.

Subjects
Eight college-aged and healthy subjects (4 male and 4
female) participated in the experiments. All subjects
participated in the two tests (with mixing ventilation and
displacement ventilation) on two separate days. The
subjects arrived at the test place 30 mins prior start of
the experiment to allow sufficient time for completion of
the consent form and to take his/her physical meas-
urements (height, weight and body fat). A summary of the
physical measurements of the subjects is shown in Table 2.
After entering the chamber, the participants were allowed
to acclimatize to the thermal environment created by the

Fig. 5. The locations of temperature, velocity and CO2 measuring points in the test chamber.
Table 2. Anthropometric measurements of the subjects and the standard deviation

<table>
<thead>
<tr>
<th>Gender</th>
<th>No. of subjects</th>
<th>Age (year)</th>
<th>Height (m)</th>
<th>Weight (kg)</th>
<th>Body fat (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>4</td>
<td>35 ± (5.48)</td>
<td>1.73 ± (0.06)</td>
<td>73.28 ± (14.21)</td>
<td>23.03 ± (12)</td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
<td>30.25 ± (5.91)</td>
<td>1.65 ± (0.098)</td>
<td>67.8 ± (12.54)</td>
<td>28.68 ± (6.57)</td>
</tr>
<tr>
<td>Male &amp; female</td>
<td>8</td>
<td>32.63 ± (5.85)</td>
<td>1.69 ± (0.085)</td>
<td>70.44 ± (12.77)</td>
<td>25.85 ± (9.45)</td>
</tr>
</tbody>
</table>

The values within brackets represent the standard deviation.

Fig. 6. Different numerical grids used for: (a) DV system (b) MV system.
ventilation systems for 30 mins before commencing the tests. In the main tests, the subjects sat at a desk facing the diffuser (Figure 5) and performed sedentary activities such as reading or using a laptop and were not allowed to move inside the chamber. The subjects were exposed to the thermal environment for 2 h and had been asked to fill in a questionnaire every 15 mins to rate their local and overall thermal sensation levels based on the 7-point ASHRAE scale. All participants wore an ensemble of typical office clothing consisting of long sleeve shirt, cotton undershirt (T-shirt), trousers, pants and athletic socks. Female subjects wore bra instead of underwear cotton T-shirt. The estimated overall clo value for the male clothing ensemble was 0.72 while the estimated one for the female clothing ensemble was 0.64.
**CFD Simulations**

CFD technique has progressed during the last few decades and has been proven to be a powerful and efficient tool for simulating air flow and contaminant dispersion in indoor environments [10]. The numerical calculations to predict the airflow properties in the chamber were carried out using the CFD code VORTEX 4.0 [19]. This program has been developed for the simulation of airflow, heat transfer, concentration and mean age of air distribution in indoor environments. The code uses the standard $k-\varepsilon$ and the Renormalization Group (RNG) $k-\varepsilon$ turbulence models and has been developed for ventilation research, which may be more suitable for ventilation simulation than other general-purpose codes.

For the CFD simulations, three different numerical grids have been tried for both the DV and MV systems;

![Air Velocity (DV System)](image1)

**Fig. 7.** The measured and predicted velocities using different numerical grids for the DV and MV systems.

![Air Velocity (MV System)](image2)
DV grid 1, DV grid 2, DV grid 3, MV grid 1, MV grid 2 and MV grid 3. All these grids are 3-D structured Cartesian grids with 80*80*80 points (in x, y and z direction) for DV grid 1, DV grid 2, MV grid 1 and MV grid 2, 66*67*63 points for DV grid 3 and 62*63*57 points for MV grid 3. Although DV grid 2 and MV grid 2 have the same grid points as DV grid 1 and MV grid 1 (i.e. 80*80*80), they have a different configuration (Figure 6).

When comparing the predicted air velocities using the grids mentioned earlier with the measured ones (Figure 7) it is quite obvious that DV grid 1 and MV grid 1 provide better results than the other grids. Also, the solutions converged better when using DV grid 1 and MV grid 1 (Figure 8). Therefore, DV grid 1 and MV grid 1 have been used in the current study to simulate the air flow pattern in the environmental test chamber that was created by the two ventilation systems.

The equations for the momentum, energy, concentration, kinetic energy and turbulent dissipation rate are discretised using a HYBRID scheme. The pressure–velocity coupling algorithm SIMPLE was used to solve the continuity equation and the RNG $k – \varepsilon$ model was used to represent the turbulent behaviour of the flow within the chamber. The near wall nodes were located 5 mm from the wall surfaces as this is the optimum distance to use as recommended by Awbi [25].

The geometry of the MV inlet used in the CFD simulations is a simple rectangular opening which has a width of 0.4 m and a height of 0.01 m. This geometry is exactly the same as the MV inlet slot used in the experiments. It is worth mentioning that the calculated flow rate using the simulated MV inlet diffuser is exactly the same as the measured one. For the DV inlet diffuser, since it is not possible to use a curved grid in the VORTEX code to represent the semi-cylindrical shape, the DV inlet was simulated using a rectangular opening. To allow for the radial air flow distribution for this diffuser, the rectangular opening was divided into three sections as shown in Figure 9. For the middle section, the direction of the air flow is perpendicular to the inlet surface while for the left and the right sections, the air flow is inclined by an angle of 45° to the central part of the diffuser.

Fig. 8. Mass residual errors for DV grid 1 and MV grid 1.

Fig. 9. The simulated DV inlet diffuser used in VORTEX code.
The geometry of the simulated DV diffuser, which has been adjusted to give the same flow rate as the measured one, has a width of 0.5 m and a height of 0.09 m.

The occupant’s presence in the room was simulated using a virtual thermal manikin (Figure 10). The virtual manikin has a cubical shape and formed, as much as possible, to have the same size and area as those corresponding to the thermal manikin “Therminator” [24]. The total surface area of the clothed manikin is 2.043 m². Table 3 shows the surface area of the individual segments of the virtual manikin. The rate of CO₂ production in humans used in the CFD simulations was estimated using Equation (6) [10]:

\[ G = 4 \times 10^{-5} \times M \times A \] (6)

Where \( G \) is the CO₂ production per person (L·s⁻¹), \( M \) is the metabolic rate (W·m⁻²) and \( A \) is the body surface area (m²). The body surface area is calculated using Equation (7) [26]:

\[ A = 0.203 \times H_t^{0.725} \times W_t^{0.425} \] (7)

where \( H_t \) is the body height (m) and \( W_t \) is the body weight (kg). In this study, the average height and weight for the occupants was 1.69 m and 70.44 kg, respectively. The estimated CO₂ production per person used in the CFD simulations was 0.00464 L·s⁻¹ based on assumed metabolic rate for the sedentary activity (i.e. 1.1 met = 64 W·m⁻²).

The data for the boundary conditions that were based on laboratory measurements and used in the simulations related to the temperatures of the chamber’s six surfaces; inlet air velocity, temperature, CO₂ concentration and turbulence intensity; appliance’s heat flux; and the light fixture’s surface temperature. The boundary conditions for the virtual manikin were predicted using the MS-Pierce model and were assigned to each body segment. This included the segmental heat fluxes and the clothed body temperatures. In order to predict these quantities in the concurrent simulations with the shortest time possible, the MS-Pierce thermoregulation model was fed with the measured environmental physical parameters at different heights (i.e. air temperature, air velocity, radiant temperature, relative humidity) together with the personal data (i.e. clothing insulation and metabolic rate).

### Results and discussion

#### Thermal Comfort

The predicted local comfort votes from the simulations along with the actual subjective votes are shown in Figures 11 and 12 for the two cases of the DV and MV systems respectively. The figures show the predicted and actual votes for the head, chest, back, pelvis and the right-side body limbs as well as for the whole body. The differences between the actual and predicted votes under the test conditions by the DV and the MV systems were not significant for most body segments. The actual votes were the average from all subjects’ votes (4 male and 4 female). The test conditions in the chamber for both ventilation methods produced almost neutral conditions (\( T_m = 25.5°C \) and 25.3°C for DV and MV, respectively). Therefore, the difference in the average overall sensation votes for the two test conditions was not significant and was nearly consistent with the planned condition (i.e. neutral). However, in the DV tests the subjects felt slightly cooler especially for the lower extremities when compared with

![Fig. 10. The virtual manikin used in the CFD simulations.](image)

<table>
<thead>
<tr>
<th>Body part</th>
<th>Surface area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>0.1596</td>
</tr>
<tr>
<td>Chest</td>
<td>0.2328</td>
</tr>
<tr>
<td>Back</td>
<td>0.2388</td>
</tr>
<tr>
<td>Pelvis</td>
<td>0.2460</td>
</tr>
<tr>
<td>Upper arm (2 segments)</td>
<td>0.1671</td>
</tr>
<tr>
<td>Lower arm (2 segments)</td>
<td>0.1298</td>
</tr>
<tr>
<td>Hand (2 segments)</td>
<td>0.1045</td>
</tr>
<tr>
<td>Thigh (2 segments)</td>
<td>0.3757</td>
</tr>
<tr>
<td>Leg (2 segments)</td>
<td>0.2590</td>
</tr>
<tr>
<td>Foot (2 segments)</td>
<td>0.1293</td>
</tr>
<tr>
<td>Whole body</td>
<td>2.0426</td>
</tr>
</tbody>
</table>
the MV tests and this consequently slightly affected their overall sensations. This may be related to the temperature stratification in the chamber where the lower parts of the subjects’ bodies were subjected to lower temperatures.

The predicted votes were in good agreement with the actual votes for most body parts under the two test conditions (DV and MV systems). The maximum deviation was 1 on the comfort scale at the pelvis segment for the exposure with the DV system and at the foot segment for the exposure with the MV system. The subjective votes in these tests were based on the ASHRAE 7-point scale while the comfort model was based on the Bedford 7-point scale. However, the difference between the two scales is believed to be very minor in the range close to the neutral sensations (i.e. from -1 to 1) which is perceived under these two exposures.

Room Physical Parameters

The predicted air velocity, temperature and CO₂ concentration profiles are presented in Figures 13-16. Figure 13 shows the air velocity profile in a vertical plane located in the middle of the chamber where the manikin is seated. There was no sign of draft observed around the manikin or in the occupied zone for both ventilation systems. The only high air velocity region was near the ceiling for the case of mixing ventilation. This region of high air velocity was generated by the air jet supply from the wall diffuser which then decreased as the flow progressed towards the opposite wall. However, to observe the plumes around the manikin, the contour plot scale was selected to be from 0 to 0.2 m·s⁻¹.

Figure 14 shows the air temperature contours at planes of heights of 0.1, 0.6 and 1.1 m. It is clear from Figure 14 that the air temperatures for the DV system at these levels were in general lower than those for the MV system. The predicted air temperatures at these levels (0.1, 0.6 and 1.1 m) and 0.1 m away from the corresponding body segments (i.e. ankle, abdomen and head) were 22.4, 27.2 and 26.8°C respectively for the DV system and 25.1, 28.6 and 27°C respectively for the MV system. The thermal plumes from heat sources (i.e. manikin and laptop) are shown in Figure 15. As can be seen, the lower air temperatures were near the inlet diffusers which then increased gradually until they reached maximum values around the heat sources.

Figure 16 shows the CO₂ concentration in (ppm) at a plane located in the middle of the chamber. The CO₂ concentration in the occupied zone was more stratified and showed lower values for the DV system case compared with the MV system. Clearly this suggests that the DV system provided better air quality in the occupied zone than in the MV system. The maximum CO₂ concentration for both systems was located at the breathing zone which is the source of the CO₂ production.

A comparison between the predicted and measured air temperatures, velocities and CO₂ concentrations at different locations in the occupied zone is shown in Figure 17. The air temperature, velocity and CO₂ sensors are located on the five stands shown in Figure 5.

As can be seen from Figure 17, the predicted and measured air velocities for DV system were generally in good agreement with some minor discrepancy especially at the measuring point nos 1, 2, 4 and 11. In contrast, the discrepancy between the predicted and measured air velocities is noticeable for the MV system at some measuring points. However, for the locations where the measured air velocity is lower than 0.1 m·s⁻¹, the discrepancy could be due to the velocity sensors’ large uncertainty for velocities below 0.1 m·s⁻¹. Whilst for the locations where the measured air velocity is greater than 0.1 m·s⁻¹ (e.g. measuring point nos 1, 4 and 13...
for the MV system, which are located a distance of 0.1 m from the floor surface), the discrepancy could be attributed to disturbance of the air flow at these locations of the test chamber resulting from the dense sensors’ wiring close to the floor level.

The predicted and measured air temperatures were in good agreement. The difference between the predicted and measured temperatures was in a range from −0.08 to 0.97 K for the DV system and from −0.03 to 0.8 K for the MV system. While most of the predicted CO₂ concentrations were overestimated, the percentage difference between measured and predicted concentration was in the range from 0.13% to 11.09% for the DV system and from 0.78% to 10.4% for the MV system.

In general, the minor discrepancies between the predicted and measured quantities may be related to the simplifications in the modelling of the real enclosure and/or due to measurement errors.

Assessment of the Performance of Ventilation Systems using (ADI) New

The measured mean air temperature in the occupied zone, which was used to calculate $e_1$, represents an average of the measurements from 15 temperature sensors.

![Velocity contour plots at a plane located in the middle of the chamber (a) DV system (b) MV system.](image)
Fig. 14. Temperature contour at different heights (0.1, 0.6 and 1.1 m) for both the DV and MV systems.
distributed in the occupied zone for the last 1 h of the recorded data. Similarly, the measured mean CO\textsubscript{2} concentration, which was used to calculate \( \varepsilon_c \), represents an average of the measurements by seven CO\textsubscript{2} sampler points in the occupied zone for the last 1 h of the recorded data.

Although the occupants’ thermal sensation from the subjective votes (\( \lambda_{S} \)) for the MV system was slightly better than that for the DV system, the DV system produced better thermal comfort number (\( N_{T.C.} \)) and this is related to its better performance in heat removal from the occupied zone (represented by \( \varepsilon_i \)) compared with the MV system. Moreover, for the DV system case, the air flow was supplied directly to the occupied zone close to the floor level which was then entrained by plumes rising from the heat sources in the chamber due to buoyancy. This air flow mechanism of the DV system makes it more efficient in removing contaminants (represented by \( \varepsilon_i \)) from the occupied zone as well as delivering fresh air to the breathing zone in less

Fig. 15. Thermal plumes from heat sources for the DV and MV systems.
time than that for the MV system. As a result, the DV system showed better air quality number ($N_{A_Q}$) compared with the MV system and consequently better (higher) ($ADI_{New}$) value as shown in Table 4. The differences between the DV and MV systems found in this study are in general agreement with those found in previous studies [2,27,28].

Table 4 shows the thermal comfort and air quality numbers used in calculating ($ADI_{New}$) for both ventilation systems along with the other parameters that were based on the predicted and measured (or subjective) quantities. As can be seen from Table 4, the differences between the predicted and measured quantities used for the calculation of ($ADI_{New}$) were not significant. Consequently, the differences between the ($ADI_{New}$) values based on the CFD predictions and those based on the measured (or subjective) quantities were minor. Based on this comparison, therefore, it may be concluded that the simulation

Fig. 16. CO$_2$ concentration in (ppm) at a plane located in the middle of the chamber (a) DV system, (b) MV system.
Fig. 17. The predicted and measured air velocities, temperatures and CO₂ concentrations for the DV and MV systems.

Table 4. Comparison between measured and calculated air distribution index ($ADI_{New}$).

| System  | Measured/Subjective | $|S|$ | $\varepsilon_f$ | $N_{T.C.}$ | $r_n$ (h) | $\bar{t}_p$ (h) | $\varepsilon_c$ | $N_{A.Q.}$ | ($ADI_{New}$) |
|---------|---------------------|------|----------------|-----------|------------|----------------|--------------|------------|--------------|
| MV      |                     |      | 0.95          | 0.91      | 0.33       | 0.57          | 1.04         | 0.60       | 1.51         |
| Predicted |                   |      | 0.96          | 0.86      | 0.33       | 0.59          | 0.91         | 0.51       | 1.37         |
| DV      | $-0.43 \pm 0.38$   | [0.07] | 1.13          | 0.97      | 0.33       | 0.49          | 1.10         | 0.74       | 1.71         |
| Predicted |                |      | 1.14          | 1.11      | 0.33       | 0.66          | 1.10         | 0.55       | 1.66         |

The values after ($\pm$) sign represents the standard deviation. The predicted $|S|$ is calculated using the proposed overall thermal comfort model ($OTS$) (Equation (5)).
tool used in this study provides a sufficiently accurate prediction for the assessment of ventilation systems.

Conclusions

This study introduced a new air distribution index \((ADI)_{\text{New}}\) to assess the indoor thermal comfort and air quality that is applicable for uniform and nonuniform thermal environments. The overall thermal comfort assessment used in calculating \((ADI)_{\text{New}}\) was based on the local thermal comfort concept. This was carried out using a weighted average of the local thermal comfort perceived by the different body segments. The local thermal comfort was predicted using a model that was adapted for use with the MS-Pierce thermoregulation model and based on the structure of the UCB comfort model. This index was used in the present study to compare the performance of two well-known ventilation systems, MV and DV systems, with both CFD simulations and laboratory-based measurements. Based on the predicted and the measured data, the DV system showed better thermal comfort and air quality numbers compared with the MV system and consequently better (higher) \((ADI)_{\text{New}}\) value.

The CFD simulations were carried out to calculate the parameters used in calculating the value of \((ADI)_{\text{New}}\), such as the ventilation effectiveness for heat removal \((\varepsilon_h)\), the ventilation effectiveness for contaminant removal \((\varepsilon_c)\) and the local mean age of air \((\bar{\tau}_p)\). In general, the predicted parameters were in good agreement with the measured ones. Since the experimental measurements are quite expensive and time consuming, the implementation of CFD with a thermoregulation thermal comfort model is faster and more cost-effective and can be considered as a powerful tool for assessing the performance of ventilation systems. The initial validation of this combination of simulation tools (i.e. CFD and thermoregulation thermal comfort models) is promising. However, further validations are needed before extensive application of this simulation tool could be made. Although the analysis was based on a relatively small test chamber, the new index would also be applicable to larger spaces representing actual buildings where variations in indoor environment parameters could be larger than what was experienced in this chamber study. For such large indoor spaces with many occupants, \((ADI)_{\text{New}}\) should be calculated at different locations.
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