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Modulation of Brain Activity after Learning Predicts Long-Term Memory for Words
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The acquisition and maintenance of new language information, such as picking up new words, is a critical human ability that is needed throughout the life span. Most likely you learned the word “blog” quite recently as an adult, whereas the word “kipe,” which in the 1970s denoted stealing, now seems unfamiliar. Brain mechanisms underlying the long-term maintenance of new words have remained unknown, albeit they could provide important clues to the considerable individual differences in the ability to remember words. After successful training of a set of novel object names we tracked, over a period of 10 months, the maintenance of this new vocabulary in 10 human participants by repeated behavioral tests and magnetoencephalography measurements of overt picture naming. When naming-related activation in the left frontal and temporal cortex was enhanced 1 week after training, compared with the level at the end of training, the individual retained a good command of the new vocabulary at 10 months; vice versa, individuals with reduced activation at 1 week posttraining were less successful in recalling the names at 10 months. This finding suggests an individual neural marker for memory, in the context of language. Learning is not over when the acquisition phase has been successfully completed; neural events during the access to recently established word representations appear to be important for the long-term outcome of learning.

Introduction

In neuroimaging studies on word learning and maintenance, the focus has been on short-term effects. These studies have mapped the influence of the type of information (phonological, orthographic, semantic, etc.) and the way it is encoded (deep or shallow, implicit or explicit, etc.) on the learning success (Demb et al., 1995; Gabrieli et al., 1996; Wagner et al., 1998; Hecker et al., 2002; Sandak et al., 2004; Breitenstein et al., 2005; Hultén et al., 2009). These types of word learning effects have most often been detected in the frontal cortex, interpreted as reflecting access to the new phonological form, together with activations in other regions, such as the temporal cortex, suggested to reflect phonological and semantic processing (Raboyeau et al., 2004; Sandak et al., 2004; Grönholm et al., 2005; Hultén et al., 2009). However, it is not known what happens after the active language learning period has ended, and how words acquire permanent representations.

The acquisition of new words and their successful maintenance necessarily involves the memory systems. Behavioral experiments have shown that word learning effects are observable either directly or indirectly up to one year after learning (Salasoo et al., 1985; Breitenstein and Knecht, 2002; Breitenstein et al., 2004; Tamminen and Gaskell, 2008), but offer no information about the underlying neural mechanisms. A few neuroimaging studies on word acquisition have used recall periods longer than 2 h, even up to 4 weeks, but they have concentrated on changes related to learning rather than on maintenance mechanisms (Raboyeau et al., 2004; Grönholm et al., 2005; Hultén et al., 2009). Conversely, the handful of imaging studies with retention periods spanning several days or even weeks have not used novel words but pairs of familiar words or sentences to elucidate the neural correlates of efficient encoding in the long-term episodic memory (Bossardt et al., 2005) or asymmetries between encoding and retrieval (Tulving et al., 1994). The neural substrates of episodic memory encoding and retrieval have been described (Paller and Wagner, 2002; Habib and Nyberg, 2008) but, so far, there have been no long-term maintenance studies on newly learned words.

The present study set off from a situation where participants had successfully learned native-language names to 50 pictures of old tools that are no longer familiar to the modern-day human. As reported earlier by Hultén et al. (2009), at this point naming-related magnetoencephalography (MEG) recordings showed a systematic increase of left frontal and temporal activation during naming of the newly learned items compared with both the prelearning recording with the same items and the naming attempts on untrained items. The neural learning effect was evident at 300–800 ms after picture presentation, before the overt production of the object name.

Materials and Methods

Experimental procedure. The participants were 10 healthy native Finnish-speaking adults (21–30 years, five females). All individuals gave their informed consent to participate in the study which was approved by the
local ethics committee. The stimuli were black-and-white line drawings of real but old or rarely used tools and utensils. The participants were trained on the real Finnish names of 50 of these objects until they mastered at least 98% of the names (category Name). As a control condition, the study included another set of 50 similar items for which no information was given (NoName) and pictures of 50 highly familiar items (Fam). During the training, all the stimuli in all the categories were presented an equal number of times, in a random order, thereby ensuring equal visual familiarity of all objects. A more detailed description of the training procedure can be found in the supplemental material, available at www.jneurosci.org (see also Hultén et al., 2009, for a comprehensive description and the full set of stimuli).

MEG recordings were performed on five different days. The first recording (fully learned) was done on the following day after reaching the training criterion. To track the forgetting process, we summoned the participants after 1 week (Post1wk), 4 weeks (Post4wk), 2 months (Post2mo), and 10 months (Post10mo).

In the MEG recordings, the participants performed a simple delayed picture naming task on all the object images (without any other information), presented in a randomized order. The picture was presented for 150 ms and followed by a black screen for 850 ms after which a question mark prompted the participant to name the depicted object. If the participant did not know the name or had forgotten it, they were instructed to say aloud the generic word “object” (in Finnish “esine”). The behavioral success in producing the correct names was evaluated during each MEG recording (online measure) and, after each MEG recording, in a separate paper-and-pencil test, without any time limit (offline measure) (cf. Hultén et al., 2009).

Data analysis. In the MEG analysis, the focus was on the 1000 ms interval between picture onset (time 0) and the prompt for overt picture naming; the 200 ms interval preceding the stimulus onset served as the baseline. The MEG signals were averaged across trials, separately for each stimulus category (Name, NoName, Fam), low-pass filtered at 40 Hz and baseline corrected to the 200 ms interval immediately preceding the picture onset. Two separate categories for trials with correct and incorrect responses were further computed for those individuals who correctly named between 33 and 67% of the new names at the final recording (thus providing a reasonable number of trials for both the correct and incorrect category). These additional categories could be studied in six participants; the neural single-trial responses to the to-be-forgotten versus to-be-remembered stimuli were computed for all recordings and statistically evaluated at the individual level.

MEG sensor-level area mean signals are reported in the supplemental material, available at www.jneurosci.org. The spatially summed effects evident at the sensor level were decomposed into separable time courses of activation of distinct cortical areas with the help of source analysis, performed using established procedures (Salminen et al., 1994; Hultén et al., 2009). The active neural populations were modeled as equivalent current dipoles (ECDs) that were brought together into a multi-ECD model in which the local activation strengths, as a function of time, were allowed to adjust to best account for the measured data. Each ECD represents a distinct dipolar field pattern, indicating local synchronous neural activation. The number of ECDs was determined on the basis of independent magnetic field patterns. See supplemental material (available at www.jneurosci.org) for a detailed description of the ECD analysis.

To visualize the sources anatomically, ECDs were displayed on individual magnetic resonance images. For group-level visualization, all ECDs were displayed on one participant’s brain surface, using an elastic transformation. For group-level analysis, active brain areas in individual participants were grouped into six regions (occipitoparietal, left/right parietal, left temporal, left/right frontal), based on anatomical proximity and similarity in timing. A cortical region was included in the analysis if it was active in at least 6 participants.

Statistical analyses. The MEG measure of interest was the mean activation strength at 300–800 ms poststimulus (100–200 ms for the transient occipital activation). To minimize spurious variation that could appear in recordings performed on different days, the activations of interest, i.e., those evoked by the Name and NoName items, were baseline corrected to

the activation evoked by the Fam items within each recording, separately for each individual. This normalized measure was used in a group-level analysis using a repeated-measures 5 × 2 ANOVA (recording day × Name/NoName). Further correlation analyses in the brain regions showing significant effects were performed using Pearson’s correlation coefficients. At the individual level, the stimulus effects were evaluated using a permutation test and by comparing the difference in signal strengths with the variation detected during the prestimulus baseline interval. For a more detailed description of the statistical analyses, see the supplemental material, available at www.jneurosci.org.

Results
Behavior
The learning phase of the study showed that the participants needed 3–6 daily training sessions to learn to name the 50 pictured objects (Hultén et al., 2009). The mean rate of acquisition was 21% (SD 5%), i.e., ~10 new names per training session (Fig. 1). The mean offline rate of forgetting was −11% (SD 6%), i.e., −5 names per recording. The individual variation was much larger in the forgetting phase (especially in the last two recordings) than in the learning phase [training phase kurtosis = 1.4, forgetting phase kurtosis = −1.6]. The learning rates were steeper than the forgetting rates [t(10) = 3.3, p = 0.011; rates corrected for directionality]. The individual learning rates did not correlate significantly with the maintenance of the new vocabulary 10 months posttraining [r = 0.6, p = 0.103].

Neural activation
MEG was collected on a delayed picture naming task one day after the training criterion had been reached (fully learned) and at 1 week (Post1wk), 4 weeks (Post4wk), 2 months (Post2mo), and 10 months (Post10mo) posttraining. The cortical sequence of activation (Fig. 2) was comparable in all participants, advancing from the occipital cortex (<200 ms) to parietal (200–400 ms), temporal (>200), and frontal (>300) cortex, in line with earlier MEG studies of picture naming (Salminen et al., 1994; Levelt et al., 1998; Vihla et al., 2006; Hultén et al., 2009; Liljestrom et al., 2009). Activation was consistently detected in six regions, occipital (n = 10), left parietal (n = 7), right parietal (n = 10), left temporal (n = 9), left frontal (n = 8) and right frontal (n = 7) cortex (Fig. 2a). A few participants showed additional activation in the right temporal cortex, but this activation was not spatially or temporally consistent enough to justify group-level comparisons. The overall spatiotemporal sequence in each individual was
learned to the Post1wk recording (Fig. 4a), the individual change of neural activation from the fully active vocabulary beyond immediate recollection. Interestingly, the overlap in cognitive-linguistic operations: in both instances, object recognition was initiated, output phonology was activated, and articulation was programmed either for the object’s name or, the name and NoName categories (baseline corrected to the Fam category) differed significantly from each other [left frontal: \(F_{1,6} = 9.0, p = 0.024\); left temporal: \(F_{1,7} = 6.2, p = 0.041\) (Fig. 2c)]. In both regions, the Name items elicited stronger and the NoName items weaker activation than the Fam items across all recordings [mean (SD); left frontal: Name 2.7 (8.1), NoName −3.6 (5.3); left temporal: Name 0.9 (3.6), NoName −2.5 (3.0) nA]. There were no significant interactions between recording day and stimulus type in any region. The stronger activation to the Name than NoName items reached statistical significance in the left inferior frontal and posterior temporal cortex from the end of the learning phase to the recording 1 week later (Fig. 3). The Name items evoked a significantly stronger activation (mean ± SEM) than NoName items in the left temporal and frontal regions (*\(p < 0.05\)).

the same for all stimuli and for all MEG recordings but the local activation strengths varied (Fig. 2b).

In the left frontal and temporal region, responses evoked by the Name and NoName categories (baseline corrected to the Fam category) differed significantly from each other [left frontal: \(F_{1,6} = 9.0, p = 0.024\); left temporal: \(F_{1,7} = 6.2, p = 0.041\) (Fig. 2c)]. In both regions, the Name items elicited stronger and the NoName items weaker activation than the Fam items across all recordings [mean (SD); left frontal: Name 2.7 (8.1), NoName −3.6 (5.3); left temporal: Name 0.9 (3.6), NoName −2.5 (3.0) nA]. There were no significant interactions between recording day and stimulus type in any region. The stronger activation to the Name than NoName items reached statistical significance in the individual participants as well (Fig. 3). The activation strength did not differ significantly between the to-be-forgotten names in their active vocabulary almost a year later.

Figure 2. Neural effects of vocabulary acquisition and maintenance in a picture naming task, collapsed across all the five recording days. a. Active brain areas in individual participants (dots represent the centers of active cortical patches) grouped into six regions (occipitoparietal (OP), left/right parietal (LP/RP), left temporal (LT), left/right frontal (LF/RF)). b. Mean time courses of activation for the Fam (black), correctly named Name (purple), and NoName (gray) stimuli in each region, pooled across all MEG recordings. c. The Name items evoked a significantly stronger activation (mean ± SEM) than NoName items in the left temporal and frontal regions (*\(p < 0.05\)).

Discussion

The key finding in the present study was that a change of naming-related neural activation in the left inferior frontal and posterior temporal cortex from the end of the learning phase to the recording 1 week later significantly predicted the access to the novel words as late as 10 months posttraining. It should be emphasized that these associations were not item-specific, as the cortical naming responses after learning were similar for the to-be-remembered and to-be-forgotten words. Instead, these associations predicted which individuals maintained the newly learned names in their active vocabulary almost a year later.

Some earlier neuroimaging studies on memory have reported item-specific predictability of brain activity measures (Wagner et al., 1998; Habib and Nyberg, 2008). However, it may be that such associations are limited to the encoding phase, short retention intervals, and/or more episodic memory tasks. Our learning task tapped into the declarative memory (knowledge about facts and events) that maintains the network of word representations in the brain (Ullman, 2004). The items were all conceptually related: they were all man-made tools, real usable instruments with real Finnish names, and the participants were aware of this general context. This may have triggered the use of more global recall features for this set of items. Item-level effects were also lacking in the within-session comparisons of the MEG responses to remembered versus forgotten item names. This similarity may be due to the overlap in cognitive-linguistic operations: in both instances, object recognition was initiated, output phonology was activated, and articulation was programmed either for the object’s name or,
if the search had failed to converge on a specific word, for the generic name "esine" (object).

The neural effects predicting long-term maintenance of new active vocabulary were found in well known parts of the brain’s language and memory networks, namely the left posterior temporal and inferior frontal cortices. In language production, these areas have been implicated in both phonological and semantic processing (Salmelin et al., 1994; Bookheimer, 2002; Indefrey and Levelt, 2004; Vigneau et al., 2006). In studies focusing on memory systems, the left frontal lobe has been assigned a role in phonological and semantic categorization tasks presented at the fully learned stage (reported in Hultén et al., 2009) further indicated that the words had been successfully incorporated in the mental vocabulary.

What could be the mechanisms underlying the association that we observed between the change in neural activation over 1 week after learning and the behavioral performance 10 months later? While this intriguing phenomenon requires further study, we can entertain some possible accounts. First, consolidation of newly acquired lexical items might have occurred largely automatically (i.e., independent of active recollection or repetition), e.g., during sleep (Fenn et al., 2003; Davis et al., 2009), and be reflected as increased left temporal and frontal activation at Post1wk in those participants in whom this physiological process was more efficient. Second, one might also argue that the good long-term learners’ enhanced brain responses were not based on automatic mechanisms but rather on stronger attention and motivation. However, such effects should be evident already during the learning phase and thus reflected in the behavioral learning rate or in the neural activation at the fully learned stage. Yet neither of these measures correlated with the long-term maintenance of the new words. A third alternative is that the active recall at the Post1wk recording served as a system-level reconsolidation stage that either reinforced or weakened the long-term memory trace. Animal studies have demonstrated that if the consolidation period is chemically interrupted, short-term memories do not enter the long-term store. Interestingly, it has further been shown that when long-term memories are reactivated they enter a state of instability, during which they must be reconsolidated to persist in the long-term store (Nader and Hardt, 2009). The present results might thus be a manifestation of the same basic organizational principle at the human cortical level for a complex cognitive task, linguistic processing.

The present MEG study describes a neural marker that relates to individual maintenance of new linguistic knowledge on the long term. This neural marker may reflect early reinforcement of newly learned words that is important for their persistence in memory. Knowledge of the neural underpinnings of how our brain transforms new words into easily accessible permanent representations can give valuable clues to more efficient language teaching and rehabilitation of language disorders. The current results are a potentially important step on this path, though further studies bridging the language and memory domains are needed to examine the specific factors that lead to the successful reinforcement of novel vocabulary.
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