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Unidirectional Covering Codes

Patric R. J. Östergård, Member, IEEE, and Esa A. Seuranen

Abstract—A code \( C \subseteq Z_2^n \), where \( Z_2 = \{0, 1\} \), has unidirectional covering radius \( R \) if \( R \) is the smallest integer so that any word in \( Z_2^n \) can be obtained from at least one codeword \( c \in C \) by replacing either 1s by 0s in at most \( R \) coordinates or 0s by 1s in at most \( R \) coordinates. The minimum cardinality of such a code is denoted by \( E(R, n) \). Upper bounds on this function are here obtained by constructing codes using tabu search; lower bounds, on the other hand, are mainly obtained by integer programming and exhaustive search. Best known bounds on \( E(R, n) \) for \( R \leq 6 \) are tabulated.

Index Terms—Covering codes, integer programming, tabu search, unidirectional codes.

I. INTRODUCTION

Covering codes have been studied extensively—see [1] and its references—the main motivations being football pools and data compression. Various types of applications have indeed acted as stimuli for this research, such as asymmetric error-correcting codes [2]–[5], and unidirectional correcting) codes and via analogies discover unexplored types of covering codes.
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II. LOWER BOUNDS

A. Integer Programming Problems

Determination of \( E(n, R) \) can be formulated as an integer programming problem, to be discussed in Section II-A1. However, since instances of this problem are computationally feasible only for the very smallest values of \( n \), two relaxations of this problem—which can then be used for determining lower bounds on \( E(n, R) \)—are presented in Sections II-A2 and II-A3. The program glpk [12] was used to solve instances of these integer programming problems.

1) The Exact IP Problem (\( IP_{\text{exact}} \)): An integer programming problem for determining \( E(n, R) \) called \( IP_{\text{exact}} \)—the solution of which gives an explicit code attaining this value—is as follows:

\[
\begin{align*}
\text{Minimize} \quad & \sum_{i=0}^{2^n-1} b_i \\
\text{Subject to:} \quad & 1 \leq \sum_{i \in S(i)} b_i, \quad \text{where} \quad 0 \leq i < 2^n \\
& b_i \in \{0, 1\}, \quad \text{where} \quad 0 \leq i < 2^n
\end{align*}
\]

where \( b_i \) tells whether the word \( i \) (in decimal form) is in the code or not and \( S(i) \) is the set of all words that cover the word \( i \). An analogous integer programming formulation appears in [8] for asymmetric covering codes.

We were able to determine all values of \( E(n, R) \) with \( n \leq 8 \) using this integer programming formulation. We now turn to the formulations utilized for \( n > 8 \).

2) The Sphere IP Problem (\( IP_{\text{sphere}} \)): Since the number of words covered by a codeword depends on the Hamming weight of the codeword, one does not get a volume (sphere covering) bound in a compact form. The volume bound, called \( IP_{\text{sphere}} \), now takes the following form:

\[
\begin{align*}
\text{Minimize} \quad & \sum_{w=0}^{n} s_w \\
\text{Subject to:} \quad & \binom{n}{w} \leq s_w + \sum_{r=1}^{n} \sum_{0 \leq w+r \leq n} s_{w+r} \binom{w+r}{r} + \\
& \sum_{r=1}^{R} \sum_{0 \leq n-w-r \leq n} \sum_{0 \leq w \leq n} s_{w-r} \binom{n-w+r}{r}, \quad \text{where} \quad 0 \leq w \leq n
\end{align*}
\]

where \( s_w \) denotes the number of codewords of weight \( w \). Instances of this problem are comparatively easy and the number of variables and inequalities grow linearly with \( n \) (compared with \( IP_{\text{exact}} \), where these...

3) The Advanced IP Problem (IP_{adv}): In the volume bound, IP_{sphere}, one does not take into account that if there are many words of a given weight, then the balls around these words must necessarily overlap. We shall now use this observation to develop an integer programming formulation that improves on the volume bound (and is yet solvable within a reasonable time).

Let \( v(n, k, w, w') \) denote the maximum number of words in \( Z_2^n \) that have weight \( w' \) and can be covered with \( k \) words of weight \( w \). Note that, always assuming \( R \geq |w' - w| \), this function does not depend on the unidirectional covering radius \( R \). We now get an integer programming problem, called IP_{adv}, of the following form:

\[
\text{Min } Z = \sum_{w=0}^{n} \sum_{j=1}^{last(w)} j \cdot s_{w,j} \\
\text{Subject to:}
\]

\[
\begin{align*}
&\left(\begin{array}{c}
\sum_{j=1}^{last(w)} j \cdot s_{w,j} \\
\sum_{j=1}^{last(w)} j \cdot s_{w,r+j} \\
\sum_{j=1}^{last(w+r)} j \cdot s_{w,r+j} \\
\sum_{j=1}^{last(w-r)} j \cdot s_{w-r,j}
\end{array}\right) \\
&\leq \sum_{w=0}^{n} v(n, j, w + r, w) \cdot s_{w+r,j} \\
&\leq \sum_{w=0}^{n} v(n, j, w - r, w) \cdot s_{w-r,j},
\end{align*}
\]

where \( 0 \leq w \leq n \), \( s_{w,j} \leq 1 \), where \( 0 \leq w \leq n \), \( s_{w,j} \in \{0, 1\} \), where \( 0 \leq w \leq n \), \( 1 \leq j \leq last(w) \)

where \( last(w) \) is an upper bound on the number of codewords of weight \( w \). Note that \( s_{w,j} = 1 \) means that there are exactly \( j \) codewords of weight \( w \). We shall now see how one can determine exact values of or bounds on \( last(w) \) and \( v(n, k, w, w') \).

After we have obtained upper bounds on \( last(w) \) using IP_{sphere}, we make similar modifications to IP_{adv}, i.e., change the objective function to

\[
\text{Max } Z = \sum_{j=1}^{last(w)} j \cdot s_{w,j}
\]

and add the constraint

\[
M = \sum_{w=0}^{n} \sum_{j=1}^{last(w)} j \cdot s_{w,j},
\]

to form another auxiliary integer programming problem, IP_{adv}. The upper bounds on \( last(w) \) attained by IP_{adv}, are listed in Table I for the instances that lead to best known lower bounds on \( E(n, R) \) tabulated at the end of this correspondence.

Before proceeding to discussing the function \( v(n, k, w, w') \), we will now present an algorithm that uses integer programming formulations and exhaustive search (to be discussed in Section II-C) in order to improve the lower bound for a given problem instance.

1: \( M \leftarrow \) IP_{sphere}(\( n, R \))
2: Use IP_{sphere}(\( n, R \)) to get upper bounds on \( last(w) \)
3: if \( IP_{adv}(n, R) > M \) then \( M \leftarrow M + 1, \text{ goto 2} \)
4: Use IP_{adv}(\( n, R \)) to tighten upper bounds on \( last(w) \)
5: \text{ switch perform exhaustive search}
6: \text{ case no solution: } M \leftarrow M + 1, \text{ goto 2}
7: \text{ case a solution: exit}
8: \text{ case search failed: exit}
9: \text{ end switch}

Once the algorithm has exited, \( M \) is a lower bound on (or the exact value of, if the algorithm exited via line 7) \( E(n, R) \).

To determine values of \( v(n, k, w, w') \), we consider all possible sets of \( k \) codewords of weight \( w \). It is obviously necessary to do this only for inequivalent codes, two binary constant weight codes being equivalent if there is a permutation of the coordinates that maps one code onto the other.

Reversely, the codes with \( i \) and \( i \) codewords are constructed from a complete set of codes with \( i \) codewords by adding one codeword in all possible ways. Equivalence of the constructed constant weight codes is tested using the standard approach of mapping the codes into bipartite graphs—with vertices for codewords and coordinates, joining a codeword vertex to a coordinate vertex exactly when the corresponding codeword has a 1 in that coordinate—and testing graph isomorphism using nauty [14]. See Fig. 1, where the graphs of all inequivalent codes of length 5, size 2, and weight 3 are displayed.

Using the above-mentioned computational method for determining \( v(n, k, w, w') \) is too demanding for all but the smallest values of \( k \),

\begin{table}
\centering
\caption{Some Upper Bounds on Last \( w' \)}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\( n \) & \( R \) & \( M \) & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline
9 & 2 & 20 & 1 & 4 & 7 & 8 & 7 & 8 & 7 & 4 & 1 \\
10 & 2 & 31 & 0 & 2 & 5 & 6 & 5 & 2 & 5 & 6 & 5 & 2 & 0 \\
10 & 3 & 13 & 1 & 4 & 5 & 6 & 2 & 2 & 6 & 5 & 4 & 1 \\
11 & 2 & 52 & 0 & 2 & 5 & 16 & 6 & 5 & 6 & 16 & 5 & 2 & 0 \\
11 & 3 & 20 & 1 & 4 & 7 & 7 & 5 & 3 & 5 & 7 & 7 & 4 & 1 \\
12 & 2 & 90 & 0 & 1 & 7 & 19 & 22 & 8 & 7 & 8 & 22 & 19 & 7 & 1 & 0 \\
12 & 3 & 31 & 1 & 4 & 9 & 11 & 5 & 4 & 3 & 4 & 5 & 11 & 9 & 4 & 1 \\
12 & 4 & 13 & 1 & 4 & 6 & 7 & 3 & 2 & 2 & 3 & 2 & 7 & 6 & 4 & 1 \\
13 & 2 & 156 & 0 & 0 & 9 & 18 & 46 & 13 & 12 & 12 & 13 & 46 & 18 & 9 & 0 & 0 \\
13 & 3 & 47 & 1 & 3 & 5 & 17 & 4 & 2 & 2 & 2 & 3 & 4 & 17 & 5 & 3 & 1 \\
13 & 4 & 19 & 1 & 4 & 7 & 8 & 5 & 3 & 2 & 2 & 3 & 5 & 8 & 7 & 4 & 1 \\
\hline
\end{tabular}
\end{table}
accentuating the need for other approaches for determining values of (or bounds on) this function.

The maximum number of codewords without overlapping unidirectional balls follows from the size of certain constant weight error-correcting codes (also called packing designs in the literature). The maximum number of codewords in a code with length \( n \), minimum distance \( d \), and constant weight \( w \) is denoted by \( A(n,d,w) \); see [15]–[17] for extensive results on this function.

**Lemma 2.1:** For \( 0 \leq k \leq A(n,2\lfloor w/w' \rfloor +1), w \), we have \( v(n,k,w,w') = k \cdot v(n,1,w,w') \); and for \( k = A(n,2\lfloor w/w' \rfloor +1), w \) + 1, we have \( v(n,k,w,w') < k \cdot v(n,1,w,w') \).

**Proof:** By the definition of \( A(n,d,w) \) there is a (maximal) set of codewords \( C \subseteq Z_2^w \) of size \( A(n,d,w) \) and weight \( w \), so that a cut of unidirectional balls of covering radius \( d/2 - 1 \) around any two codewords in \( C \) is empty. For \( d = 2\lfloor w/w' \rfloor + 1 \) we get that \( d/2 - 1 = \lfloor w/w' \rfloor \), so \( v(n,k,w,w') = k \cdot v(n,1,w,w') \) for \( 0 \leq k \leq A(n,2\lfloor w/w' \rfloor +1), w \) and \( v(n,k,w,w') < k \cdot v(n,1,w,w') \) for \( k > A(n,2\lfloor w/w' \rfloor +1), w \).

Next we present an inequality that can be used to obtain upper bounds on \( v(n,k,w,w') \).

**Theorem 2.2:** \( v(n,k+1,w,w') \leq \frac{k+1}{w} \cdot v(n,k,w,w') \) for \( 0 \leq w, w' \leq n \) and \( k \geq 1 \).

**Proof:** Let \( C \) be a code that attains \( v(n,k+1,w,w') \). By the pigeonhole principle, there exists a codeword \( c \in C \) whose removal uncovers at most \( 1/k+1 \) \( v(n,k+1,w,w') \) words. Then \( C \setminus \{c\} \) covers at least \( \frac{k}{k+1} v(n,k+1,w,w') \) words so \( v(n,k,w,w') \geq \frac{k}{k+1} \cdot v(n,k+1,w,w') \).

When the number of codewords exceeds \( A(n,2\lfloor w/w' \rfloor +1), w \) we get the following result for upper bounds on \( v(n,k,w,w') \).

**Corollary 2.3:** For \( 0 \leq w, w' \leq n \), let \( k = A(n,2\lfloor w/w' \rfloor +1), w \) + \( i \) with \( i \geq 1 \). Then \( v(n,k,w,w') \leq k \cdot v(n,1,w,w') - i \).

**Proof:** For \( i = 1 \) the corollary follows from Lemma 2.1. For \( i \geq 1 \) apply Theorem 2.2 iteratively.

By complementing a code attaining \( v(n,k,w,w') \) one gets a code that attains \( v(n,k,n-w,n-w) \).

**Proposition 2.4:** \( v(n,k,w,w') = v(n,k,n-w,n-w) \) for \( 0 \leq w, w' \leq n \) and \( k \geq 0 \).

As an example, we tabulate in Table II the values of \( v(10,k,w,w') \) used in the processing of \( E(10,3) \geq 13 \). Since \( R = 3 \) we need consider only sets of parameters that fulfill \( \lfloor w/w' \rfloor \leq 3 \), and by Proposition 2.4 we may restrict the value of \( w' \) to \( w \leq 5 \). (Similar tables for other problem instances are omitted.)

**C. Exhaustive Search**

The instances of the IP problems discussed so far possess a large symmetry group, which has a significant impact on the computing time of any optimization software used. A tailored backtrack algorithm can be developed to make a further improvement of some of the lower bounds possible. The main idea is to try to construct codes one codeword at a time, and solve instances of versions of the IP problems discussed earlier, slightly modified to be able to handle fixed codewords. We now discuss one possible such algorithm.

We fix the number of codewords, \( M \), and aim at proving that no such code exists. Moreover, we fix the weight distribution of the code within the boundary of \( \text{last}(w) \) (cf. Table I; also notice that complementing a code does not affect its covering properties, so having checked a given weight distribution, its reverse may be ignored). Each possible weight distribution is now handled separately, and the code is built up one codeword at a time, rejecting equivalent codes (essentially in the same way as described in Section II-B). The codewords are added in order of either increasing or decreasing weight.

Bounding takes place by solving IP problems for partial codes. If the coverage of the fixed codewords plus the maximal coverage of the unassigned codewords—cf. IP \(_{\text{unassigned}}\)—could not produce a desired code, then the partial code is discarded.

**III. CONSTRUCTIONS AND UPPER BOUNDS**

Attempts were made to carry over known constructions of covering codes [1] to the case of unidirectional covering codes, but with limited success. For example, the direct sum, defined as \( C_1 \oplus C_2 = \{(c_1, c_2) : c_1 \in C_1, c_2 \in C_2\} \), is not generally a good construction. As an example, the binary codes \( C_1 = \{0\} \) and \( C_2 = \{1\} \) have unidirectional covering radius 1, whereas the direct sum \( C_1 \oplus C_2 \) is not a unidirectional covering code for any positive \( R \). However, when either \( C_1 \) or \( C_2 \) contains all words of the ambient space, we get the following result.

**Theorem 3.1:** If \( C \subseteq Z_2^n \) has unidirectional covering radius \( R \), then \( C \oplus Z_2^n \) has unidirectional covering radius \( R \).

**Proof:** Consider an arbitrary word \( x = (x_1, x_2) \), where \( x_1 \in Z_2^n \) and \( x_2 \in Z_2^n \). Then there exists a codeword \( c \in C \) that covers \( x_1 \) with unidirectional covering radius \( R \), so \( (c, x_2) \in C \oplus Z_2^n \) covers \((x_1, x_2)\) with unidirectional covering radius \( R \).

**Corollary 3.2:** \( E(n+1,R) \leq 2E(n,R) \).

The following results for small codes are straightforward.
Proposition 3.3: The code $C = \{00\ldots0\}$ attains $E(n, R) = 1$, $n \leq R$. The code $C = \{00\ldots0, 11\ldots1\}$ attains $E(n, R) = 2$, $|n| \leq R < n$.

By Proposition 3.3 and Corollary 3.2, we have $E(2R + 3, R) \leq 8$. In fact, it turns out that $E(2R + 3, R) = 8$ for $R > 1$; the rest of this section is devoted to proving this bound. Before proceeding, we need the following definition. A code $C \subseteq Z^n_2$ is said to be $s$-surjective if for any set of $s$ coordinates $a_1, a_2, \ldots, a_s$ of $C$ and any $s$-tuple $(b_1, b_2, \ldots, b_s) \in Z^n_2$ there is a codeword $(c_1, c_2, \ldots, c_n) \in C$ such that $c_{a_i} = b_i$, for $1 \leq i \leq s$. The proof of the following theorem is analogous to that of [18, Theorem 5].

Theorem 3.4: If there exists a code attaining $E(n + 2, R + 1)$ that is not 2-surjective, then $E(n, R) \leq E(n + 2, R + 1)$.

Proof: Let $C$ be a code attaining $E(n + 2, R + 1)$ that is not 2-surjective. Without loss of generality, assume that $C$ is not 2-surjective in the last two coordinates and that $b \in Z^n_2$ does not occur in those coordinates. Removing the last two coordinates of $C$ gives a code $C'$. If $C'$ would have unidirectional covering radius $R + 1$, with $n \in Z^n_2$ being a word that is not $R$-covered by any $c' \in C'$, then $(a, b) \in Z^n_2$ would not be $(R + 1)$-covered by any $c \in C$. Hence $C'$ has unidirectional covering radius at most $R$.

Theorem 3.5: $E(2R + 3, R) = 8$ for $R > 1$.

Proof: By Proposition 3.3 and Corollary 3.2, we have $E(2R + 3, R) \leq 8$ for all $R$. The result $E(7, 2) = 8$ can be settled via the corresponding instance of IP$_{\text{next}}$.

Assume that there is an $R > 2$ such that $E(2R + 3, R) < 8$, and consider the smallest such value of $R$. Obviously, the corresponding code must be 2-surjective, because otherwise we can use Theorem 3.4 to arrive at an even smaller value of $R$. By a well-known result by Kleitman and Spencer [19, Theorem 1], which implies that binary 2-surjective codes with length greater than \( \left\lceil \frac{1}{3} (3R + 1) \right\rceil \) do not exist for size $M$, it follows that such codes of size $7$ do not exist for lengths $n > 15$, that is, $R > 6$. The covering radii of small binary 2-surjective codes of size 7 are investigated in [20]. Since the unidirectional covering radius of a code is at least as big as its covering radius, it follows from the results in [20, Table I] that there are no binary 2-surjective codes of size 7, length $2R + 3$, and unidirectional covering radius $R$ for $3 \leq R \leq 6$. Hence we have a contradiction.

IV. UPPER BOUNDS USING TABU SEARCH

The promising results in [10], [21] inspired us to apply tabu search in the search for good unidirectional covering codes. Tabu search is a local search method for combinatorial optimization, in which all the solutions in the neighborhood of the current solution are inspected and the most promising one is selected, even if it is worse than the current solution. The search continues until a good enough solution is found. Many details of the algorithm used are analogous to those in [21]. The neighborhood is constructed with respect to a fixed uncovered word (to find this uncovered word, one goes through the words in lexicographic order, starting from the word considered in the previous step of the algorithm). Any alteration of a codeword $\epsilon \in C$ to a word $\epsilon' \not\in C$ is in the neighborhood if $\epsilon'$ covers the uncovered word. If the codeword $\epsilon$ was altered during the last $T$ iterations, it cannot be altered, that is, it is in the tabu list, unless the result would be a unidirectional covering code.

The algorithm terminates when a unidirectional covering code is encountered or when the algorithm has proceeded $L$ steps without improving the best solution (that is, which has the least number of uncovered words) found so far.

V. RESULTS

Exact values of and best known lower and upper bounds on $E(n, R)$ for $n \leq 13$ are listed in Table III. The values for $R \geq 7$ follow from Proposition 3.3 and are omitted. Note that the entries for $R = 1$ coincide with those of covering codes [23]. The other unmarked entities follow from Proposition 3.3 and Corollary 3.2. The subscripts for the lower bound are as follows: “o” for IP$_{\text{next}}$, “e” for exhaustive search, and “t” for Theorem 3.5. The unidirectional covering codes found by tabu search and corresponding to the starred bounds in Table III are distributed electronically at http://users.tkk.fi/~eseuran/expapers/ucc/.

The computations were carried out on a 1-GHz PC, and the total computing time for all results was less than two weeks.
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Convolutional Goppa Codes
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Abstract—In this correspondence, we define convolutional Goppa codes over algebraic curves and construct their corresponding dual codes. Examples over the projective line and over elliptic curves are described, obtaining in particular some maximum-distance separable (MDS) convolutional codes.

Index Terms—Algebraic curves, convolutional codes, finite fields, Goppa codes, maximum-distance separable (MDS) codes.

I. INTRODUCTION

Goppa codes are evaluation codes for linear layers over smooth curves over a finite field \( F_q \). Using Forney’s algebraic theory of convolutional codes [1] (see also [2, Ch. 2] and [3]), in [4], we proposed a new construction of convolutional codes, which we called convolutional Goppa codes (CGC), in terms of evaluation along sections of a family of algebraic curves.

The aim of this correspondence is to reformulate the results of [4] in a straightforward language. In Section II, we define CGC as Goppa codes for smooth curves defined over the field \( F_q \) of rational functions in one variable \( z \) over the finite field \( F_p \). These CGC are in fact more general than the codes defined in [4], since there are smooth curves over \( F_q(z) \) that do not extend to a family of smooth curves over the affine line \( \mathbb{A}^1_q \). With this definition, one has another advantage: the techniques of algebraic geometry required are easier than those used in [4]: we use exactly the same language as is usual in the literature on Goppa codes. Section III is devoted to define the dual CGC.

Section IV contains the definition of free distance for a convolutional code together with some remarks about the geometric interpretation of the Hamming weight for Goppa codes and the weight for CGC.

The last two sections of the correspondence are devoted to illustrating the general construction with some examples. In Section V we construct several CGC of genus zero; that is, defined in terms of the projective line \( \mathbb{P}^1_q \) over the field \( F_q(z) \). Some of these examples are MDS-convolutional codes and are very easy to handle.

In Section VI, we give examples of CGC of genus one; that is, defined in terms of elliptic curves over \( F_q(z) \). These examples are not so easy to study. In fact, a consequence of this preliminary study of CGC of genus one is that a deeper understanding of the arithmetic properties of elliptic fibrations (see, for instance, [5]) and of the translation of these properties into the language of convolutional codes is necessary.

In the Appendix, we propose a way to obtain a geometric interpretation of the weight for CGC.

II. CONVOLUTIONAL GOPPA CODES

Let \( F_q \) be a finite field and \( F_q(z) \) the (infinite) field of rational functions of one variable. Let \((X, \mathcal{O}_X)\) be a smooth projective curve over \( F_q(z) \) of genus \( g \).
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