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1 Introduction

The *omics* revolution has empowered us with technologies to study biological systems by measuring a large number of molecular components in parallel, therefore enabling the systems approach (Ideker et al., 2001; Kitano, 2002). The wealth of new information combined with existing repositories of knowledge dispersed across numerous databases and literature demand new solutions for management and integration of life science data. This has already been recognised in a variety of application domains relying on life science research. Knowledge management and data integration are recognised bottlenecks in drug discovery domain and current solutions are not yet capable of taking the full advantage of the information delivered by the modern *omics* technologies (Searls, 2005). More fundamentally, the ability to collect molecular information from biological systems in parallel is also challenging the ways we represent the biological systems and related knowledge, as well as the ways we design experiments to address specific biological questions.

Several approaches for biological data integration have been developed. Well-known examples include rule-based links such as SRS (Etzold and Argos, 1993; Etzold et al., 1996), federated middleware frameworks such as Kleisli system (Davidson et al., 1997; Chung and Wong, 1999), as well as wrapper-based solution using query optimisation such as IBM Discovery Link (Hass et al., 2001). In parallel, progress has been made to organise biological knowledge in a conceptual way by developing ontologies and domain-specific vocabularies (Ashburner et al., 2000; Bard and Rhee, 2004; Bodenreider, 2004). The emergence of XML and Semantic Web technologies has fostered the ontology-based approach to life science data integration. In this context, data integration comprises problems like homogenising the datatypes and schemas in integration, combining multiple database queries and answers, transforming and integrating the latter to construct knowledge based on underlying knowledge representation. However, the ontology-based approach alone cannot resolve the practical problem of evolving concepts in biology, and its best promise lies in specialised domains and environments where concepts and vocabularies can be well controlled. Neither can the ontologies alone resolve the problem of context, i.e., what may appear closely related in one context may be further apart or unrelated in another (Gärdenfors, 2000).

Biological systems are characterised by the complexity of interactions of their internal parts and also with the external environment; integrating such information may result in a huge and heterogeneous network of biological entities. The visualisation of these networks poses many challenges (Herman et al., 2000). The problem is not only to display them, but also to represent them in a way that would enable easy interpretation of these huge networks. Our goal is to alleviate this problem by using context-based mining.

Biological network visualisation tools abound in many flavours, but few of them have important requirements that enable real biological interpretation (Saraiya et al., 2005). Contextuality is one of those requirements. There are some tools
that provide contextuality by attaching notes to visualised entities (Shannon et al., 2003; Dahlquist et al., 2002). However, this approach does not resolve the interpretation problem especially when the networks become complex. Therefore, the context-based mining is needed to eliminate some dimensions that are not contextually relevant.

Our approach to enable context-based mining is based on non-linear projection methods. Heterogeneous high-dimensional data are projected to a lower-dimensional space (two or three dimensions) in such a way that all similarity relationships are preserved as much as possible. This is quite challenging to implement in practice due to the heterogeneity of the entities and relationship types. The best compromise is to choose which kinds of relationships to visualise and what type of metrics to use in order to ensure the reliability and biological interpretability of the visualised data. Therefore, special attention should be put also on the data representation when integrating different types of information.

In this paper, we present a data integration and mining approach based on network representation models, which support an advanced visualisation system. As reported in our initial studies, the system has the capability to enable bioinformatics studies in a context dependent way (Gopalacharyulu et al., 2004, 2005). Section 2 introduces the general architecture of our database system, its implementation and methods. Section 3 describes our methods for network data representation and mining. Section 4 illustrates our approach on three different applications: metabolic network topology study, context-dependent protein annotation, and visualisation of Type 1 Diabetes gene expression dataset in the context of known pathways and ontologies. In the last section we discuss the current status of our research, persistent challenges, and future goals.

2 Integrated database system

2.1 Architectural design

The core architecture of our data integration and visualisation system, called megNet, is composed of three layers; back-end, middle tier and front-end (Figure 1). The data, schema maps, ontology definitions constitute the back-end layer. Most of our local data are represented in XML or RDF formats. The data is stored using XML data management system Tamino XML server (Software AG) in a Redhat Linux Advanced Server v3.0 environment. The databases are queried using Tamino X-Query which is based on XPath 1.0 specification. The queries are enabled through the Tamino Java API.

For storing more voluminous data such as gene expression data and in-house produced mass spectrometry data, we use Oracle 10g database server (Oracle, Inc.). The Oracle queries are performed using Oracle JDBC Thin drivers. The results obtained from queries to Tamino and Oracle are combined at the Java programming level in the middle tier.

The middle tier comprises the business logic of our system. Business logic events, such as graph constructions, distance data projections, topology calculations are implemented as stateless session beans. They are processed as web services. The session beans are the end points of the web services. They receive their request messages from the client for performing a business logic event. In the end of their life cycle they send the response to the client.
An integrative approach for biological data mining and visualisation

Figure 1  Three-tier architecture of the bioinformatics data integration and visualisation system. Back end tier consists of source biological data, schema mappings and ontologies. Middle tier is a suite of algorithms for business logic events (e.g., network constructions, data projections). Front end is a Java based user interface for visualisation the biological data and interacting with the user.

The middle tier resides physically in a JBoss 4.04 Application Server (JBoss, Inc.). The business logic events are processed in the EJB Container of JBoss. The client and server communicate through SOAP messages. The SOAP messages are converted to Java objects by the middle tier after it has received a request message from the front-end client and Java objects are converted to SOAP messages before they are sent back as a response message. These conversions are implemented by using Apache Axis 1.4 (Apache Software Foundation). They are processed in Apache Tomcat 5.5 Servlet Container.

The front-end comprises the user interface for visualising and interacting with the end user. It is implemented in the Java environment.

2.2 Database curation

A system-wide life science data mining requires concurrent use of several databases, each of them likely having their own data schema, interface, address, and software tools. A database access tool is therefore needed that affords mining of several databases within one single interface. A fundamental step towards the integration of biological databases is to identify the ‘atoms of information’ and to develop solutions that resolve the naming conflicts as well as data structures. This is the task of a data curator. For every database (either containing annotations or information about entity relationships) the database curator develops a data schema that enables mapping to other databases.

Data from various public and commercial data sources were set up in our database system. Table 1 lists those data sources which were utilised in the examples of this paper. A typical data curation flow is explained below in the form of a pseudo-algorithm:

1. Decide on a data source to be set up and download the data typically using ftp.
   If the downloaded data is already XML format go to step (3) otherwise go to (2).

2. Study the structure of the non-XML data and define XML schemas to capture the logical structure of the data. Go to step (4).
3 If the document structures have been defined using DTD, then convert the DTD to W3C Schema. If the XML schema is available from the source itself, if necessary, make changes to it to fit the requirements of the implementation (e.g., change the target name space to Tamino name-space and define a prefix for the original target namespace).

4 Define physical properties such as indices, doc-type etc. for the logical schema to construct a Tamino Schema Definition document, i.e., TSD schema. If the previous step was (2) go to (5) else go to (6).

5 Develop parsers to convert the non-XML data into an XML format. A typical development phase is always followed by several test and feed-back loops that involve an extensive use of XML data validation as well as human eye reading. Go to step (7).

6 Develop parsers to convert the distributed XML format to the required XML format.

7 Load the resulting XML documents using mass-loading tool of the Tamino Server.

**Table 1** Databases incorporated into the system

<table>
<thead>
<tr>
<th>Database</th>
<th>Version or release date</th>
<th>No. of entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>UniProt/Swiss-Prot (Bairoch et al., 2005)</td>
<td>44.0</td>
<td>153871</td>
</tr>
<tr>
<td>Substance</td>
<td>788730</td>
<td></td>
</tr>
<tr>
<td>KEGG (Kanehisa et al., 2004)</td>
<td>August, 2004</td>
<td>–</td>
</tr>
<tr>
<td>Pathways 11380</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>LIGAND (Goto et al., 2002)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Genes 705802</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Enzymes 4327</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Compounds 11116</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Glycans</td>
<td>10302</td>
<td></td>
</tr>
<tr>
<td>TRANSFAC (Matys et al., 2003)</td>
<td>June, 2005</td>
<td>–</td>
</tr>
<tr>
<td>Gene</td>
<td>7796</td>
<td></td>
</tr>
<tr>
<td>Factor</td>
<td>5919</td>
<td></td>
</tr>
<tr>
<td>Site</td>
<td>14782</td>
<td></td>
</tr>
<tr>
<td>TRANSPATH (Krull et al., 2003)</td>
<td>June, 2005</td>
<td>–</td>
</tr>
<tr>
<td>Pathway 333</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Gene</td>
<td>4989</td>
<td></td>
</tr>
<tr>
<td>Molecule 20164</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Reaction 23065</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Annotation</td>
<td>24218</td>
<td></td>
</tr>
<tr>
<td>BIND (Bader et al., 2003)</td>
<td>August, 2004</td>
<td>90580</td>
</tr>
<tr>
<td>MINT (Zanzoni et al., 2002)</td>
<td>2.1</td>
<td>18951</td>
</tr>
<tr>
<td>IntAct (Hermjakob et al., 2004)</td>
<td>September, 2004</td>
<td>37</td>
</tr>
<tr>
<td>Gene Ontology (Gene Ontology Consortium, 2000)</td>
<td>May, 2005</td>
<td>18078</td>
</tr>
</tbody>
</table>

As not every field in the original databases is integrated, it is the task of the curator to capture the relevant subparts of it as well as to define appropriate semantics for them.
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In the course of implementing the above steps, we make use of XMLSpy software (Altova, Inc.) and Tamino Schema Editor software (Software AG) for constructing and validating logical and physical schemas, respectively. The development of parsers is usually implemented in the Perl programming language and in some cases using Java.

2.3 Database traversals with schema maps

Even resolving simple biological relationships containing only a few biomolecular components often requires traversing multiple databases. In order to enable such traversals within our system, we developed a database of schema maps (henceforth called maps database), which maps across different names used for the same entities across multiple databases (Gopalacharyulu et al., 2005). For example, the maps database for protein entities is indexed by UniProt identifiers. For creating such a map, we developed a Perl program to extract data from the UniProt XML documents.

The database traversals can be achieved by applying simple join operations involving the maps database. Since the maps database records contain identifiers and names of an entity from all databases, it is ensured that the join operation between appropriate databases and rightly chosen entities would always return a non-empty result. The querying of a database independent of the names used in it can be achieved by writing queries to first search the maps database to find out the name/Id number of the entity in the original database and then search the original database with the correct name/Id number. Considerable challenge for any biological data integration is the often-changing structures of the data in the public databanks (Critchlow et al., 2000). We address this problem at the “Logical schema construction level” of our data curation cycle by keeping our logical schemas to be as minimal as possible, yet useful enough to be able to observe the associations between all the data sources.

3 Data visualisation and mining methods

3.1 Network visualisation

In life sciences, everything is connected; even entities believed to be unrelated in some context might associate with each other in some other contexts. Thus, an integrated network of interacting entities of a biological system necessarily contains many different types of entities and attributes arising from a number of disparate data sources, including literature databases.

The user interface of our system is capable of visualising these integrated networks in an interactive manner (Figure 2). It constitutes the following sections:

- query parameters section
- network visualisation section
- display information section
- menu bar
- Non-Linear Mapping (NLM) window.
The ‘query parameters’ section consists of database, species, and query parameter menus. The database menu enables multiple selections from a list of all databases and the species menu enables multiple selections from a list of all species available in the system. The query parameter menu provides a collection of input boxes for entering a variety of parameters such as, protein names/ids, concept ids, metabolic pathway names, gene expression data set ids, initial depth of search etc. In addition, there is a button for launching the query.

The ‘network visualisation’ section is the place where the resulting network of a graph construction request is displayed. This interface provides options for interactively visualising or modifying the network. Typical examples of user interaction in this section include zooming in and out of the network, moving the network using pan tool, selecting a node to display its annotations in the display information section, selecting some parts of the network either to delete that part or to modify weights of the edges under selection etc.

The ‘display information’ section displays annotations of the selected node or edge. The information displayed reflects the annotations that exist in the databases. This section also provides hyperlinks to the source database of the entity under selection so as to enable the user to get more information on this entity.

The ‘menu bar’ enables interaction within our system in many ways. Typical example features enable editing through items include saving the network result or loading the network (in XML format), modifying weights of various types of interactions i.e., edge, projecting network into lower dimensional space and performing topological calculations on the networks.

The ‘NLM window’ displays the lower dimensional projection space. This interface also allows interactive features such as zooming in and out. Additionally, selecting a point in the projection space highlights the corresponding network node in the
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When the user starts using the user interface, he can either load a previously saved network from XML document or he can construct a new network. In the former case he can open a file chooser from the upper menu for selecting the XML document. In the latter case he can assign query parameters to the network construction in the query parameter section that constitutes different menus on the bottom. In the database menu he can select from which databases he wants to retrieve entities and relationships. In the species menu, he selects in which species he wants to construct the network. In the query parameter menu, he can assign more parameters for the query. For example, he can type a protein name (e.g., PMI40) or identifier to visualise the neighbourhood of a certain protein. Or he can type a metabolic pathway name (e.g., Pentose phosphate pathway) to visualise all entities and interactions involved in a certain pathway or to investigate its neighbourhood of various types of interactions. When the user has assigned all query parameters, he can click on the ‘Query’ button to launch the query.

Once the network is constructed upon assigned query parameters or loaded from XML document, it is visualised on the middle part of the user interface (i.e., in Network visualisation section). The network is portrayed by using Tom Sawyer Visualisation 6.0 (Tom Sawyer Software, Oakland, CA, USA) symmetric layout algorithm. In the displayed network, shape conventions are used to distinguish the type of entity underlying a node. Similarly, color codes are used to distinguish the type of the relationship underlying an edge. The user can make inferences from the network by zooming in and out. The user can save this network in XML format by opening a file chooser from the upper menu. A mouse left click on a node displays the biological information in the text area located on the right hand side. The information displayed in this text area contains the data retrieved from locally installed databases and links to external databases.

There are many ways to represent the data structure of a network (Bollobás, 1998). In our approach, a biological network is represented as a directed weighted graph where biological entities are nodes that are connected to each other through edges which are interactions or relationships between the entities. The shape of the nodes is coded differently depending on the type of an entity (e.g., squares stand for proteins, circles stand for compounds). The edges can be bidirectional or unidirectional, depending on the nature of the relationships. For example, in the case of protein-protein interaction network, we would relate the neighbouring proteins by searching all possible pathways among them, including their regulating genes. The generated nodes and edges then show the proteins and their interactions, respectively. In the case of a metabolic network, we need to relate entities that are involved in each reaction. The substrates, products and enzymes are represented as nodes. As reactions can be either reversible or irreversible, unidirectional edges are used to distinguish the direction of an irreversible reaction and bidirectional edges are used to represent reversible reaction.

If the user wants to project the internal distances of the network into 2-dimensional space, she can assign appropriate bias by modifying the edge weights. After that she selects one of the available projection methods (Sammon’s NLM, Curvilinear Component Analysis (CCA), Curvilinear Distance Analysis (CDA)) from the upper menu (Each of these methods is described in detail in Section 3.2). After that the selected projection method is performed. As a result we obtain coordinates of the network nodes in the 2-dimensional projection space. These coordinates are displayed on a separate
window that is opened after the projection method is finished. When the user clicks on a node on the two-dimensional projection window, the corresponding node on the network is highlighted and vice versa.

While distances within the molecular networks can be intuitively set to the length of the shortest path between the molecules, distance measure is less obvious for conceptual relationships such as in ontologies. One way to approach this is to consider an ontology as a graph and the distance measure is based on the shortest path to a common ancestor (Lee et al., 2004b). In the case of gene expression network which consists only of genes, the similarity measure is based on the gene expression profile distance between the genes (e.g., Euclidean or related).

The user can also perform topological calculations on the network and modify the network (e.g., removing some nodes according to their presence in an experimental condition). Our system uses a variety of methods for such studies. Below, we describe few that have been utilised in the examples of the paper.

3.2 Topology of a network

The molecular entities of the cell form a very complex and dynamic interacting system. One of the major challenges of contemporary biology is to understand the structure of this complex web of interactions. The network structure and their dynamics is believed to have a significant effect on the structure and function of the cell (Barabasi and Oltvai, 2004).

The biological networks at the molecular level can be divided into different types of networks such as metabolic pathways, protein-protein interaction and regulatory networks. These networks are mutually interdependent and it has been demonstrated that they share some common network properties, e.g., the presence of single modularity networks (Barabasi and Oltvai, 2004; Han et al., 2004; Guimera and Amaral, 2005). However, the presence of the modularity in highly integrated biological networks is not self-evident as it lacks quantitative support (Ravasz and Barabási, 2003). There is thus a need for tools that afford the parallel study of multiple biological networks.

In order to study these topological properties we can formalise the network representation as a graph. Therefore, we apply mathematical methods used in graph theory.

Let us denote by \( G = (X, U) \) a graph containing two sets where \( X = \{x_1, x_2, \ldots, x_k, \ldots, x_N\} \) the set of nodes and \( U = \{u_1, u_2, \ldots, u_m, \ldots, U_M\} \) the set of edges, where \( u = [x_i, x_{i+1}]_{i=1 \ldots N} \). A weighted graph is denoted by \( G = (X, U, W) \) where \( W: U \to \mathbb{R} \).

The distances between the biological entities can be derived from the path lengths within a graph. A path \( \mu \) of length \( q \) is a sequence of edges \( U(\mu) = \{u_1, u_2, \ldots, u_q\} \). In a weighted graph the length of the path \( \mu \) is obtained by summing up all weights of the edges of \( U(\mu) \). In graphs, there are often many alternative paths between two nodes. Therefore, in practice one is mainly interested in the shortest path length between the selected nodes. We can obtain an average path length by calculating the shortest path between every pair of nodes of a graph and dividing the result by the total number of nodes. This average value quantitatively characterises a graph by describing how close to each other its nodes are.
A graph can be characterised by its degree distribution \( P_x(k) \) defining the probability that an arbitrary node \( x \) is connected to \( k \) neighbours. For metabolic networks, it was demonstrated that \( P_x(k) \) decays as a power law \( P_x(k) = k^{-\gamma} \) with \( \gamma \approx 2.2 \) in all organisms (Jeong et al., 2000). This type of decay function characterises a scale-free network topology. This type of distribution is applicable only to a graph where all edges are bidirectional. For the case of networks containing some unidirectional edges, we would be interested in an in-degree distribution and out-degree distribution, which define the number of in-coming and out-going edges a node \( x \) has, respectively.

Another way to characterise a graph is to calculate its clustering coefficient \( C_x(k) \) which is the density of connections in the neighbourhood of a node \( x \) (Dorogovtsev and Mendes, 2003). It is defined as the ratio between the total number of all possible edges between all these nearest neighbours \( C_x(k) = 2n/k(k-1) \). A high clustering coefficient \( C_x(k) \) would suggest a modular organisation.

It has been shown that most of complex networks (e.g., biological networks, world wide web, actor networks) are scale-free networks with high clustering coefficient (Ravasz and Barabási, 2003). This means that there are few dominating hubs which lead to properties such as high tolerance to random failures. On the other hand, the network can collapse if one eliminates as few as 5–15% of its highly connected hubs. Recent studies showed that metabolic networks contain a hierarchical modularity (Kanehisa et al., 2004). This modularity combines two features into one network type. According to this modularity study, graph’s in- and out-degree distributions follow power law \( P_x(k) = k^{-\gamma} \), with a constant \( \gamma \in \mathbb{R} \), and the dependence of the clustering coefficient follows the power law \( C_x(k) = k^{-\gamma} \) as well.

### 3.3 Network projections

The main purpose of data projection is to map a high dimensional data to a lower dimensional space in order to be able to visualise them in a context-based manner. The methods implemented in our system so far are the Sammon’s NLM (Sammon, 1969), CCA (Demartines and Hérault, 1997) and CDA (Lee et al., 2004a).

All projection methods we used share common features:

- Let \( d_{ij}^o \) denote distance, by some metric, between two points \( i \) and \( j \) in the original \( K \)-dimensional input space \( A \) and let \( d_{ij} \) denote the distance between points \( i \) and \( j \) in the \( L \)-dimensional (where \( L < K \)) output space \( B \). In addition, every projection method we have used has an error function \( Err(.) \) which includes these two distances and some weight function which decides on how much smaller or larger distances we try to preserve.

- All methods try to minimise an error function iteratively, either by steepest gradient descent (NLM) or stochastic gradient descent (CCA and CDA).

#### 3.3.1 Sammon’s Non-Linear Mapping (NLM)

Sammon’s NLM (Sammon, 1969) error function is the following:

\[
Err = \frac{1}{\sum_{i<j}^k d_{ij}^o} \sum_{i<j}^k \left( \frac{d_{ij}^o - d_{ij}}{d_{ij}^o} \right)^2.
\]
NLM algorithm tries to minimise Err by always descending towards the steepest gradient. It may thus end up in a local minimum and the convergence may be slow. Its time-complexity is $O(n^2)$. Therefore it may be too slow for data with tens of thousands of points, especially when the original dimensionality $K$ is large, and is not appropriate for interactive work.

### 3.3.2 Curvilinear Component Analysis (CCA)

CCA attempts to preserve local topology by favouring first short distances, and long distances afterwards. The error function is formalised as follows:

$$
\text{Err} = \frac{1}{2} \sum_i \sum_{i \neq j} (d_{ij} - d_{ij})^2 F(d_{ij}, \lambda(k))
$$

where $F(d_{ij}, \lambda(k))$ is the weighting neighbourhood function that decreases with its arguments, thus favours local topology preservation. Computationally CCA is lighter than NLM because CCA reduces the computational cost of finding minima by using stochastic gradient descent and by optionally using vector quantisation to create centroids that approximate some groups of points in $K$-space. Without quantisation CCA’s time-complexity is $O(n^2)$ and with vector quantisation $O(n^e n')$ where $n'$ is the number of centroids created in vector quantisation. Therefore, the time-complexity becomes $O(n^2)$ with inefficient vector quantisation.

### 3.3.3 Curvilinear Distance Analysis (CDA)

Instead of calculating Euclidean distances between points of an object, CDA calculates curvilinear distances, denoted by $\delta_{ij}$, between points of a structure by creating a graph out of centroids. After that it calculates the shortest path between two prototypes of the codebook after quantisation and linking of the prototypes. The curvilinear distances are used instead of Euclidean distances. The error function becomes then:

$$
\text{Err} = \frac{1}{2} \sum_i \sum_{i \neq j} (\delta_{ij}^* - \delta_{ij})^2 F(d_{ij}, \lambda(k)).
$$

CDA’s time-complexity is $O(n^e + n^2 \ln(n'))$, where $e$ is number of edges created between centroids, $n'$ number of centroids and $n$ number of data points. This follows from the complexity of Dijkstra’s (1959) shortest path algorithm that is used for every centroid. That becomes $O(n^e + n^2 \ln(n))$ with inefficient vector quantisation.

In the worst case the runtimes of CDA may seem to be very long compared to that of CCA or NLM. However, in practice its runtime is near that of CCA which is much shorter than that of NLM. The use of curvilinear distance measure provides much better results than CCA when $K$-space has complex features. In the following section, we will apply CDA projection method to visualise the metabolic network in a context-based manner.
4 Applications

4.1 Network retrieval and topology study

The topological properties of biological networks have been an intense topic of computational biology research (Jeong et al., 2000, 2001; Arita, 2004; Barabasi and Oltvai, 2004). A practical step necessary to retrieve specific networks involved in such studies requires development of parsers to retrieve these networks from appropriate databases. Since it is becoming clear the topology of biological network may also need to be viewed in the context of systems dynamics (Luscombe et al., 2004), the future research in this domain would benefit from ability to retrieve biological networks corresponding to different biological states easily from the life science databases and experimental data.

A simple example of a network retrieved from our database is presented in Figure 3, showing a result from a query for the complete metabolic network from KEGG (Kanehisa et al., 2004) for \textit{S. cerevisiae} species. This network can then be investigated for local structures, links to other networks and biological entities, as well as for the global studies such as analyses of network scaling properties. Figure 4 shows the calculated degree distribution of the yeast metabolic network retrieved from KEGG, with the nodes being enzymes and the edges connections between the enzymes via metabolites as substrates or products. Figure 5 shows the calculated degree distribution as a function of node degree for the same network. It appears that neither of these distributions follows the power law ideally, which is in contrast with previous findings stating that hierarchical modularity is present in metabolic networks (Jeong et al., 2000). We can see from Figure 3 that there is one large metabolic island which contains most nodes of the graph. The presence of several small islands may be explained by the lack of the connectivity data in KEGG. These islands affect the total distributions.

Figure 3 Result of a retrieval of complete yeast metabolic network from megNet using a simple query for KEGG and \textit{S. cerevisiae}
Figure 4  Degree distribution of the yeast metabolic network shown in Figure 3. It appears that the degree distribution does not follow the power law which means that there is no hierarchical modularity in this metabolic network.

Figure 5  Clustering coefficient as a function of node degree for the yeast metabolic network. Here the clustering coefficient does not seem to follow the power law either, which suggests that there is no hierarchical modularity in our network.

In order to demonstrate the use of context for visualization with CDA projection algorithm, we retrieved a KEGG metabolic pathway with Gene Ontology (Ashburner et al., 2000) annotations for *S. cerevisiae* species. Figure 6 shows zoomed in result of that retrieval in the neighbourhood of the tricarboxylic acid cycle biological process, while the CDA projection of that graph is shown in Figure 7. In this projection the tricarboxylic acid cycle biological process is biased so that its incident edges have lower weights than the other edges of the graph. We can see that in this projection there are two main clusters. In one cluster there are the tricarboxylic acid cycle Gene Ontology term (Number 1) and its neighbour nodes. Therefore, we may conclude that in this metabolic pathway there is a group of enzymes and compounds that are strongly involved in the tricarboxylic acid cycle biological process and there is another group that is weakly involved in this process.
Figure 6  A zoom of a yeast metabolic pathway in the neighbourhood of tricarboxylic acid (TCA) cycle (GO:0006099). Proteins involved in the TCA cycle biological process are clustered near the TCA cycle Gene Ontology term.

Figure 7  A Curvilinear Distance Analysis projection biasing tricarboxylic acid cycle. The projection was obtained by lowering the distance of all connected edges to TCA node (number 1) in the above graph.

4.2 Protein neighbourhood search as a context dependent annotation

Assignment of protein function is a nontrivial task due to the fact that the same proteins may be involved in different biological processes, depending on the state of the biological system and protein localisation. Therefore, protein function is context dependent. Protein databases such as UniProt (Bairoch et al., 2005) contain information on protein function in text format. For example, PPAR gamma (UniProt id: P37231) is annotated as...
“Receptor that binds peroxisome proliferators such as hypolipidemic drugs and fatty acids. Once activated by a ligand, the receptor binds to a promoter element in the gene for acyl-CoA oxidase and activates its transcription. It therefore controls the peroxisomal beta-oxidation pathway of fatty acids. Key regulator of adipocyte differentiation and glucose homeostasis.”

Such information may not be satisfactory if interested in the role of this protein in context of specific disease (PPARγ is known to be involved in a variety of diseases, such as diabetes, osteoporosis, and cancer), tissue localisation (PPAR gamma actually has two main isoforms, 1 and 2, of which PPAR gamma 1 is expressed in all tissues, while PPAR gamma 2 is mainly expressed in adipose tissue; we have been recently involved in the characterisation of the latter (Medina-Gomez et al., 2005), or relationship with a specific group of proteins. We have previously proposed the network based approach to annotate proteins in context dependent manner by using the ‘protein neighbourhood search’ (Gopalacharyulu et al., 2005), i.e., exploring the local relationships of proteins with other biological entities such as proteins, genes, biological processes etc. As an illustration of the utility of the approach, we queried a select set of proteins related to regulation of energy homeostasis and insulin signalling. The following human proteins have been queried:

- Peroxisome proliferator activated receptor gamma (PPARγ; UniProt id: P37231)
- Peroxisome proliferator activated receptor alpha (PPARα; UniProt id: Q07869)
- Peroxisome proliferator activated receptor gamma coactivator 1 alpha (PGC1α; UniProt id: Q9UBK2)
- Sterol regulatory element binding protein 2 (SREBP – 2; UniProt id: Q12772)
- Putative G protein-coupled receptor GPR40 (GPR40; O14842)
- Putative G protein-coupled receptor GPR41 (GPR41; O14843)
- Probable G protein-coupled receptor GPR43 (GPR43; O15552).

The resulting network is shown in Figure 8. Short descriptions of select entities in the network are present in Table 2. While detailed study of the retrieved protein neighbourhood lies beyond the scope of this paper, we will show its use on one example. The entity numbered 10 (Protein arginine N-methyltransferase 2) does not have well assigned function. The UniProt resource lists the protein function as “Probably methylates the guanidino nitrogens of arginy l residues in some proteins. May play a role in transcriptional coactivation.”

Our data suggests the protein is binding with PPARγ, and so may be related to regulation of energy homeostasis. This provides a hypothesis for designing new experiments to address the function of a protein that would have more likely escaped attention otherwise. The topic of transcriptional co-regulators involved in energy homeostasis is a topic of intense research in domains of diabetes and metabolic syndrome (Lin et al., 2005).
**Figure 8** Query for proteins PPAR gamma, PPAR alpha, PGC1, SREBP 2, GPR40, GPR41, GPR43 in HUMANS. The numbered nodes are listed in Table 3. Grey lines are Gene Ontology relations, dark grey the regulatory networks, light grey the protein-protein interactions.

**Table 2** Short description of select entities from the network shown in Figure 8

<table>
<thead>
<tr>
<th>Label</th>
<th>Name</th>
<th>ID (UniProt/GO accession)</th>
<th>Important interactions/associations (Identified by Labels 1–32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lipid metabolism</td>
<td>GO:0006629</td>
<td>–</td>
</tr>
<tr>
<td>2*</td>
<td>Sterol regulatory element binding protein-2 (SREBP-2)</td>
<td>Q12772</td>
<td>3, 4 (MINT); 1 (GO)</td>
</tr>
<tr>
<td>3</td>
<td>Transcription factor SP1</td>
<td>P08047</td>
<td>2* (MINT)</td>
</tr>
<tr>
<td>4</td>
<td>Hepatocyte nuclear factor 4 alpha</td>
<td>P41235</td>
<td>2* (MINT); 1 (GO)</td>
</tr>
<tr>
<td>5*</td>
<td>Peroxisome proliferator activated receptor alpha</td>
<td>Q07869</td>
<td>5* (BIND); 6, 7 (MINT); 1, 8, 26 (GO)</td>
</tr>
<tr>
<td>6</td>
<td>Retinoic acid receptor RXR – alpha</td>
<td>P19793</td>
<td>5* (MINT); 9* (TRANSFAC – interacting factor)</td>
</tr>
<tr>
<td>7</td>
<td>Nuclear receptor corepressor 2</td>
<td>Q9Y618</td>
<td>5* (MINT)</td>
</tr>
<tr>
<td>8</td>
<td>Fatty acid metabolism</td>
<td>GO:0006631</td>
<td>5* (GO)</td>
</tr>
</tbody>
</table>
Table 2  Short description of select entities from the network shown in Figure 8 (continued)

<table>
<thead>
<tr>
<th>Label</th>
<th>Name</th>
<th>ID (UniProt/GO accession)</th>
<th>Important interactions/associations (Identified by Labels 1–32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9*</td>
<td>Peroxisome proliferator activated receptor gamma</td>
<td>P37231</td>
<td>10 (BIND); 6,13,14,15 (TRANSFAC – interacting factors); 1,16,17,26 (GO)</td>
</tr>
<tr>
<td>10</td>
<td>Protein arginine N-methyltransferase 2</td>
<td>P55345; EC: 2.1.1</td>
<td>9* (BIND)</td>
</tr>
<tr>
<td>11</td>
<td>Nuclear factor of activated T-cells, cytoplasmic 4</td>
<td>Q14934</td>
<td>9* (TRANSFAC – transcription factor of)</td>
</tr>
<tr>
<td>12</td>
<td>CCAAT/enhancer binding protein alpha</td>
<td>P49715</td>
<td>9* (TRANSFAC – transcription factor of)</td>
</tr>
<tr>
<td>13</td>
<td>Nuclear factor of activated T-cells, cytoplasmic 1</td>
<td>O95644</td>
<td>9* (TRANSFAC – interacting factor)</td>
</tr>
<tr>
<td>14</td>
<td>Nuclear receptor coactivator 1</td>
<td>O00150; EC: 2.3.1.48</td>
<td>9* (TRANSFAC – interacting factor)</td>
</tr>
<tr>
<td>15</td>
<td>CREB-binding protein</td>
<td>Q92793; EC: 2.3.1.48</td>
<td>9* (TRANSFAC – interacting factor)</td>
</tr>
<tr>
<td>16</td>
<td>White fat cell differentiation</td>
<td>GO:0050872</td>
<td>9* (GO)</td>
</tr>
<tr>
<td>17</td>
<td>Response to nutrients</td>
<td>GO:0007584</td>
<td>9*, 18, 19 (GO)</td>
</tr>
<tr>
<td>18</td>
<td>Somatostatin precursor</td>
<td>P61278</td>
<td>17, 20 (GO)</td>
</tr>
<tr>
<td>19</td>
<td>Guanine nucleotide-binding protein G(i), alpha-2 subunit</td>
<td>P04899</td>
<td>17, 20 (GO)</td>
</tr>
<tr>
<td>20</td>
<td>G-protein coupled receptor protein signalling pathway</td>
<td>GO:0007186</td>
<td>18, 19, 21*, 22*, 23*, 24, 25 (GO)</td>
</tr>
<tr>
<td>21*</td>
<td>Putative G protein-coupled receptor GPR40</td>
<td>O14842 20</td>
<td>(GO)</td>
</tr>
<tr>
<td>22*</td>
<td>Putative G protein-coupled receptor GPR41</td>
<td>O14843 20</td>
<td>(GO)</td>
</tr>
<tr>
<td>23*</td>
<td>Probable G protein-coupled receptor GPR43</td>
<td>O15552 20</td>
<td>(GO)</td>
</tr>
<tr>
<td>24</td>
<td>Vasopressin V1a receptor</td>
<td>P37288</td>
<td>20, 26 (GO)</td>
</tr>
<tr>
<td>25</td>
<td>Melanin-concentrating hormone receptor 1</td>
<td>Q99705</td>
<td>20, 26 (GO)</td>
</tr>
<tr>
<td>26</td>
<td>Generation of precursor metabolites and energy</td>
<td>GO:0006091</td>
<td>5*, 9*, 24, 25, 32 (GO)</td>
</tr>
<tr>
<td>27*</td>
<td>Peroxisome proliferator activated receptor gamma coactivator 1 alpha</td>
<td>Q9UBK2</td>
<td>28, 30, 31 (GO)</td>
</tr>
<tr>
<td>28</td>
<td>Gluconeogenesis</td>
<td>GO:0006094</td>
<td>27*, 29 (GO)</td>
</tr>
<tr>
<td>29</td>
<td>Glucose metabolism</td>
<td>GO:0006006</td>
<td>32 (GO)</td>
</tr>
<tr>
<td>30</td>
<td>Positive regulation of histone acetylation</td>
<td>GO:0035066 27*</td>
<td>(GO)</td>
</tr>
<tr>
<td>31</td>
<td>Thermoregulation</td>
<td>GO:0001659</td>
<td>27* (GO)</td>
</tr>
<tr>
<td>32</td>
<td>Insulin precursor</td>
<td>P01308</td>
<td>26, 29 (GO)</td>
</tr>
</tbody>
</table>

*Denotes an entity used in making the query for network construction.
**Table 3** Short description of a few select entities from the network presented in Figure 6

<table>
<thead>
<tr>
<th>Label</th>
<th>Name/description</th>
<th>ID (UniProt/GO accession/EC number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>tricarboxylic acid cycle</td>
<td>GO:0006099</td>
</tr>
<tr>
<td>2</td>
<td>alpha-4-beta-4 subunit of mitochondrial isocitrate dehydrogenase 1</td>
<td>P28834, 1.1.1.41</td>
</tr>
<tr>
<td>3</td>
<td>alpha-ketoglutarate dehydrogenase P20967, Aconitase, mitochondrial P19414, NAD+-dependent isocitrate dehydrogenase P28241, Mitochondrial isoform of citrate synthase</td>
<td>1.2.4.2, 4.2.1.3, 1.1.1.41</td>
</tr>
<tr>
<td>4</td>
<td>Fumarase; converts fumaric acid to L-malic acid in the TCA cycle. The GI molecule identifier below refers to the protein encoded by this gene</td>
<td>P08417, 4.2.1.2</td>
</tr>
<tr>
<td>5</td>
<td>alpha subunit of succinyl-CoA ligase (synthetase; ATP-forming), a mitochondrial enzyme of the TCA cycle</td>
<td>P19414, 1.2.4.2</td>
</tr>
<tr>
<td>6</td>
<td>citrate synthase. Nuclear encoded mitochondrial protein</td>
<td>P00890, 2.3.3.1</td>
</tr>
<tr>
<td>7</td>
<td>dihydrolipoyl transsuccinylase component of alpha-ketoglutarate dehydrogenase complex in mitochondria</td>
<td>P19262, 2.3.1.61</td>
</tr>
</tbody>
</table>

### 4.3 Type 1 Diabetes gene expression data

The network edges drawn in previous examples were based on existing knowledge resources such as pathways and ontologies. However, the network representation affords extension to other relationships, such as gene sequence similarity or co-regulation of molecules based on profiling experiments (or collection of multiple experiments). The former may be particularly useful when building metabolic models of species with unannotated genomes based on the existing metabolic models from well-annotated species. The latter may be utilised to interpret the data obtained from molecular profiling experiments. For example, applications have been reported linking the gene co-expression obtained from micro-array experiments to functional modules in cancer cells (Segal et al., 2004). We have previously utilised the correlation network approach to integrate across metabolite, protein, and gene level experimental profile data (Oresic et al., 2004).

As an illustration of combining gene expression data with the existing pathways and ontologies, we utilised gene expression data from mouse congenic strains in a study related to Type 1 Diabetes (Eaves et al., 2002). We processed this data as explained below in order to construct the query. The resulting network is shown in Figure 9. Some relevant entities in network are indicated with their names. The gene expression data is incorporated as follows:

- Normalised dataset is downloaded from the NCI GEO database (www.ncbi.nlm.gov/geo). GEO accession number of the data is GDS10.
- Pearson correlation coefficients are calculated for every pair of genes.
- Based on distribution of correlation coefficients a cut-off correlation of 0.997 is set to select only highly correlated pairs (the cut-off can be varied as part of the exploratory analysis). One hundred and sixty six gene pairs pass this cut off.
These gene pairs and their correlation values are defined as a relational table in Oracle database.

We compared the Diabetic strain data with Non diabetic strain data from Spleen. The procedure for calculating the intensity ratios is explained below:

The Average Intensity values (AI) contain negative values. Hence these values are shifted so that the least AI value becomes 1. AI values in all samples are shifted by a constant value of 49.

Average of each group of samples is calculated.

Ratio between average corresponding to diabetic samples is taken over average corresponding to non diabetic samples.

These values are then visualised such that down regulated genes appear in green, up-regulated genes appear in red and expression level of each gene determines a colour between these two extremes.

The largest upregulated cluster is clearly related to lipid and glucose metabolism, but perhaps most curious finding being the upregulated BRCA1 and BRCA2 genes within this cluster. BRCA genes are associated with breast cancer, but are known to be highly expressed in spleen and associated with immune response. How these genes specifically relate to Type 1 Diabetes is unclear, and certainly this finding is worthy of further study. In another upregulated small cluster of genes we found association with beta-cell proliferation, which is a known response to increased rate of beta-cell apoptosis in Type 1 Diabetes.

**Figure 9** Correlation network of gene expression data related to Type 1 Diabetes from Eaves et al. (2002)
5 Discussion

In this paper we introduced an approach and a system which affords integration, mining, and visualisation of systems biology data. Three examples were given in domains of network topology studies, context-dependent protein annotation, and integration of gene co-expression data with available pathway knowledge. It is evident that the studies of complex organisms such as mammals, for example in the context of drug discovery, generate datasets representing physiological processes at multiple spatial and temporal levels. This necessitates the development of solutions that facilitate mining of such diverse data (Gopalacharyulu et al., 2005; Oresic et al., 2004; van der Greef and McBurney, 2005; Searls, 2005). Depending on availability of data, this may include building associations and dependencies across biological entities, either based on available knowledge such as ontologies or on mathematical models. As we have shown in this paper, these two approaches are not mutually exclusive.

Our integration approach is based on the premise that relationships between biological entities can be represented as a complex network. The information in such networks forms a basis for exploratory mining, as well as for development of predictive models. Distances between different nodes in an integrated network play a central role. In order to calculate distances, one first needs to define distance measures across heterogeneous types of information. We are taking a pragmatic approach by letting the user define the distances as a part of the query. This is reasonable since the distance basically defines the context of the questions posed by the user and allows biasing the similarity toward particular types of relationships, or towards a relationship in a specific context. Once the distance measure is specified, we can map the nodes of the graph into a lower dimensional space. We introduced and implemented three methods to perform such mappings: Sammon’s mapping, CCA and CDA. As these mappings are approximate, there will be some distortion while doing the mapping. Therefore, in our opinion the exact form of distance measure is not a critical issue, as far as it underlines the relationships in the concept graph. In fact, selection of distance measure may reflect a subjective choice and as such will be subject to debate. It is ultimately the end result of mining that determines the utility of specific distance measure.

The three examples described in this paper demonstrate the utility of our approach. We show how the study of global network properties is facilitated using our approach. Similarly, the local properties of networks can be studied, as well as the properties of integrated networks (i.e., cross-talk between metabolism and cell signalling). Related to the second example, current annotation of proteins using e.g., Gene Ontology or UniProt do not take into account the complexity and context-dependency of protein interactions. As such, selection of distance measure may reflect a subjective choice and as such will be subject to debate. It is ultimately the end result of mining that determines the utility of specific distance measure.

The three examples described in this paper demonstrate the utility of our approach. We show how the study of global network properties is facilitated using our approach. Similarly, the local properties of networks can be studied, as well as the properties of integrated networks (i.e., cross-talk between metabolism and cell signalling). Related to the second example, current annotation of proteins using e.g., Gene Ontology or UniProt do not take into account the complexity and context-dependency of protein interactions. As such, selection of distance measure may reflect a subjective choice and as such will be subject to debate. It is ultimately the end result of mining that determines the utility of specific distance measure.

The three examples described in this paper demonstrate the utility of our approach. We show how the study of global network properties is facilitated using our approach. Similarly, the local properties of networks can be studied, as well as the properties of integrated networks (i.e., cross-talk between metabolism and cell signalling). Related to the second example, current annotation of proteins using e.g., Gene Ontology or UniProt do not take into account the complexity and context-dependency of protein interactions. As such, selection of distance measure may reflect a subjective choice and as such will be subject to debate. It is ultimately the end result of mining that determines the utility of specific distance measure.

The three examples described in this paper demonstrate the utility of our approach. We show how the study of global network properties is facilitated using our approach. Similarly, the local properties of networks can be studied, as well as the properties of integrated networks (i.e., cross-talk between metabolism and cell signalling). Related to the second example, current annotation of proteins using e.g., Gene Ontology or UniProt do not take into account the complexity and context-dependency of protein interactions. As such, selection of distance measure may reflect a subjective choice and as such will be subject to debate. It is ultimately the end result of mining that determines the utility of specific distance measure.
exploration of patterns found in data, facilitating to answer the first question any biologist is after when attempting to interpret high-dimensional micro-array data, i.e., what appears to be going on in the system based on the experimental evidence.

The pathway integration framework described in this paper is not limited only to the static biological pathways. Other models can be incorporated as well, as long as they are represented in the exchangeable schemas such as SBML or CellML. Our framework then affords further model refinement using interaction and ontology information from diverse sources. In addition, the metabolic models from well characterised species such as yeast (Fürster et al., 2003) can be extended to less characterised related species. The data mining methods described in the paper are largely focused on integration across heterogeneous sources and mapping of complex networks into lower-dim ensional space for the purpose of visualisation. What is needed is incorporation of more advanced data mining methods for statistical analysis and modelling of data. We believe the network framework opens new possibilities for analyses of complex heterogeneous life science data.

Currently our system is able to visualise data at molecular level. One of the remaining challenges would be to visualise multiple levels (Saraiya et al., 2005). This kind of approach would enable us to investigate how a small change at the molecular level affects the higher abstract level (e.g., tissue or organ level). Another appealing challenge would be to visualise biological networks in three dimensions (Changsu Lee and Park, 2002; Férey et al., 2005).

6 Conclusions

We presented an integrated database software system that enables retrieval and visualisation of biological relationships across heterogeneous data sources. We demonstrate the utility of our approach in three applications: full metabolic network retrieval with network topology study, exploration of properties and relationships of a specific set of proteins, and combined visualisation and exploration of gene expression data with related pathways and ontologies. We believe our approach facilitates discovery of novel or unexpected relationships, formulation of new hypotheses, design of experiments, data annotation, interpretation of new experimental data, and construction and validation of new network-based models of biological systems.
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