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Abstract

In the DVB-H (Digital Video Broadcasting – Handheld) radio network planning, there are details that lack final consensus in the scientific field. The aim of this doctoral dissertation is to investigate advanced DVB-H radio network planning and optimisation. This dissertation presents the results of measurement techniques, network coverage and quality estimation, technological and economical optimisation, as well as error correction and single frequency network performance. The outcome includes proposed DVB-H radio network planning and optimisation methods that can be applied to the further investigation of detailed parameters in the radio link budget. There are also case studies that show the functionality of the presented methods with typical performance values.

Based on comparative investigations, a process chart was created for DVB-H radio network planning and optimisation. The process blocks can be applied in a typical DVB-H network deployment, for the initial high-level phase as well as in the detailed network planning and optimisation phase. Using this process, the most relevant items were selected for in-depth studies. The investigations are presented in the annexed publications. The reminder was revised by comparative literature studies. The structure of the thesis follows the designed process charts.

The main focus of this dissertation is the development of DVB-H radio network planning methodologies. One of the goals was to investigate the radio interface measurements, their post-processing and analysis. This can provide a guide to the selection of the appropriate values as a function of the radio channel type. An additional goal is the controlled management of over-sized single frequency network areas through the balancing of elevated SFN interference levels and related SFN gains. The development of a radio path loss simulator is the basis for these studies. The case results are presented as a function of the relevant radio parameter values, transmitter power levels and site antenna heights, both in theoretical and realistic network layouts. In addition to these topics, this document also investigates selected electro-magnetic compatibility, human exposure safety zones and radio coverage estimations. Also the balancing of technical radio parameters and network costs in order to complete the planning process steps is covered.
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Preface

The idea of this thesis took a concrete form after I had worked in various DVB-H related projects, including pre-FinPilot in Helsinki, Finland with TeliaSonera during 2004, and technical DVB-H trialling in USA with Nokia and Nokia Siemens Networks during 2007, among other smaller scale DVB-H radio network planning tasks I carried out in the international level. I also had chance to participate in the specification work of DVB-H Technical Module in 2004. As a result of these activities, I started to consider selected study items about the radio network planning and optimisation of DVB-H. As my main idea was to carry out an overall revision of the DVB-H planning, it was logical to divide the work into separate study items, process them in the format of sub-publications and write the thesis as an article dissertation.

The purpose of this thesis is to study the most relevant items that have effect on the radio planning of DVB-H. For the selection of the study items, I designed a planning and optimisation process chart. The actual investigation is based on the DVB-H field tests, simulations and literature studies about the radio network planning.
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$D_{\text{SFN}}$ Maximum allowed inter-site distance (diameter) within SFN area (km)

$d$ Maximum distance (km)

$d_{\text{cell}}$ Radius of the site cell (km²)

$\Delta T$ Time for the beginning of the next time sliced burst (s)

$E$ Number of errors (positive integer)

$E_{\text{in,average}}$ Field strength, average in indoors (dBμV/m)

$E_{\text{min(in)}}$ Field strength, minimum in indoors (dBμV/m)

$E_{\text{min(out)}}$ Field strength, minimum in outdoors (dBμV/m)

$E_{\text{out,average}}$ Field strength, average in outdoors (dBμV/m)

$F$ Noise figure (dB)

$F_{\text{err,am}}$ Erroneous frames after MPE-FEC (positive integer)

$F_{\text{err,bm}}$ Erroneous frames before MPE-FEC (positive integer)

$F_r$ Total number of received frames (positive integer)

$FER$ Frame Error Rate (%)
FER1  The presence of a remaining frame error
FER5  Frame Error Rate limit of 5%
f    Frequency (MHz)
$f_k$  Frequency of the subcarrier number $k$ (Hz)
$f_N$  OFDM carrier (order number $N$)
$G_{ant}$  Gain, mobile station antenna (dBi)
$G_{MPE-FEC}$  Gain, MPE-FEC (dB)
$G_{RX}$  Gain, receiver antenna (dBi)
$G_{SFN}$  Gain, SFN (dB)
$G_{TX}$  Gain, transmitter antenna (dBi)
$h_i(t)$  Channel impulse response
$h_{BS}$  Height of the transmitter antenna of DVB-H site (m)
$h_{MS}$  Height of the DVB-H receiver (m)
$I$    Interference level (dB)
$I_{tot}$ Sum of all interferences (dB)
$K$    Reuse factor in hexagonal site cell layout (positive integer)
k    Boltzmann’s constant $1.38\cdot10^{-23}$ (J/K), or number of data symbols per block (positive integer), or positive integer in SFN reuse pattern formula (variable)
$L_{ant}$ Loss, antenna (dB)
$L_b$  Loss, building (dB)
$L_{cc}$  Loss, cable and connectors (dB)
$L_{GSM}$ Loss, GSM filter (dB)
$L_{lv}$  Loss, location variation (dB)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{\text{max}}$</td>
<td>Loss, maximum path for the carrier (dB)</td>
</tr>
<tr>
<td>$L_{\text{max interference}}$</td>
<td>Loss, maximum path for the interfering signal (dB)</td>
</tr>
<tr>
<td>$L_{\text{norm}}$</td>
<td>Loss, fading caused by the long-term variations (dB)</td>
</tr>
<tr>
<td>$L_{\text{open}}$</td>
<td>Loss, Okumura-Hata path loss prediction for open area (dB)</td>
</tr>
<tr>
<td>$L_{\text{pl(in)}}$</td>
<td>Loss, maximum path loss in indoors (dB)</td>
</tr>
<tr>
<td>$L_{\text{pl(out)}}$</td>
<td>Loss, maximum path loss in outdoors (dB)</td>
</tr>
<tr>
<td>$L_{\text{ps}}$</td>
<td>Loss, power splitter (dB)</td>
</tr>
<tr>
<td>$L_{\text{sub-urban}}$</td>
<td>Loss, Okumura-Hata path loss prediction for sub-urban area (dB)</td>
</tr>
<tr>
<td>$L_{\text{Rayleigh}}$</td>
<td>Loss, fading caused by the short-term variations (dB)</td>
</tr>
<tr>
<td>LND</td>
<td>Distribution for the long-term fading (table variable)</td>
</tr>
<tr>
<td>Locprob</td>
<td>Location probability, area (%)</td>
</tr>
<tr>
<td>$l$</td>
<td>Positive integer in SFN reuse pattern formula (variable)</td>
</tr>
<tr>
<td>MFER</td>
<td>Frame Error Rate after MPE-FEC (%)</td>
</tr>
<tr>
<td>MFER1</td>
<td>The presence of a remaining frame error after MPE-FEC</td>
</tr>
<tr>
<td>MFER5</td>
<td>Frame Error Rate limit of 5% after MPE-FEC</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of bits in symbol (positive integer)</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of carriers in OFDM (positive integer)</td>
</tr>
<tr>
<td>$N_{\text{sites}}$</td>
<td>Number of the sites in SFN (positive integer)</td>
</tr>
<tr>
<td>$N_{\text{cells}}$</td>
<td>Number of the site cells of DVB-H network (positive integer)</td>
</tr>
<tr>
<td>$N_{\text{y}}$</td>
<td>Number of the years (positive real number)</td>
</tr>
<tr>
<td>ND</td>
<td>Distribution for fast fading (table variable)</td>
</tr>
<tr>
<td>Noisefloor</td>
<td>Noise floor including noise limit and receiver’s noise figure (dBm)</td>
</tr>
</tbody>
</table>
\( n \) \hspace{1cm} \text{Total number of} \ m\text{-bit symbols in the encoded blocks (positive integer), or amount of samples (positive integer)}

\( P_C^{\text{tot}} \) \hspace{1cm} \text{Total useful received power (W)}

\( P_c \) \hspace{1cm} \text{Electrical power consumption (W)}

\( P_i^{\text{tot}} \) \hspace{1cm} \text{Total received power of the interfering components (W)}

\( P_i \) \hspace{1cm} \text{Power, isotropic (dBm)}

\( P_{\text{min(in)}} \) \hspace{1cm} \text{Power, minimum required in indoors (dBm)}

\( P_{\text{min(out)}} \) \hspace{1cm} \text{Power, minimum required in outdoors (dBm)}

\( P_n \) \hspace{1cm} \text{Noise floor (dBm)}

\( P_{RX} \) \hspace{1cm} \text{Received power level (dBm)}

\( P_{RX} (C) \) \hspace{1cm} \text{Received useful carrier power level (dBm)}

\( P_{RX} (I) \) \hspace{1cm} \text{Received interfering power level (dBm)}

\( P_{RX_{\text{min}}} \) \hspace{1cm} \text{Sensitivity, receiver (dBm)}

\( P_{RX_{\text{ref}}} \) \hspace{1cm} \text{Reference power level (dBm)}

\( P_{TX} \) \hspace{1cm} \text{Transmitter output power (dBm)}

\( P_{TX_{\text{opt}}} \) \hspace{1cm} \text{Optimal radiating power as a result of CAPEX / OPEX analysis (dBm)}

\( P_{TX_{\text{reg}}} \) \hspace{1cm} \text{Maximum radiating power as a result of regulatory limits (dBm)}

\( P_{TX_{\text{safety}}} \) \hspace{1cm} \text{Maximum radiating power as a result of EMC / radiation safety analysis (dBm)}

\( P_{\text{effective}}^{\text{TX}} \) \hspace{1cm} \text{Transmitter power after the filter loss (dBm)}

\( P_{tx} \) \hspace{1cm} \text{Power level, radiating power in EIRP (dBm)}

\( R \) \hspace{1cm} \text{Sampling resolution (\%)}

\( r \) \hspace{1cm} \text{Site cell radius of the carrier} \ C \ (\text{km})

\( r_{\text{interference}} \) \hspace{1cm} \text{Site cell radius of the interfering site (km)}
\( S \)  
Number of erasures in the block (positive integer)

\( s(t) \)  
OFDM signal in time domain

\( T \)  
Temperature (Kelvin)

\( T_F \)  
Time, frame duration (s)

\( T_{GI} \)  
Time, Guard Interval duration (s)

\( T_S \)  
Symbol duration of OFDM (s)

\( T_U \)  
Time, useful symbol duration (s)

\( t \)  
Parameter in RS-coding (variable), or time (s)

\( t_{\text{max}} \)  
Maximum operating time of DVB-H network (years)

\( x \)  
Simulation area, \( x \)-coordinate point (km)

\( \bar{x} \)  
Loss, average (dB)

\( x_k \)  
Data symbol number \( k \)

\( x_{\text{ol}} \)  
Overlapping portion of the site cells in \( x \)-axis (%)  

\( x_{1\text{km}} \)  
Simulation area, \( x \)-coordinate, upper left corner point (km)

\( x_{2\text{km}} \)  
Simulation area, \( x \)-coordinate, lower right corner point (km)

\( x_{\text{km}} \)  
Simulation area, total length of \( x \)-axis (km)

\( y \)  
Simulation area, \( y \)-coordinate point (km)

\( y_{1\text{km}} \)  
Simulation area, \( y \)-coordinate, upper left corner point (km)

\( y_{2\text{km}} \)  
Simulation area, \( y \)-coordinate, lower right corner point (km)

\( y_{\text{km}} \)  
Simulation area, total length of \( y \)-axis (km)

\( y_{\text{ol}} \)  
Overlapping portion of the site cells in \( y \)-axis (%)
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1 Introduction

1.1 DVB-H scene

The time and location independent mobile communications has changed our living style globally. It is thus not surprising that the evolution of mobile technologies contains ever advanced solutions. In addition to the convergence of mobile communications with terminals capable of handling various simultaneous services and bearers like GSM, 3G and wireless LANs, also the importance of the broadcast based services is increasing.

Mobile broadcasting is a method that provides high channel capacity. It brings new aspects in the personal information handling, whether it is about leisure time with entertaining TV programs or real-time news, economics and business related information delivery. This interactive mobile multimedia is one of the key ideas in the evolution of mobile communications. Public service broadcasters deliver television and audio programs over terrestrial, satellite and cable transmission increasingly in digital mode. It is foreseen that this program offer will be enhanced for the reception on mobile devices [Dvb06c, p. 21], meaning that the contents and format of the information source will be adapted to the small screen of the terminal and to the environment with high level of mobility.

This thesis concentrates on the Digital Video Broadcasting in Handheld environment (DVB-H). The advantage of the broadcast system over the mobile network's Point-to-Point streaming is that it provides the services in large areas without capacity limitations, i.e. the amount of the actively receiving users does not limit the transmitting capacity. The site cell coverage area of DVB-H is normally between that of traditional cellular systems and TV broadcast networks. DVB-H has adopted solutions from both TV broadcast and cellular systems. It is especially suitable for the mobile environment because it takes into account the varying radio conditions in both indoors and outdoors, it has a small screen size, relatively long battery life and it is able to cope with the varying velocities of the terminal. Various DVB-H element vendors, service providers and broadcasters are actively working in the field as [Dvb09] shows.

The system has been standardised in DVB-H sub-groups working under ETSI (European Telecommunications Standards Institute). The first complete DVB-H specification was published in 2004 which generated various trials and pilots. One of the first trial setups called FinPilot was initiated in Finland in 2005, and Italy was the first country to launch the commercial DVB-H service in 2007. The system is also supported by European Union. Nevertheless, DVB-H is not European specific, but it has been evaluated as a candidate in other continents like North and Latin America as well as in Asia [web02].
DVB-H belongs to the DVB family, other variations being DVB-T (terrestrial), DVB-C (cable) and DVB-S (satellite). DVB-H is based on the DVB-T standard, but DVB-H is designed specifically for the moving environment. Within a DVB-H frequency band, which would be useful only for a single DVB-T channel at the time, it is possible to transmit several DVB-H sub-channels containing video and/or audio. This is a result of relatively low bit stream capacity demand as the screen size and thus the resolution is only a fraction of the typical DVB-T solution.

The evolved version of the DVB-H system is called DVB-NGH (Next Generation Handheld), and the main idea of it is to provide more capacity by optimising the coverage area. Also a satellite version of DVB-H is being standardized, called as DVB-SH. It can be expected that DVB-H with its evolved variants will be part of a complete set of multimedia systems. Other bearer layer networks that can be compared technically with DVB-H are DAB/T-DMB (extended version of Digital Audio Broadcasting), MBMS (Mobile Broadcast Multicast Service of 3G) and MediaFLO (Forward Link Only) [Bmc07c, p. 41].

Even if the focus of this thesis is in the radio network planning of DVB-H, it can be assumed that the presented methods are applicable with minor modifications also for the evolved versions of DVB-H and for other, parallel mobile TV systems in the broadcast environment. As the DVB-H is based on OFDM (Orthogonal Frequency Division Multiplex), the principles presented in this thesis could be applied to the other systems utilizing the same technology, e.g. for the MBMS (Mobile Broadcast / Multicast Service) solution of LTE (Long Term Evolution).

1.2 DVB-H radio network planning references

The basic planning of DVB-H radio network is in principle a straightforward task as there is only a limited set of parameters available compared to the actual mobile communications systems like GSM and UMTS. It can be assumed that the initial DVB-H radio network is thus possible to deploy by applying environment-dependent default parameter values, according to the expected terminal speed and to the theoretical maximum size of the single frequency network. The optimal values obviously depend on the more specific regional aspects like terrain topology and radio signal propagation conditions, as well as on the expected local use cases, including the proportion of the indoor, outdoor and vehicle users. This means that the detailed radio network planning and optimisation should consider the regional differences.

The understanding of the general performance of OFDM that DVB-H utilizes in the radio interface is important in the initial DVB-H radio network planning phase for the selection of the suitable first parameter settings, and also to eliminate the least feasible settings in the early phase of the planning. The general OFDM performance as a function of the radio parameter values that is relevant in the nominal network planning phase were found in [Bee02], [Bee98], [Dvb09], [Far04], [Far05], [Far05b], [Fis08], [Law01], and [Pos05].
For this thesis, publicly available information about the estimated performance of the DVB-H radio parameter values was found for different planning items. By writing this thesis, there were already real field test reports available based on DVB-H trials and pilots, as can be seen in [Apa06a], [Apa06b], [Avo06], [Bou06], [Bov09], [Fan06a], [Far05c], [Dvb09], [Kru05], [Mäk05], [Mil06], and [San05]. There were also various studies available about the DVB-H link budget as described in [Bmc09], [Sci07], and [Zyr98]. The coverage and frequency planning issues, based on the DVB-T, DVB-H or other comparable OFDM systems, or on the applicable general radio propagation theories, were found in [Bac04], [Bmc07b], [Bro02], [Cha06], [Ecc04], [Fan06a], [Fan06b], [Fis08], [Goe02], [Gre06], [Hat80], [Itu07], [Jeo01], [Jos07], [Öst06], [Pal08], [Tun05], [Ung06], [Voj05], and [Zha08]. In the physical radio frequency layer in question, also the EMC (Electro-Magnetic Compatibility) and RF exposure limit analysis was noted to be an important part of the radio network planning. These studies were identifed in [Fcc98], [Min99], and [Sci07].

For the more in-depth phase of the radio network planning, the DVB-H error correction performance in the link layer is one of the important topics. There were various studies found about the error correction behaviour of DVB-H as can be seen in [Bou08], [Gar07], [Gom07], [Gom09], [Goz08], [Him06], [Him09], [Ili08], [Jok05], and [Jok06]. Another important detailed radio network planning related topic was noted to be the functionality and performance of SFN which is presented in [Bee07], [Ebu05], [Lig99b], [Lig99c], [Pit09], [Ple08], [Ple09], [Ple09b], [Sil06], [Ung08], and [Zir00].

The radio network planning would not be complete if the cost effect prediction were missing in the deployment processes. In fact, this is an essential part in the DVB-H business modelling which determines if the DVB-H network deployment is feasible in the first place. The deployment cost and business model related studies were found in [Bal07], [Bmc07], [Hoi06], [Sat06], and [Sci06]. It was noted that the complete technical and economical joint analysis were not found too many by the writing of this thesis. References [Had07], [Hoi06], and [Sil06] were noted to be the most relevant techno-economical DVB-H studies. Also [Lig99a] and [Lig99c] were noted as highly relevant sources even if they describe the techno-economical planning for DVB-T, i.e. for higher power levels and antenna heights by default than DVB-H utilises. Also a relevant set of techno-economical analysis for the hybrid deployment of DVB-H and other mobile network infrastructure can be found in [Bri05], [Bar06], [Bar07], and [Joh07].

It is obvious that in the deployment phase of DVB-H, a sufficiently complete network planning procedure is needed. In the most functional format, the planning process should take into account the inter-dependencies between the technical, economical and regulatory issues. There are various cross-relations between the parameter values and their effects on the deployment and operating expenses of DVB-H. As an example, the QPSK modulation scheme provides the largest site cell coverage areas, i.e. lowest amount of sites and thus a base for the most economical
network. On the other hand, the resulting channel capacity is considerably lower than the one which 16-QAM or 64-QAM modulation schemes provide, but via smaller (and more expensive) coverage areas. The techno-economic optimisation is thus needed already in the early phase of the planning.

1.3 Problem identification

1.3.1 Radio network planning process

There are various references that describe the DVB-H radio network planning items as shown in Chapter 1.2. Nevertheless, based on these sources, it can be concluded that the complete and detailed level DVB-H specific radio network planning process was not possible to identify, or only selected parts of the process were explained at the time. Furthermore, by writing this thesis, no in-depth descriptions about the complete radio network planning were found.

The intention of this work was to seek for a complete and proven description that would provide as detailed information about the inter-dependencies of the technical items as possible, and which would take into account also the economical impact in a short and long term of the DVB-H network operation. The conclusion was that there would be room for a more complete and detailed network planning process. As a result of this observation, the process for an initial and detailed radio network planning was created as a basis for this thesis.

1.3.2 Cost impact

Cost optimisation is one of the most essential tasks of DVB-H operators. If the sufficiently in-depth methodology or confirming results are not possible to obtain, it can result in a decision to even reject the deployment project. Despite this fact, surprisingly low amount of the related studies were found by the initiation of this thesis. Furthermore, even relevant, these studies were either not DVB-H specific but related to DVB-T/DAB as described in [Lig99a] and [Lig99c], or they could still be enhanced for the realistic deployment purposes [Hoi06], [Sil06]. It was noted that the combined analysis of DVB-H and other mobile services or network infrastructure usage had been studied already thoroughly in [Bri05], [Bar06], [Bar07], [Joh07]. As a result, CAPEX and OPEX optimisation as a function of technical parameters was selected as a starting point for the complete, radio network planning studies of this thesis dedicated solely for DVB-H.

1.3.3 Single frequency network performance

The planning of the DVB-H radio network is relatively flexible due to the possibility to select either Multi Frequency Network (MFN) or Single Frequency Network (SFN) variant. The theo-
retical functionality of these is straightforward to apply in the network deployment phase. MFN is based on the handovers between the neighbouring DVB-H sites that utilize different frequencies, whilst SFN is based on the highly synchronized functionality of a set of sites. For MFN, the planning issues relate merely to the handover success rate. As this is a relatively limited item and can be solved by the provisioning of sufficiently overlapping site cell areas, the MFN was not studied further in this thesis.

As for the SFN, it is commonly understood that the additional benefit of it is a performance gain that is a result of the summing of received radio signals [Ebu05]. As Chapter 1.2 indicates, there are several references available that aims to estimate the level of the SFN gain. Nevertheless, the presented studies in these references give an impression that the definition of the SFN gain is not well harmonized. In fact, due to a relatively large variation of the publicly available estimates of the gain, no values are possible to apply for the radio planning purposes implicitly. According to the reference list, the value for the SFN gain seem to be either negative due to the increased modulation error rate [Bov09], or vary between about 0 dB [Bmc09, p. 15], [Ple09b] and over 6 dB [Apa06b, p. 163], [Apa06b, p. 133]. In average, the value seems to be in order of 2–3 dB [Ple09], [Apa06b, p. 30, 32, 35], [Apa06b, p. 116]. It is worth noting that all of these results have been obtained by assuming or measuring a low amount of DVB-H transmitters, i.e. in order of 2–3 sites.

Due to this inconsistency of the publicly available information, and because there was obviously no coherent definition for the DVB-H specific SFN gain available for the link budget purposes, in-depth studies of SFN in both normal-sized as well as in interfered, i.e. in over-sized SFN, was selected for one of the study items of this thesis. The presented studies also take into account higher number of the DVB-H sites as can be found typically in available references.

1.3.4 Field test and analysis methodology

Based on the typical operation of mobile communications networks in general, as well as on the experiences from trial and pilot phases of DVB-H, it can be assumed that one of the essential tasks in the DVB-H network planning, performance evaluation and operation is the execution of the field tests. By carrying out the field tests, operators can evaluate the performance and quality of the service, and thus make sure that the network is constructed according to the planned criteria. Measurements also serve as a base for the in-depth network planning. Furthermore, due to the lack of the uplink report delivery mechanism of DVB-H, field test measurements provide a feasible manner to perform the fault management in the radio interface, i.e. to make sure that the coverage areas are functional and placed according to radio network plans.

The applied criteria for the field test results are typically the received power level and other meaningful performance indicators that quantify the received signal quality in numeric values or in the form of coverage maps. Drive tests can be executed throughout the life cycle of the net-
work. In the beginning of the deployment, the measurements are needed for the service functionality revisions and for the preliminary parameter adjustments. In the more mature phase of the network, the measurements are done for the optimisation purposes, quality revisions for the fault management (as the return channel is missing, radio quality measurements are not available), and to audit the effects of the parameter value changes.

The drive testing typically requires dedicated radio measurement equipment. The monitoring of the effect of parameter values is important especially in the early phase of the network in order to select correctly the values. As an example of the effects, the use of the MPE-FEC (Multi Protocol Encapsulation – Forward Error Correction) might give additional performance gain in certain locations and situations. In order to assure the correct values are selected in each area and for expected use cases, field measurements and analysis are essential.

By the initiation of this thesis, the availability of DVB-H specific measurement equipment, e.g. for the MPE-FEC evaluation, was limited. Also the methodology for the MPE-FEC gain evaluation was still in early stage. Some results were already available via the trial and pilot DVB-H network measurements which showed typical performance of the selected DVB-H functions, including MPE-FEC as described in [Apa06a], [Apa06b], and [Mil06]. Nevertheless, the measurement setup was varying depending on the sub-activities of these network tests, and it was not always clear in a deep level how the measurements and post-processing had been performed. In order to clarify the field measurement methodology and post-processing, case studies were carried out for storing and post-processing data, and for analysing the MPE-FEC performance. The method is based on the data collection with a mobile receiver which contained already embedded DVB-H field test software. The aim of these studies is to clarify the test methodology and post-processing, with typical performance values included.

1.3.5 Coverage planning

There are various path loss prediction models available for the cellular and broadcast network coverage planning. As DVB-H produces radio coverage area size that is typically between the cellular and TV or radio broadcast networks, it is not necessarily clear what are the most useful DVB-H specific prediction models. This problem is common in the initial and detailed coverage planning as well as in the site dependent safety distance estimations. The accuracy of the propagation prediction models affects on the estimates of the useful as well as the interfering signals. There is thus a relationship between the accuracy of the coverage and cost predictions of the network which means that the more reliable the useful signal propagation is, the more efficient also the cost optimisation is. Based on the limited availability of DVB-H specific coverage related references, there is room for the further investigations of the interference distribution in the over-sized DVB-H SFN network.
The EMC (Electro-Magnetic Compatibility) and radiation exposure limit estimates are also part if this topic. It was noted that related references were not straightforward to find for the DVB-H planning, so EMC and RF exposure estimation in typical DVB-H scenarios were included.

1.4 Objectives of the thesis

The objective of this thesis is to find clarifications and solutions for the described set of problems in Chapter 1.3. The initial aim was to clarify the DVB-H planning and optimisation process, and to find the items that need to be clarified due to the lack of consensus in the scientific field. The more specific objective was to plan and utilise scientific investigation methods in order to clarify the unclear topics. As for the methods and tools, the concrete aim was to apply both simulations and field tests with related analysis as well as to carry out general radio network planning related studies. In addition to the developed methods, also examples of the parameter values are presented in order to estimate the functionality of the models and the performance of the DVB-H radio network in the investigated cases. They were compared with the other published results if such reference material was found.

The complete system can be divided into the radio part which is called the actual DVB-H network, and to the core network including the head-end, delivery and management blocks of the system, forming the IP Datacast part of the network. This thesis concentrates on the radio part of the system. In general, the main idea of this thesis is to present methodologies that can be applied in the planning and optimisation of the DVB-H radio network. As the network designing values have inter-dependencies as a function of the radio propagation environment and other technical and commercial assumptions, the presented parameter values are meant for case examples rather than for final link budget guidelines. The focus of this thesis is thus to present investigation methodologies as a basis for the local studies and adjustments of the DVB-H radio networks. As a concrete outcome, these studies provide a useful tool for the cost efficient deployment and operation of DVB-H.

1.5 Contributions of the thesis

The contributions of this thesis can be divided into the following high-level areas:

- Studies about the DVB-H radio network planning and optimisation. The presented study items consist of theoretical DVB-H coverage area calculations with comparisons of the results obtained via an operational network planning tool. There are also studies about the EMC and safety distances presented. This part clarifies the DVB-H network planning methods compared to the typically presented like [Bro02], [Gre06], and [Ung06], and creates a general basis for the proposed network planning process charts.
Clarified method for the field measurements with hand-held DVB-H terminal and method for the field test result analysis in order to obtain sufficiently in-depth information about the quality level of the DVB-H radio network. This part deepens the principles and confirms the results for the MPE-FEC that can be found in the related sources as [Dvb09], [Apa06a], and [Apa06b]. Based on the presented measurements and analysis, the radio link budget can be adjusted accordingly.

Creation of the SFN simulator based on the commonly utilised Monte-Carlo method, and execution of physical radio propagation related simulations for the investigations of the performance of the single frequency network in order to resolve the geographical and cumulative distribution of SFN interference and SFN gain levels of DVB-H. The simulator presented in this thesis provides a fast comparative method over the whole investigated area instead of typically applied area element based approach. The presented simulations give more detailed information about the suitable parameter settings of the radio network compared to the other related theoretical or practical studies of [Bac04], [Bee07], [Ble09], and [Sil06] that were found by the production of this thesis. The simulation method can be utilized in theoretical studies for the approximation of the optimal parameter settings in uniform site cell layout cases, as well as in the in-depth phase of the network planning by varying site locations, power levels and antenna heights individually for each DVB-H site.

The outcome of the work is an overall revision of the DVB-H radio network planning with a selected set of investigated details that clarifies the radio network planning processes by presenting methods and case performance values that either confirm or gives new information to the already existing studies.

**Publication I** contains a techno-economic optimisation study for the DVB-H network. The main contribution of this Publication is a proposal of a complete method for the optimisation of the radio parameter values and costs of the DVB-H network in the deployment and operational phases. Although network cost calculations are important in the efficient network deployment, there were no analyses found from public sources that would present complete techno-economic DVB-H network optimisation principles that take into account the relationship between the technical planning items and related expenses in the network deployment phase as well as during the longer-term operation of the network. The most relevant reference was [Sil06, p. 48], which studies the cost-effect as a function of DVB-H cell size in Finnish environment. The objective of Publication I was to create more complete and in-depth method that can be used as an iterative step in the cost-efficient network planning process. This publication clarifies the topic and presents in a deeper level the relevant cost items than the found references present. The outcome indicates the relationship between the CAPEX and OPEX of DVB-H network as a function of the transmitter power level and antenna height.
Publication II shows a method that can be applied to the fast revisions of the network performance with field measurement data collection, post-processing and analysis. The main contribution of this Publication is a clarified method to analyse the performance of MPE-FEC, and a confirmation of the behaviour of the DVB-H error correction in mobile outdoor environment. The case examples and their results show the importance of the parameter adjustments as a function of the radio channel type. The presented method for the post-processing of the measurement data as well as for the respective analysis and case results are based on the commercial data collection software of the DVB-H terminals. The post-processing method and analysis had not been used in this specific format by the writing of this thesis. The closest methods are found in the WingTV field measurement documentation [Bou06], [Apa06a] and [Apa06b] by the publication of the papers. Due to the developed method, Publication II gives added value for the optimisation process of the DVB-H radio network planning. This thesis also clarifies the accuracy of the respective measurements of MPE-FEC gain compared to the principles presented in [Dvb06] and [Dvb09].

Publication III presents a method that can be applied for the simulations of the interference levels in an over-sized SFN area. The main contribution of this Publication is the method to estimate interference levels as a function of the geographical interference distribution by applying simulation code that is relatively straightforward to implement to the typical network planning tools as an additional module. A radio interface path loss prediction based simulator was developed, and case studies were carried out with some of the most logical radio parameter values. The simulator is based on the Monte-Carlo method. Unlike typically in coverage planning tools, the developed simulator does not divide the investigated area into smaller area elements. Instead, the proposed method simulates the whole investigated area and produces CDF of the carrier, interference and C/(N+I) levels. This speeds up considerably the simulation time, yet producing sufficiently accurate results for the case comparison purposes of SFN cases. The results clarify the effect of the antenna height and transmitter power level on the errors. The method can thus be used for the estimation of the severity of the errors, and it provides information about the optimal setting of the antenna heights and transmitter power levels that still fulfil the final radio reception quality requirement even if the theoretical SFN limits are exceeded. The method is straightforward to implement in any other simulation platforms. The interference analysis results were not found in this format from the other references by the publication of the paper. Nevertheless, the effects can be compared with the SFN study references.

Publication IV presents a further development of the SFN interference simulator of Publication III. The main contribution of this Publication is the extended functionality of the simulation method, providing a possibility to estimate the balance between the SFN gain and self-interference levels. This version utilizes a hexagonal model layout that is comparable to the reuse pattern concept of TDMA networks. The type of the reuse pattern, which can be called as an "SFN reuse pattern", applies to the variable sizes of the SFN area, consisting of site cells (coverage
area produced by a single site) that functions in the same frequency and that forms a similar pattern than, e.g. in the case of GSM cells (although as a difference, the latter one is based on the different frequencies within the respective reuse pattern). The whole SFN area is called as a cell and it refers to a group of site cells working in a same frequency. Different SFN areas form thus MFN areas. The simulations of this Publication show the \( C/I \) distribution as a function of the SFN reuse pattern size \( K \), i.e., as a function of the number of the sites within SFN. This gives added value for the DVB-H radio network planning in cases where the theoretical SFN limits are exceeded, e.g. due to the lack of available frequencies. The method gives more detailed information about the balancing of the SFN gain and SFN interferences than was found in other references by the writing of this thesis.

Publication V presents case studies about DVB-H coverage area predictions. The main contribution of this Publication is a set of study results which indicate the feasibility of generic radio propagation models in the initial phase of the DVB-H network planning. It evaluates the correlation of the Okumura-Hata path loss prediction model in theory and when it is embedded in an operational radio network planning software. The selected environment represents a dense urban area type. The outcome of the study can be utilized in the initial DVB-H radio network planning phase, as it shows that the first-hand estimate for the amount of the required sites can be done sufficiently accurately by simplifying the area for different cluster types and by applying the Okumura-Hata path loss prediction model. The presented findings indicate the issues of the practical environment which should be taken into account in the detailed radio network planning phase. Publication V also creates a base for the third phase SFN simulations presented in Publication VII, so these documents can be utilized as a complementing pair for the coverage and interference analysis. A set of other references about the interference analysis were found by the publication of these papers. Nevertheless, the studies presented in this thesis show the expected interference behaviour from a new perspective with clarifying case results. At the same time, these papers confirm the previously published phenomena of the affected areas of the interferences in case of the over-sized SFN network, and presents more detailed information about the cumulative interference levels.

Publication VI contains case studies about the radiation levels of DVB-H radio network. The main contribution of this Publication is to present the feasibility of the generic safety zone estimation principles on the DVB-H antenna location planning, with clarified method to estimate the radiation as a function of the vertical radiation pattern. In the radio network planning, the limits of the radiation should be taken into account when selecting the optimal parameter values. The limits are determined by the international and national legislation, as well as in the tolerance levels of the other systems for the interfering electro-magnetic fields. Publication VI shows the calculations specifically adjusted to DVB-H environments. The findings can be utilized as a feedback loop module in the complete techno-economic radio network planning process for the final adjustment of the parameter values.
**Publication VII** presents a third version of the SFN interference simulator developed in Publications III and IV. The main contribution of this Publication is an adjusted simulation method that can be applied in a realistic outdoor environment for the prediction of the radio performance and interference distribution as a function of the parameter set that determines the SFN size. This version of the simulator is adjusted for the practical environment that represents a dense urban area. The network layout of the simulator was selected the same as was studied in Publication V, i.e. the site locations, antenna heights and transmitter power levels were equivalent. Okumura-Hata and ITU-R P.1546-3 radio propagation models were applied in the analysis. The outcome indicates the $C/I$ distribution over the whole area as a function of all parameter values that have effect on the SFN size. The results show the severance of the interferences of each case, which gives possibility to select the optimal parameter values. Publication VII indicates that the presented SFN simulation method can be applied in practical environments. The presented technique is relatively straightforward to implement to existing network planning tools as an additional module that requires only low amount of processing power and memory capacity, which gives additional value for the method.

**Publication VIII** presents an analysis of the MPE-FEC performance in indoor and outdoor environments, i.e. in laboratory premises as well as in live network coverage areas. The main contribution of this Publication is the confirmation of the MPE-FEC performance levels in indoor and outdoor areas by applying the method developed in Publication II. The author of this thesis carried out the pedestrian test cases in indoors and outdoors by applying the analysis methodology presented in Publication II. Publication VIII confirms the general understanding about the MPE-FEC performance that has been presented publicly, e.g. in the WingTV field study documentation. Nevertheless, Publication VIII shows selected cases in more detailed level as a function of the relevant parameter values. The results show that the effect of MPE-FEC is most significant in the cell edge area. This means that in city areas, where the $C/I$ level is high by default, the effect of MPE-FEC is not necessarily significant. Publication VIII presents also practical cases in the live network which indicated the presence of the impulse noise in a high field. By applying the presented method for the field measurement analysis, it was shown that even low MPE-FEC rate can recover the signal. This proves that there is a benefit of the usage of MPE-FEC also in the city environments, but the utilization of only low MPE-FEC rate optimizes the offered channel capacity when the overlapping network coverage is sufficiently good.

**Publication IX** is an extended version of Publication II, describing the field test method and MPE-FEC gain analysis in a journal format. The main contribution of this Publication is the description of the presented field test analysis method with deeper analysis of the performance values. In Publication IX, there is a more detailed analysis done for different radio channel types by breaking the original test drive results into separate area types segments. The results indicate the logical behaviour of the MPE-FEC gain as a function of parameter values. This Publication
gives more detailed information about the topic compared to related studies presented, e.g. in WingTV documentation.

**Publication X** is an extended version of Publication IV. The main contribution of this Publication is the more in-depth description of previously presented SFN interference simulations and case results that confirm and deepens the already available results about the SFN gain and interference distribution. It presents the SFN simulations and case studies carried out in Publications III, IV and VII.

**Appendix I** presents the SFN simulator that is described in higher level in Publications III, IV and VII. The main content of this Annex is the detailed description of the simulator. A block diagram of the simulator is presented with applied models and main functionality, which provides a possibility to implement the method to other platforms, including operational network planning programs as an additional module. There is also a performance analysis and estimate of the accuracy of the simulator presented in this Appendix.

### 1.6 Thesis outline

This thesis is divided into following chapters: introduction, overview of the DVB-H architecture and functionality, investigation of selected planning and optimisation related items of DVB-H, and conclusions. In addition, the developed SFN simulator description is presented annexed.

The first part of the thesis contains an introduction to the DVB-H system and the most relevant background information about the presented study items. Chapter 2 explains the functionality and architecture of the network by identifying relevant items for the investigation. The main references that are used in this thesis can be found in the IEEE Xplorer document library [web08], DVB specification groups [web01], BMCOFORUM [web04] and WingTV CELTIC field test and simulation documentation [web07].

The second part of this thesis presents the items for the planning and optimisation of the DVB-H radio network. For the complete radio network planning and optimisation description, the initial and in-depth planning processes are presented in Chapters 3 and 4, and optimisation related investigations are presented in Chapter 5. These chapters form the core part of the thesis as they describe the presented investigations based on the annexed publications of the thesis. The studies include literature comparisons with the references listed in Reference Chapter, the creation of the methodology for the field measurement, analysis and case results, as well as simulations with the results that were obtained by applying typical parameter settings.

Finally, the conclusions are presented in Chapter 6, followed by the annexed simulator description and Publications.
2 Principles of DVB-H

2.1 Description

DVB-H (Digital Video Broadcasting, Handheld) is based on the terrestrial digital television standard DVB-T. The DVB-T system is designed for a static environment where a rooftop mounted receiver antenna is installed providing line-of-sight (LOS) or nearly-LOS with the transmitting site. Although it is possible to use the DVB-T receiver at some extend in a mobile reception, according to the related experiences, the use of DVB-T is not optimal in an environment where multipath propagation, impulse noise and Doppler shift are present [Far06, p. 194].

The initiation of the DVB-H standardisation work was a result of the noted need for a sufficiently high-quality mobile TV reception when small portable or mobile terminals are used. An EU-sponsored Mobile Television and Innovative Receivers (Motivate) project studied the item and stated in the conclusion in 2000 that although DVB-T could be used in the mobile environment, it was not an optimal solution. During the standardisation of DVB-T, TV subscribers had not yet used the service significantly in the mobile environment. Even if DVB-T contains also definitions for the mobile channel, the experience has shown that the usage of home set-top box solutions in the mobile reception is not feasible in practice due to the constantly changing radio conditions [Pek05, p. 36]. Among the general mobile communications development, the need for optimized broadcast system for the mobile environment increased and finally triggered the standardisation work of the DVB-H [Far06, p. 194].

There is a set of special aspects in TV reception when the terminal is moving. Main differences between the fixed TV and the mobile TV are related to the characteristics of the radio interface. Whilst DVB-T utilizes the fixed roof-mounted high-gain directional antenna, the mobile receiver antenna is normally an internal one. The mobile users are typically on the street level where the radio wave propagation conditions are challenging to cope with as the radio interface consists of time and space dependent variations both in outdoor and indoor environments [Mar05]. In addition, the power consumption is an important issue with the hand-held devices. A considerable power saving can be achieved in the receiver functionality of DVB-H [Far06, p. 199] which provides sufficiently long usage time in the typical moving environment compared to the receiver that is switched on permanently.

It can be noted that TV is developing towards the use of multiple niche channels [Hum09, p. 18]. DVB-H would be a suitable platform for this as it contains several audio and video channels with varying quality settings.
The first version of the DVB-H standard with the system name of Digital Video Broadcasting – Handheld, was published as an ETSI standard number EN 302 304 in November 2004. The standard actually compiles the existing DVB-T standards in such a way that the DVB-H system can be created based on those. In practice, the DVB-H includes the fixed and in-car standards of DVB-T, adding new functionalities that take into account the above mentioned specialties in the mobile environment [web01].

The most important additional parts in the link layer include the Time Slicing and MPE-FEC (Multi-Protocol Encapsulation — Forward Error Correction) functionalities as described in [Dvb09]. The DVB-T is defined in ETSI EN 301 744, and it includes now an annex for DVB-H. The DVB Data is defined in ETSI EN 301 192, which embeds the encapsulation mechanism to the DVB-H data. The DVB service information related information is defined in ETSI EN 300 468, with updated signalling definitions for the DVB-H handheld terminals [Far04, p. 2–3].

The Time Slicing functionality provides a possibility to transmit data within cyclic, high-capacity bursts. After the reception of a single burst, the terminal switches its receiver to a sleep-mode until the next burst is transmitted. According to the DVB-H implementation guidelines [Dvb09], Time Slicing reduces the average power consumption of the DVB-H receiver front-end approximately 90–95%. Nevertheless, as the terminal includes also other functionality in addition to the DVB-H receiver (video processing capability with related audio and video player, separate mobile phone functionality of GSM and/or 3G as well as other functionalities, each reserving part of the processing power), the overall saving of the power consumption is lower than the savings of the receiver sleep-mode provides, but it anyway extends the battery life in the mobile environment. In addition to the receiver’s power saving, Time Slicing can be used for the seamless frequency handover when moving from one site cell area to another.

DVB-H contains the forward error correction (FEC) mechanism of DVB-T. There is also an additional error correction functionality included in DVB-H, i.e. MPE-FEC. It improves the performance under the impulse interference and the Doppler shift. MPE-FEC is defined as an optional functionality in DVB-H.

As Time Slicing and MPE-FEC are defined in the link layer, the already existing DVB-T receivers are not disturbed due to the existence of DVB-H. On the other hand, DVB-H is backwards compatible with DVB-T, so both of these broadcasting methods can be multiplexed into a single transmitter antenna.

Also the physical layer of DVB-H has some important additions. According to [Dvb09], these are transmitter parameter signalling (TPS), 4K OFDM (Orthogonal Frequency Division Multiplex) mode, new interleaving depths and additional bandwidth of 5 MHz.
The DVB-T Transmission Parameter Signalling (TPS) is upgraded for DVB-H. The DVB-H system’s TPS includes thus two additional bits that indicates the presence of the DVB-H services and the presence of the possible MPE-FEC. The signalling enhances the service discovery process speed. TPS bits also carry the cell identifier in order to support a fast frequency scanning of the mobile receiver and to perform a frequency handover. TPS is mandatory in the DVB-H system.

In addition to the already existing OFDM FFT modes of 2K and 8K of DVB-T, a new 4K mode is specified in order to optimize the mobility of the DVB-H terminal and the size of the single frequency network (SFN). This allows single-antenna reception in a medium-sized SFN with a relatively high mobile speed. 4K mode is not mandatory for DVB-H, though.

The DVB-H standard defines new symbol interleaving options. In DVB-T, the 8K mode has a native interleaver in order to spread the bits over time domain and minimize the bursty errors over a complete symbol. In DVB-H, it is possible to interleave the data also in 2K mode, which results the interleaving over four OFDM symbols. In case of 4K mode, the interleaving is done accordingly over two OFDM symbols. This DVB-H functionality is called in-depth interleaving which reduces the effects of the impulse noise up to the level that is possible to obtain with the native interleaver of 8K mode.

It is worth noting that neither the 4K mode nor the in-depth interleaver are mandatory for DVB-H, but TPS is obligatory as well as Time Slicing and the cell identifier. As DVB-H is backwards compatible with DVB-T, all of its modulation schemes, i.e. QPSK, 16-QAM and 64-QAM, are possible to use also in DVB-H.

In addition to the already existing bandwidth definition for 6, 7 and 8 MHz of DVB-T, the DVB-H standard defines also a new 5 MHz bandwidth for the areas where this value is possible to utilize according to the regulation. In practice, this new definition was added to specifications to ease the potential DVB-H activities in the Americas.

It can be generalized that DVB-H defines the radio functionality of the system whilst the remaining part of the network, i.e. the leg from the encoders up to the IP Encapsulator (IPE which is the interface towards DVB-H) is called DVB-IPDC (DVB IP Datacast) network. DVB-IPDC delivers the video, audio and/or file content in form of data packets by applying standard routing principles of Internet.

The benefit of the IP delivery is the possibility to use standard components and protocols for the content transmission, storage and manipulation [Dig05]. In addition, the DVB-CBMS (Convergence of Broadcasting and Mobile Services) defines the video and audio formats, Electronic Service Guide (ESG) and the content protection on top of the DVB-H.
2.2 DVB-H network

2.2.1 Architecture

Figure 2-1 shows the functional architecture of DVB-H as interpreted from [Dvb09]. The interfaces that are specified in DVB-CBMS are CBMS-2 (for audio/video streams and files), CBMS-3 (delivery of ESG metadata and Point-to-Multipoint, i.e. PMT), CBMS-1 (PSI/SI), CBMS-4 (access control to service applications, ESG metadata and PTP delivery), and CBMS-5 (PTP, i.e. Point-to-Point transport services, i.e. SMS, MMS and IP connectivity). The interfaces that are not in the scope of DVB-CBMS are X-1, X-2 and X-3, and the elements that are related to DVB-CBMS are marked with the grey colour in Figure 2-1.

The term DVB-H refers to the radio part, i.e. the air interface of the broadcast network system, which includes transmitters, modulators, antenna systems and connections from IP Encapsulators. As [Dvb07b] states, the standard ETSI EN 302 304 defines the DVB-H radio transmission, whereas the ETSI TS 102 470 defines the DVB-H transmitter’s and receiver’s system-level signalling. The DVB IPDC network refers to the rest of the system, including the DVB-H Head-End, the transporting of the contents and the signalling up to the IP Encapsulator and to the related management systems. In the terminology of this thesis, the DVB-IPDC part can be referred as the DVB-H core network.
Figure 2-2 shows the complete DVB-H delivery chain, including the core and radio parts [Pen09, p. 39]. The focus of this thesis is the DVB-H radio network. The DVB-H core network, i.e. the part from encoders until the IP Encapsulator, consists of the encoded program source stream, data handling and management elements, interconnection towards the return channel system with its billing system, and the connection to the DVB-H radio network. Between these elements, there is also the IP network with respective adapters.

![Diagram of DVB-H delivery chain](image)

**Figure 2-2.** The complete DVB-H delivery chain can be divided into the core network (DVB-IPDC) and the radio network (DVB-H).

### 2.2.2 Functionality

The idea of the high-level functional DVB-H core and radio network principle is presented in Figure 2-3 [Dvb09], [Hen05]. As can be seen, both MPEG-2 streams of DVB-T as well as the DVB-H specific IP streams can be multiplexed and distributed via the same radio network infrastructure.

DVB-T transmitters can carry the original 2K or 8K FFT mode that are meant for the full sized DTTV (Digital Terrestrial Television) equipment or set top boxes that converts the signal for the analogue TV. The same site can deliver the additional DVB-H specific signalling for the reception of the DVB-H terminals. The DVB-H terminal contains a DVB-T demodulator and IP Encapsulation for the recovery of the original bit stream. The DVB-H terminal finds the proper signalling via TPS, and it can optionally use the MPE-FEC functionality. If the latter is not used by the terminal, it can anyway receive the stream with the basic coding scheme, but with a
reduced quality as it is not optimized for the mobile environment. The use of the Time Slicing functionality is obligatory for DVB-H terminals as the contents delivery is based on the shared channels, which saves the battery life accordingly [Far06].

In the downlink direction of the DVB-H radio interface, the DVB-H receiver contains a demodulator as shown in Figure 2-4. The DVB-H demodulator gets the DVB-T signal via the RF input either from an internal or optional external antenna. The DVB-H demodulator block is actually a DVB-T demodulator with an additional DVB-H specific 4K and TPS functionality included. The demodulator block also contains the Time Slicing, power control, and optional MPE-FEC functionalities.

The DVB-IPDC network includes the coding of the source contents and the delivery of streams (audio/video or files) via the IP network towards the radio network. There is a multicast IP delivery used within the DVB-H core network.

The Head-End of the core network consists of the IP encapsulation and related functionalities, i.e. the ESG creation, service protection, advertisement insertion and encoding of the source code. There is also an IPE management functionality located in the Head-End.
2.2.3 Elements

The IPE Manager takes care of the setting up of the sessions with respective timing of the beginning and the ending of the sessions, and it creates the ESG (Electronic Service Guide) which contains program related information visible for the end-users.

DVB-H encoders produce DVB-H IP streams. The source signal’s video and audio are coded separately, but they are delivered via the same physical bit pipe. The typical bit rate for audio is 64 kb/s ($2 \times 32$ kb/s) via AAC. Typical video bit rates vary from 128 to 384 kb/s, and can be differentiated in channel-basis. The content is streamed to the DVB-H terminal which includes local streamer that is capable of decoding and presenting the original contents of the encoder.

The IP Encapsulator of DVB-H takes care of the protection of the stream by applying FEC (derived from DVB-T) and DVB-H specific MPE-FEC, which brings additional protection against the impulse noise and minimizes the effects of the fast fading radio channels especially in those areas that contain multi-propagated radio components.

There is a possibility to encrypt the DVB-H contents via a Service Protection Server and insert advertisements to the IP stream via an Advertisement Server.

There can be a separate Operations and Maintenance System (OMS) connected to the Head-End. It takes care of the DVB-H / DVB-IPDC performance monitoring and fault management, backup and restore, inventory management and other typical IP network management functions. OMS provides the method for different parties to handle services. There are thus OMS connections to the Head-End’s IPE network management from the mobile network operator, content provider and broadcaster.

Although DVB-H as such is a broadcast system for the delivery of the contents in the uni-directional downlink radio channel, also interactive type of services can be provided via a separate return channel, e.g. based on GSM or UMTS networks.

As the contents delivery of the DVB-H core is based on IP, the transport from the Head-End to the radio network can be done physically in all known methods via the distribution network, including LAN, satellite link and fibre optics, as long as the planned capacity and quality are complied. The stream delivery within the core network, i.e. from the encoders of the Head-End up to IP Encapsulators between the core and radio network, is done via IP Multicast.

The idea of the multicast is relatively mature as it was presented already in 1985 [Che85]. There are means to optimize the performance of the multicast in the IP datacast network, e.g. FEC mechanisms can be utilized [Lun06]. The actual functionality of the content delivery within the IPDC network is vendor dependent, though.
2.3 Radio functionality

The audio / video stream or data file is delivered from the DVB-IPDC network to the DVB-H radio network, the IP Encapsulator being their interface. The signal is delivered to the DVB-H modulator, DVB-H transmitter and finally to the radio interface via the antenna system.

2.3.1 Radio transmitter

A typical DVB-H transmitter output power is in range of some hundreds of watts up to some thousands of watts. For the DVB-H radio transmission, the transmitter includes DVB-H specific functionality, although also separate DVB-H modulator can be used with the standard DVB-T transmitter. The DVB-H modulator can also be connected in front of an analogue transmitter if the power amplifier functions in the desired frequency and bandwidth.

Due to the physical obstacles like buildings and variations of the terrain height, outages can occur in the coverage area of the site cell. The coverage of these problematic areas can be enhanced by installing separate gap-fillers nearby, which are either passive or active repeaters. The latter can be either direct amplifier or regenerating one, which decodes, amplifies and codes again the bit stream. The output power of gap-fillers varies typically from few watts to some hundreds of watts. Gap-fillers may also perform a frequency translation. In practice, this variant is not useful in typical DVB-H networks as multiple channels are not likely to be available in reduced areas.

Even if gap-fillers could be used relatively freely to fill in the coverage holes, the location of these elements should be taken into account in the network planning in order to maximize the isolation between the receiving and transmitting end and thus to avoid the uncontrolled oscillation effect which would lower the gain significantly [Gom09, p. 81].

2.3.2 Terminal

Figure 2-5 shows a high-level block diagram of the DVB-H receiver [Dvb09]. The reception of the Transport Stream (TS) in DVB-H is compatible with the DVB-T system, and the demodulation is thus done with same principles. The additional DVB-H specific functionality consists of the Time Sliced burst handling, the MPE-FEC module and the DVB-H de-encapsulation.

As can be seen from Figure 2-5, the FER information, i.e. frame errors before MPE-FEC functionality, is obtained after the Time Slicing process, and the MFER (remaining FER after MPE-FEC) is obtained after the MPE-FEC module. The IP level information is obtained after the demodulation procedure.
2.3.3 Frequency

DVB-H specifications define the system for VHF III (174–230 MHz), UHF IV (470–598 MHz) and UHF V (598–862 MHz) bands. There is also a possibility to adopt DVB-H to other frequencies like in L-band. As an example, DVB-H has been tested in USA in the 1.6 GHz band. In practice, the terminal’s DVB-H engine might contain a limited band, e.g. 470–702 MHz as stated in [Nok05] because the upper frequencies of UHF are close to the GSM 850 system which might cause interferences to the reception of DVB-H. On the other hand, despite the good propagation characteristics, the lowest frequencies in the VHF band are demanding for the receiver’s physical antenna dimensions as the wavelength is relatively large [Far05]. In Europe, the UHF is identified as the primary band for DVB-H [Bmc07b, p.3].

According to the specifications, the DVB-H frequency bandwidth can be 6, 7 or 8 MHz. There is also an additional bandwidth of 5 MHz included to the specification. These bandwidth values of DVB-H correspond to the analogue TV channel division in different countries. The modulation bandwidth of DVB-H is mapped into these frequency bandwidth values in such a way that it is the difference between the last (N) and the first carrier of the OFDM symbol being equal to
\((N-1)/T_S\), where \(T_S\) is the symbol length. This results in a modulation bandwidth of 4.76 MHz, 5.71 MHz, 6.66 MHz and 7.61 MHz, respectively, for the bands of 5, 6, 7 and 8 MHz.

Figure 2-6 shows the frame structure of DVB-H. The symbol forms the basic unit which has duration of \(T_S\). There are 68 symbols in a single frame which has duration of \(T_F\). The frames are repeated in superframe cycles.

The DVB-H symbol consists of the Guard Interval (GI) and the useful part that delivers the data. GI is needed in order to cope with the multipath propagation with a delay spread less than the GI determinates. The useful part contains the OFDM carriers of \(f_1\)…\(f_N\). The carrier spacing is \(1/T_U\) for the separation of two consecutive carriers. The channel bandwidth \(B_{ch} = (f_N-f_1)\) is thus \((N-1)/T_U\). The amount of carriers (that are transferring pilot and data information) within a single symbol depends on the FFT mode. In the 2K mode, the carrier number is 1705, in the 4K mode 3409, and in the 8K mode it is 6817. A total of 68 consecutive symbols (numbered from 0 to 67) form a superframe which is repeated in cycles [Sci07].

2.3.4 OFDM parameters

DVB-H is based on OFDM (Orthogonal Frequency Division Multiplexing). It is a spread spectrum technique that delivers the high speed bit stream via several subcarriers each containing lower speed bit streams. It is used in various systems like DVB-T, LTE, ADSL and WiMAX. The transmission of OFDM subcarriers is parallel, and they are separated by different frequencies as shown in Figure 2-7 [Far07]. The information is distributed in an interleaved way to the multiple subcarriers with the error protection, resulting COFDM (Coded Orthogonal Frequency Division Multiplexing) [Fis08, p. 316], [Wan03, p. 952].
The signal $s(t)$, which is present when the multicarrier symbol is combining $n$ sub-symbols $s_k$, is the following [Rei05, p. 175]:

$$s(t) = \sum_{k=0}^{n-1} s_k h_k(t) e^{j\omega_k t} ,$$  \hspace{1cm} (2-1)

where $h_k(t)$ is the channel impulse response. A special case of the multicarrier technique is the OFDM system, which is based on requirement of orthogonal subcarrier frequencies $\omega_k = 2\pi f_k$. In OFDM, the signal has $N$ orthogonal subcarriers. They are modulated by $N$ parallel data streams. The subcarrier can thus be expressed [Bee98, p. 27]:

$$\phi_k(t) = e^{j2\pi f_k t} ,$$  \hspace{1cm} (2-2)

where $f_k$ represents the frequency of the subcarrier number $k$. Furthermore, a single OFDM symbol in its basic form multiplexes $N$ modulated subcarriers in the following way:

$$s(t) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} x_k \phi_k(t) ,$$  \hspace{1cm} (2-3)

where $x_k$ is the data symbol number $k$. The formula is valid for the values $t$ that are shorter than the symbol length. In order to keep the subcarrier orthogonal in this region, the $f_k$ should equal to
$k$ divided by the symbol length. In this formula, the noise and fading are ignored. The symbols
can be then demodulated via DFT. In practice, a relatively easily implemented FFT is used in
OFDM [Pit09, p. 33].

DVB-H can use QPSK, 16-QAM and 64-QAM modulation schemes as shown in Figure 2-8. In
addition to the constellation plots shown in the figure, there is also a continuous pilot signal.
The channel estimation of OFDM is usually done with the aid of pilot symbols. The channel
type for each individual OFDM subcarrier corresponds to the flat fading. The pilot-symbol as-
isted modulation on flat fading channels involves the sparse insertion of known pilot symbols
in a stream of data symbols [Bee02]. There is also the TPS carrier found in the DVB-H constel-
lation diagram [Fis08, p. 337, 342].

The QPSK modulation provides the largest coverage areas but with the lowest capacity per
bandwidth. 64-QAM results in a smaller coverage, but it offers more capacity. In practice, 64-
QAM has been noted to be sensible for errors in the mobile channel as the results of Publication
II indicates together with [Mil06, p. 20]. According to this information, 64-QAM would suite
for limited parts of the network, e.g. in indoor environments with static or slow pedestrian us-
age. 64-QAM would thus be feasible for offering a high-quality resolution and high channel
capacity, e.g. in shopping centres. 16-QAM is a compromise solution combining relatively high
capacity in larger coverage that 64-QAM provides, but in smaller area than QPSK.

![Figure 2-8. The principle of $I$/$Q$ constellations of DVB-H.](image)

In addition to the single modulation scheme, DVB-H also can use hierarchical modulation. It
divides the RF channel in such a way that two simultaneous sets of transport streams can be sent
over the single modulation, which is divided into two different sub-parts of the modulated sig-
nal. The hierarchical modulation provides a possibility to interpret the modulation constellation
in a different way than single constellations presents via QPSK (i.e. 4-QAM), 16-QAM and 64-
QAM. An additional $\alpha$ parameter can be utilized in the hierarchical modulation in order to sepa-
rate more the low bit-rate areas of the $I$/$Q$-constellation from each others.
One of the essential OFDM parameters for DVB-H is the FFT size that represents the amount of modulated subcarriers. In DVB-H, it can be the original DVB-T value of 2K or 8K, as well as the DVB-H specific 4K. The 4K size is a compromise which results in a balanced performance between the terminal speed and the SFN size. 8K provides with largest SFN areas (without interferences) but with the cost of the maximum terminal speed. 2K offers reversed benefits, i.e. highest terminal speeds but with the cost of reduced SFN size.

Guard Interval (GI) is also a relevant parameter for DVB-H. It can have values of 1/4, 1/8, 1/16 and 1/32, each representing the proportion of the signal that is not used for the delivery of the data. GI affects directly on the SFN size. GI is important in order to reduce negative effects of the multipath radio propagation, including those paths caused by the environment itself (e.g. buildings) as well as co-channel interferences in case of the SFN network.

The combination of FFT and GI parameter values determines the maximum distance between physical DVB-H transmitters [Dvb09], [Mil06] as shown in Table 2-1.

<table>
<thead>
<tr>
<th>FFT mode</th>
<th>Guard interval time / maximum SFN diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GI=1/4</td>
</tr>
<tr>
<td>FFT=2K</td>
<td>56 µs / 16.8 km</td>
</tr>
<tr>
<td>FFT=4K</td>
<td>112 µs / 33.6 km</td>
</tr>
<tr>
<td>FFT=8K</td>
<td>224 µs / 67.2 km</td>
</tr>
</tbody>
</table>

As can be seen, longer guard interval means higher immunity to inter-OFDM symbol interferences. In practice, longest GI values do have most significant benefits in static channel types like AWGN-channel [Mil06]. According to simulations and practical field tests [Mil06], shorter GI values do have better Doppler tolerance compared to longer ones. According to [Mil06], the maximum Doppler performance enhances linearly about 25% when {GI=1/4} is changed to {GI=1/32}.

2.3.5 Error recovery

Error control coding is an essential part of mobile communication systems. The error detection and recovery of DVB-H is based on the inner forward error correction (FEC) that is also used in DVB-T. As the receiving end can recover the occurred errors up to a certain parameter dependent limit, it is especially suitable for uni-directional broadcast systems like DVB. Both DVB-H and DVB-T defines five levels for the respective code rate (CR), i.e. 1/2, 2/3, 3/4, 5/6 and 7/8. There is also an optional in-depth interleaver defined for DVB-H. It can be used to increase the robustness of 2K and 4K modes as they can be used to further widen the depth of the native 8K
interleaver. This functionality enhances the performance of DVB-H especially in fading channels which creates bursty errors in the reception [Mil06], [Dvb09].

The MPE-FEC error correction in DVB-H combines FEC and interleaving functionalities. It is defined as optional in DVB-H terminals. If the terminal is missing the MPE-FEC functionality, it can still use the DVB-T compatible FEC for the basic error correction in the radio interface. If MPE-FEC is used, it gives additional benefit for the C/N and maximum Doppler tolerance.

The error protection solution in DVB-H combines the already existing inner FEC and outer FEC of DVB-T system, together with the DVB-H specific MPE-FEC. The inner FEC uses a punctured convolutional code together with a pseudo-random interleaving that is based on OFDM symbols [Bro08, p 6], whereas the outer FEC uses a shortened RS(204, 188, \( t=8 \)) code and a convolutional byte interleaving [Rei06, p 10]. The MPE-FEC uses an RS(255, 191, \( t=32 \)) code with an erasure decoding as well as a time and block interleaving. Figure 2-9 clarifies the position of FEC and MPE-FEC blocks.

![Figure 2-9. The DVB-H error protection scheme.](image)

In order to carry the IP datagrams of the MPEG-2 Transport Stream (TS), a Multi Protocol Encapsulator (MPE) is defined for DVB-H. Each IP datagram is encapsulated into a single MPE section. The Elementary Stream (ES) takes care of the transporting of these MPE sections. ES is thus a stream of the MPEG-2 Transport Stream packets with a respective Program Identifier (PID) [Ger06, p 198]. The MPE section consists of a 12 byte header, a 4 byte CRC-32 (Cyclic Redundancy Check), as well as a tail and payload length [Jok05], [Him06]. MPE-FEC table provides virtual time interleaving because the datagrams are located in the MPE table column-wise, and the correction the data is calculated row-wise [Bou08].

The main idea of MPE-FEC is to protect IP datagrams of the time sliced burst with the Reed-Solomon (RS) parity data. The RS data is encapsulated into the same MPE-FEC sections of the
burst with the actual data. The RS part of the burst belongs to the same elementary stream (MPE section), but they have different table identifications. The benefit of this solution is that the receiver can distinguish between sections, and if the terminal does not have the capability to use the DVB-H specific FEC, it can decode in any case bursts although with lower error correction quality when the terminal experiences difficult radio conditions.

The part of the MPE-FEC frame that includes IP datagrams is called Application Data Table (ADT). ADT has a total of 191 columns. In case IP datagrams do not fill completely the ADT field, the remaining part is padded with zeros. The division between ADT and RS table is shown in Figure 2-10. The number of RS rows can be selected from 256, 512, 768 and 1024. The amount of rows is indicated in Service Information (SI). The RS data has a total of 64 columns. For each row, 191 IP datagram bytes are used for calculating 64 parity bytes of RS rows. Also in this case, if the row is not filled completely, padding is applied. The result is a relative deep interleaving as the application data is distributed over the whole burst.

The Reed-Solomon code is based on the polynomial correction method. The polynomial is encoded for the transmission over the air interface. If the data is corrupted during the transmission, the receiving end can calculate the expected values of the data within a certain setting specific limit.

The RS data of DVB-H is sent in encoded blocks, with a total number of \( m \)-bit symbols in the encoded block of \( n = 2^m - 1 \) [Pos05, p. 22]. With 8-bit symbols the amount of symbols per block is \( n = 2^8 - 1 = 255 \). This is thus the total size of the DVB-H frame. The actual user data inside
the frame is defined as a parameter value $k$, which indicates the number of data symbols per block. The normal value of $k$ is 223 and the number of parity symbols is 32 (with 8 bits per symbol). The universal format of presenting these values is $(n, k) = (255, 223)$. In this case, the code is capable of correcting up to 16 symbol errors per block. RS can correct the errors depending on the redundancy of the block. For the erroneous symbols whose location is not known in advance, the RS code is capable of correcting up to $(n-k)/2$ symbols. This means that RS can correct half as many errors as the amount of redundancy symbols is added to the block.

If the location of errors is known (indicating erasures), then RS can correct twice as many erasures as errors. If $E$ is the number of errors and $S$ is the number of erasures in the block, the error correction capability is given by $2E+S < n$.

The characteristic of RS error correction is well suited to the environment with a high probability of errors occurring in bursts, like happens typically in the radio interface. This is because it does not matter how many bits are erroneous in the symbol. If multiple errors occur in byte, it is considered as a one single error. It is possible to use also other block sizes. The shortening can be done by padding the remaining (empty) part of the block (bytes). These padded bytes are not transmitted, but the receiving end fills in automatically the empty space.

FEC consists of block and convolutional coding parts. RS is an example of the block coding, where blocks or packets of bits (symbols) are of a fixed size whereas the convolutional coding is based on bit or symbol lengths. In practice, block and convolutional codes are combined in concatenated coding schemes; the convolutional coding handles the major part of the process whilst the block code, e.g. RS, carries out the recovery of the remaining errors as much as possible after the convolutional coding. In mobile communications, convolutional codes are mostly decoded with the Viterbi algorithm. The Viterbi algorithm is an error-correction scheme for noisy digital communication links. It is widely used, e.g. in GSM, dial-up modems, satellite communications and in 802.11 LANs.

The performance of different RS decoding schemes has been investigated in [Jok05] and [Him06]. The MPE-FEC error detection and correction can be done based on conventional non-erasure RS decoding, where a maximum of 32 erroneous RS symbols, or bytes, are allowed on each row of the MPE-FEC frame. Frames of one or more rows with more than 32 errors are interpreted as erroneous. Another option for the MPE-FEC is to use erasure decoding, as has been selected for the DVB-H. In that case, a complete section is marked as unreliable if it contains an error. One section erasure leads to one column erasure in the MPE-FEC frame, when the IP datagram length equals to the number of rows in the MPE-FEC frame. For the erasure decoding a maximum of 64 erasures are allowed on a single row in the MPE-FEC frame. Frames consisting of at least one row with more than 64 erasures are considered erroneous. The performance of different decoding schemes depends on the radio channel type, the AWGN channel in open areas being more controlled than the multipath channel of city centres. Simulation results
of [Jok05] show that the non-erasure decoding is substantially stronger in the AWGN environment than in multipath cases. The performance of the non-erasure decoding is furthermore better in bursty error cases if the error distribution is uniform.

The transmitted data contains a checksum, which is typically created via CRC-32, but the standard leaves the selection of the terminal’s decoding method for receiver designers. The use of CRC-32 in the receiver is thus optional. A probable reason for the selection of the erasure decoding in DVB-H has been the need to reduce the computational complexity of conventional Reed-Solomon decoding algorithms, even if the over-head due to CRC-32 increases regardless of it’s use in the terminal’s side.

It is shown in [Him06] that decoding methods inserting also erroneous data into the MPE-FEC frame are in fact more efficient than erasure decoding methods suggested in the DVB-H standard. The gain seem to exceed 1 dB in favour of so called hierarchical transport stream decoding if compared to the pure section erasure decoding. Results of [Him06] indicate that the end-user’s video quality can be increased significantly when allowing erroneous data to be used for decoding and passed to the application layer rather than using erasure decoding methods, where erroneous IP packets or even MPE-FEC frames are rejected.

Furthermore, [Jok06] claims that all other investigated decoding methods including the TSE decoding (transport stream erasure derived from the transport stream headers) that ignore the CRC-32 information would perform better than the CRC Erasure decoding. These findings indicate that the optimal setting for the decoding method can improve significantly the subjective DVB-H reception quality level that the end-user experiences.

2.3.6 Time Slicing

The basic idea of the Time Slicing functionality is to send the DVB-H specific elementary stream data in bursts with a higher data rate than the actual average bit rate of the stream would be. This allows the terminal to get a certain data stream portion in advance and to switch off the receiver whilst the terminal buffers the data and presents the video and/or audio content. The obvious advantage of the functionality is the battery saving as the power consumption of the receiver gets considerably lower. According to [Far06], the normal power saving is typically in order of 90–95 %. The significance of the final power saving of the terminal lowers, though, as there are applications and functionalities, e.g. the video streamer and the mobile system transceiver which consumes their proportion of the processing power.

The Time Slicing functionality also provides the possibility to perform a seamless handover between the frequencies, because the terminal can monitor other MFN's during the off-period of the reception.
Figure 2-11 shows the principle of the Time Slicing functionality. The burst window can consist of several time sliced bursts, but the terminal needs to activate itself only when the contents of the own channel is transmitted.

The correct dimensioning of the Time Slicing functionality is important as it affects directly on the waiting period when the user changes the time sliced channel. The interval of the time sliced burst can be calculated when the peak bit rate, the average ES bit rate and the complete burst size are known. Assuming the average bit rate is 500 kb/s, the peak bit rate is 10 Mb/s, and the burst size is 2 Mb, the burst cycle is 4 seconds. In this case, it can be estimated that the average waiting time of the switching that the user experiences is approximately 2 seconds (an average of the extreme values). Taking the typical DVB-T channel switching time as a reference, it can be estimated that the channel switching time of less than 2 seconds is still tolerable from the user’s point of view.

![Diagram of Time Slicing functionality](image)

Figure 2-11. The principle of the Time Slicing functionality.

The header of each MPE section contains a \textit{delta-t} parameter. It indicates the time for the beginning of the next time sliced burst. In this way, it is not necessary to synchronize the receiver and transmitter separately as the timing for the next reception is indicated in each burst.

2.3.7 SFN / MFN

DVB-H can be deployed as a single frequency network (SFN) or multi frequency network (MFN). In practice, the network may consist of both modes. One of the feasible strategies is to cover single cities with SFN isles, and the remaining part of the network can be done as MFN in order to inter-connect the isles.

When the DVB-H terminal moves from the coverage area of one DVB-H cell to another, the Time Slicing functionality provides a fluent frequency handover in the MFN mode. This is a result of the off-time period of the time sliced bursts, as the terminal can scan the other frequen-
cies during this time. The terminal evaluates the best frequency, and when the order change, the terminal executes the handover process during the off-time period. The scanning procedure is implementation dependent as stated in [Dvb07], which also describes various use cases for the handover.

Time Slicing provides a seamless MFN-handover without disturbing the fluent following of the received contents. The handover process requires though a sufficiently good overlapping of the cell coverage areas. In case the same content is delivered via different adjacent cells, the synchronization of the site transmitters is important. This provides a transparent delivery of the contents to the users.

SFN provides the fluent implementation of the transmitters inside the theoretical limits of the SFN network area. New transmitters can be added to the same frequency basically without extra planning efforts whenever the SFN limits are not exceeded and the correct setting of the transmitter synchronization is taken care of, by default via the GPS timing. In this case, the overlapping parts of the coverage provide additional SFN gain.

The functionality and the gain due to the combination of separate signals, e.g. echoes from the individual transmitter as well as signals from separate transmitters, is based on the sum of all the received multipath components [Rei05, p. 178]. If the separate components are within the window determined by the guard interval, the summing of the paths can be done without affecting interferences as shown in Figure 2-12.

The COFDM bit stream is distributed over several individual carriers, i.e. the transmission is carried out by spreading the baseband bit stream. A set of carriers form a COFDM symbol. The processing of symbols is parallel. Before the receiver starts to evaluate the individual symbol, it waits a time window determined by $T_{gi}$, i.e. during the guard interval in order to collect all the echoes. When the echoes occur within the GI window, they can be combined in order to add
energy for the original signal [Rei98, p. 4]. This enhances the carrier to noise and interference ratio of the received signal, resulting in a gain in the cell coverage and/or capacity. In practice, part of the symbol is copied from the beginning of the symbol to the end, which increases its duration determined by the guard interval [Gre06, p. 26].

The evaluation of the symbol takes place inside the FFT window determined by $T_{Us}$ and the orthogonal criterion is also considered within this original symbol duration, without considering the extended part of the signal. The FFT window position is then selected depending on the received radio components.

If the SFN limits are exceeded, i.e., there are sites outside of the theoretical SFN area, they start acting as interfering sources in those locations where the radio propagation delay is higher than the GI determines. Whilst the level of the combined useful carrier is high enough compared to the total interference level, as Publications III, IV, VII and X show, the exceeding of the SFN limits can be done in a controlled way, and it is possible to find optimal parameter sets by balancing the SFN gain and SFN interferences. The assumption of the above mentioned publications is that the total contribution of interfering components, as well as the useful carrier components, can be calculated by summing directly the power levels of separate radio components that are propagated form different sites.

In the investigations of this thesis, the minimum required $C/(N+I)$ ratio as presented in [Dvb09, p96] was utilized as criteria. The value depends on the channel type, and the minimum value is also frequency selective over the considered bandwidth. Nevertheless, as this higher-level value set includes effects of the channel type, the respective behaviour of the $C/N$ and $C/(N+I)$ was not investigated in more detailed level in Publications of this thesis.

### 2.3.8 Interaction channel

The DVB-H system does not define the uplink communications for the interactions. Nevertheless, the uplink part can be included via the other delivery mechanisms, e.g. by using GSM or UMTS networks. The management of the chargeable channels can also be done by using the local terminal functionality. One possibility for the DVB-H stand-alone terminal can be based on separate codes that are delivered in form of scratch cards.

The interaction channel provides means for the opening of the ciphered contents, and it can be used, e.g. for the real time voting type of activities during a television program. In theory, there are no obstacles in using any other radio interfaces for the interactions, like WLAN. In any case, the most logical combination is the DVB-H and GSM/UMTS modules integrated physically into the same terminal, as the coverage areas of the 2G and 3G mobile networks can be assumed to usually overlap with DVB-H.
In a typical DVB-H network planning process, it can be assumed that DVB-H and GSM/UMTS networks are overlapping. The overlapping is most perfect if DVB-H can be co-sited with mobile communication networks.

As suggested in [Ung06], in order to build a DVB-H network, position and size of site cells could be selected to maximize the benefit of a hybrid network. The implementation of the DVB-H network on top of the existing 3G and DVB-T network infrastructure is attractive also because it lowers the initial network investments [Had07]. Furthermore, as suggested in [Gom07], the DVB-H and mobile communications networks could collaborate more in such a way that the DVB-H deployment is incremental, mobile networks providing seamlessly a secondary route.

Despite the obvious benefits of the collaborating mode, the challenge in the hybrid network is the establishment of the in-depth co-operation between different infrastructure owners. When data is sent over separate networks, the additional challenge arises from the practical fact that the common algorithms and data flow management methods are not straightforward to deploy for different live networks. Also the site reuse for DVB-H and other systems is not necessarily easy in practice due to the potential non-technical restrictions. For this reason, the analyses of this thesis are based on the assumption of the stand-alone DVB-H network.

Nevertheless, in practice, there might be locations where the coverage areas of either DVB-H or mobile communications networks are present as shown in Figure 2-13. In these cases, the interaction channel does not work at that specific moment and/or location, and it is thus impossible to initiate the opening procedure of a channel that requires separate signalling in order to be used. If the initiation has been done earlier, the channel can be used without the presence of an interaction channel until the possible expiration time of the channel deciphering and scrambling key validity is reached.

Figure 2-13. The principle of overlapping GSM/UMTS coverage areas.

In case of the in-depth radio analysis, if the DVB-H interaction is utilized via 2G/3G, it might be interesting to take into account the effects of the packet switched data on the mobile network.
performance. As concluded in [Pen99], [Pen99b] and [Pir99], the amount of the GSM traffic load can have an effect on the useful coverage areas, because the varying load might create a small-scale UMTS-type of cell breathing in the cell edge areas of the network’s non-BCCH frequencies, i.e., in the frequency hopping layer of GSM.

In practice, though, the $C/I$ of typical GSM mobile networks is dimensioned into a sufficiently high level which provides enough overlapping areas even in the presence of co-channel interferences, which thus minimizes the presence of the outages within the planned coverage areas. Also UMTS can be assumed to provide a sufficiently robust performance even in the highest load cases. For this reason, the investigation of the effect of the 2G/3G traffic load on the success rate can be rejected in those cases of the interactions where the common DVB-H and mobile communications networks are found.
3 Initial radio network planning process

3.1 High-level network dimensioning process

The dimensioning of the high level DVB-H radio network can be summarized by presenting three main variables, i.e. the channel capacity, the coverage area and the quality of the service, which all together have effect on the total cost of the network as illustrated in Figure 3-1. The network with poor capacity, coverage and QoS (Quality of Service) has a minimum cost, but the revenue per customer would also be low due to the unsatisfactory service. On the other hand, the highly overlapping and high-capacity network with excellent outdoor and indoor coverage in a large area is technically desirable, but the cost for the building and operating of the network might be too high in order to recover the expenses as there is a practical limit for the user fees.

![Diagram of high-level cross-relations of the most relevant DVB-H radio network planning items.](image)

The task is thus to design a network with sufficiently high quality, and with initial and operating costs that can be recovered in a planned time period, e.g. via monthly fees. It can be estimated that the quality of the network is on correct level when the customers are willing to use the service and accept the technical performance of the services as well as the related usage fee. In the complete network design, it is thus essential to take into account both technical issues as well as their costs, and to seek for their balance in order to make sure that the return of investments (ROI) are on acceptable level.

As an example of the cross-relation between the values, by keeping the site number the same, 16-QAM modulation would offer high-capacity with lower coverage, whilst QPSK offers less capacity but in larger area with the same location probability for the coverage.
A process chart shown in Figure 3-2 was created as a part of this thesis as a basis for the nominal network planning in order to find the relevant items of the planning and optimisation of the DVB-H radio network in the initial phase. The presented process chart provides an approximation of the number of needed sites by the utilisation of the uniform radio planning assumptions for all the sites.

In this initial planning phase, there is not yet need for a detailed analysis that take into account the realistic site locations and topological variations, different antenna heights and power levels. Nevertheless, the high-level regulatory limitations for the maximum power should be known.

![Figure 3-2. The proposed radio network planning process in the initial phase. The process contains high-level estimations of the capacity and coverage by taking into account the economical and regulatory limitations.](image-url)
3.2 Capacity planning

In the initial phase of the DVB-H network planning, the procedure is to decide first the offered capacity of the system. The total capacity in certain DVB-H bandwidth — defined as 5, 6, 7, or 8 MHz — affects also on the size of the site coverage area. The dimensioning process is thus iterative, and the aim is to find a balance between the capacity, coverage and cost of the network.

The capacity can be varied by adjusting the modulation, guard interval, code rate and channel bandwidth. As an example, the parameter set of QPSK, GI 1/4, code rate 1/2 and channel bandwidth 8 MHz provides a total capacity of 4.98 Mb/s, which can be divided into one or more electronic service guides (ESG) and various audio/video sub-channels with about 200–500 kb/s bit stream dedicated for each.

The capacity does not depend on the number of carriers which is indicated by the FFT mode. Nevertheless, the selected FFT affects on the Doppler shift tolerance. As a comparison, the parameter set of 16-QAM, GI 1/32, code rate 7/8 and channel bandwidth of 8 MHz, provides a total capacity of 21.1 Mb/s. It should be noted, though, that the latter parameter set is not practical due to the clearly increased C/N requirement which reduces considerably the useful coverage area and makes the reception sensible for the variations in the radio interface.

Table 3-1 shows the reachable capacity in Mbit/s per a total DVB-H frequency band as a function of the radio parameter values. This useful bit rate would be reduced accordingly by the direct proportion of MPE-FEC rate when it is present, i.e. MPE-FEC rate of 3/4 (which corresponds about 25 % of overhead) results in 3/4 out of the original capacity value to be available for the useful bits. In this sense, e.g. the combination of CR of 1/2 and MPE-FEC of 1/2 results in the highest protection over the radio transmission but with the lowest capacity.

<table>
<thead>
<tr>
<th>Modul.</th>
<th>CR</th>
<th>QPSK</th>
<th>16-QAM</th>
<th>64-QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GI=1/4</td>
<td>GI=1/8</td>
<td>GI=1/16</td>
<td>GI=1/32</td>
</tr>
<tr>
<td></td>
<td>6MHz</td>
<td>7MHz</td>
<td>8MHz</td>
<td>6MHz</td>
</tr>
<tr>
<td>1/2</td>
<td>3.73</td>
<td>4.35</td>
<td>4.98</td>
<td>4.14</td>
</tr>
<tr>
<td>2/3</td>
<td>4.97</td>
<td>5.80</td>
<td>6.64</td>
<td>5.52</td>
</tr>
<tr>
<td>3/4</td>
<td>5.59</td>
<td>6.53</td>
<td>7.46</td>
<td>6.22</td>
</tr>
<tr>
<td>5/6</td>
<td>6.22</td>
<td>7.25</td>
<td>8.29</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td>GI=1/4</td>
<td>GI=1/8</td>
<td>GI=1/16</td>
<td>GI=1/32</td>
</tr>
<tr>
<td></td>
<td>6MHz</td>
<td>7MHz</td>
<td>8MHz</td>
<td>6MHz</td>
</tr>
<tr>
<td>1/2</td>
<td>7.86</td>
<td>8.70</td>
<td>9.95</td>
<td>8.29</td>
</tr>
<tr>
<td>2/3</td>
<td>9.95</td>
<td>11.61</td>
<td>13.27</td>
<td>11.05</td>
</tr>
<tr>
<td></td>
<td>GI=1/4</td>
<td>GI=1/8</td>
<td>GI=1/16</td>
<td>GI=1/32</td>
</tr>
<tr>
<td></td>
<td>6MHz</td>
<td>7MHz</td>
<td>8MHz</td>
<td>6MHz</td>
</tr>
<tr>
<td>7/8</td>
<td>19.59</td>
<td>22.86</td>
<td>26.13</td>
<td>21.77</td>
</tr>
</tbody>
</table>
The first task of the initial capacity planning is thus to select the whole parameter value set that complies with the target capacity value. As an example, if the target capacity value is a minimum of 8 Mb/s, and the bandwidth is 8 MHz, Table 3-1 indicates the compliant parameter values for QPSK that are \{GI=1/4, CR=5/6\}, \{GI=1/4, CR=7/8\}, \{GI=1/8, CR=3/4\}, \{GI=1/8, CR=5/6\}, \{GI=1/8, CR=7/8\}, \{GI=1/16, CR=3/4\}, \{GI=1/16, CR=5/6\}, \{GI=1/16, CR=7/8\}, \{GI=1/32, CR=3/4\}, \{GI=1/32, CR=5/6\} and \{GI=1/32, CR=7/8\}. For the 16-QAM and 64-QAM modulations, all the GI and CR combinations complies with the minimum requirement of 8 Mb/s in this case.

Knowing that the MPE-FEC rate will reduce the final useful data with the direct proportion, the set of the compliant parameters is reduced in the following way when the MPE-FEC is added:

- For MPE-FEC 7/8: \{QPSK, GI=1/8, (CR=5/6, 7/8)\}, \{QPSK, GI=1/16, (CR=5/6, 7/8)\}, \{QPSK, GI=1/32, (CR=5/6, 7/8)\}, \{16-QAM, GI=all, CR=all\}, \{64-QAM, GI=all, CR=all\}
- For MPE-FEC 5/6: \{QPSK, GI=1/8, CR=7/8\}, \{QPSK, GI=1/16, CR=7/8\}, \{QPSK, GI=1/32, CR=7/8\}, \{16-QAM, GI=all, CR=all\}, \{64-QAM, GI=all, CR=all\}
- For MPE-FEC 3/4: \{16-QAM, GI=1/4, (CR=2/3, 3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/8, 1/16, 1/32, CR=all\}, \{64-QAM, GI=all, CR=all\}
- For MPE-FEC 2/3: \{16-QAM, GI=1/4, (CR=2/3, 3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/8, (CR=2/3, 3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/16, (CR=2/3, 3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/32, CR=all\}, \{64-QAM, GI=all, CR=all\}
- For MPE-FEC 1/2: \{16-QAM, GI=1/4, (CR=5/6, 7/8)\}, \{16-QAM, GI=1/8, (CR=3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/16, (CR=3/4, 5/6, 7/8)\}, \{16-QAM, GI=1/32, (CR=2/3, 3/4, 5/6, 7/8)\}, \{64-QAM, GI=1/4, (CR=2/3, 3/4, 5/6, 7/8)\}, \{64-QAM, GI=1/8, 1/16, 1/32, CR=all\}

As the increased capacity reduces respectively the radio coverage, the task is to find a parameter combination that complies with the original capacity requirement with a possible margin that should be decided beforehand. The division for the margin categories can be decided in such a way that the excess of the capacity of, e.g. 0...10% is still acceptable and complies with the target capacity dimensioning. If the excess is, e.g. 10...25%, it can be called as slightly over-dimensional capacity, 25...50% can be categorized as clearly over-dimensional, and more than 50% can be considered as heavily over-dimensional.

In this example, the parameter values that comply with the target value of 8.0...8.8 Mb/s are the following:
• For MPE-FEC off: \(\{\text{QPSK, GI}=1/4, \text{CR}=5/6\}\), \(\{\text{QPSK, GI}=1/4, \text{CR}=7/8\}\), \(\{\text{QPSK, GI}=1/8, \text{CR}=3/4\}\), \(\{\text{QPSK, GI}=1/16, \text{CR}=3/4\}\), \(\{\text{QPSK, GI}=1/32, \text{CR}=2/3\}\)

• For MPE-FEC 7/8: \(\{\text{QPSK, GI}=1/8, \text{CR}=5/6\}\), \(\{\text{QPSK, GI}=1/8, \text{CR}=7/8\}\), \(\{\text{QPSK, GI}=1/16, \text{CR}=5/6\}\), \(\{\text{QPSK, GI}=1/32, \text{CR}=5/6\}\), \(\{16\text{-QAM, GI}=1/4, \text{CR}=1/2\}\)

• For MPE-FEC 5/6: \(\{\text{QPSK, GI}=1/8, \text{CR}=7/8\}\), \(\{\text{QPSK, GI}=1/16, (\text{CR}=5/6, 7/8)\}\), \(\{\text{QPSK, GI}=1/32, (\text{CR}=5/6, 7/8)\}\)

• For MPE-FEC 3/4: \(\{16\text{-QAM, GI}=1/8, \text{CR}=1/2\}\), \(\{\text{QPSK, GI}=1/16, \text{CR}=1/2\}\)

• For MPE-FEC 2/3: \(\{16\text{-QAM, GI}=1/32, \text{CR}=1/2\}\)

• For MPE-FEC 1/2: \(\{16\text{-QAM, GI}=1/4, (\text{CR}=5/6, 7/8)\}\), \(\{16\text{-QAM, GI}=1/8, \text{CR}=3/4\}\), \(\{16\text{-QAM, GI}=1/16, \text{CR}=3/4\}\), \(\{16\text{-QAM, GI}=1/32, \text{CR}=2/3\}\), \(\{64\text{-QAM, GI}=1/8, \text{CR}=1/2\}\), \(\{64\text{-QAM, GI}=1/16, \text{CR}=1/2\}\)

When the parameter value candidate short list is selected for the coverage planning, some high-level rules should be already known about the effects of the MPE-FEC, modulation, GI and CR for the final selection of the combination of the parameters. As an example, the optimal performance of MPE-FEC depends on the environment. It functions best when the field strength is low enough, and impulse noise is present. Publication II shows that MPE-FEC does have a clear benefit in the extending of the coverage area in the vehicular outdoor channel as the MPE-FEC functionality can provide the same reception quality with a several dB's lower field strength compared to the sole FEC performance.

Nevertheless, the results of Publication VIII show that when operating within the functional Doppler limits, the importance of MPE-FEC lowers in the low speed pedestrian channel in the city areas where the outdoor field strength is good and the received power levels where MPE-FEC would be most useful are actually rarely present compared to the single site cell. Publication VIII shows that in the indoor pedestrian channel, the negative effect of the occasionally occurring impulse noise lowers even with the lowest MPE-FEC rates. Also, the frame error rate in the low field of the buildings can be enhanced, although Publication VIII shows that it happens typically only within small areas as the indoor field strength lowers relatively fast in the cell edge region due to the strong diffraction attenuation of walls.

Based on Publications II and VIII, the strongest MPE-FEC rates are not recommendable to apply in areas where sufficiently high field strength is found as this would waste capacity but not offering clear performance gains. It has been noted in [Apa06a, p. 4] that the combination of high code rate and low MPE-FEC rate gives better balance between the capacity and coverage compared to the low code rate and high MPE-FEC rate. On the other hand, as concluded in Publication VIII, it is not recommendable to switch off the MPE-FEC as it reduces occasionally...
appearing impulse noise and helps to extend the useful coverage when the terminal is found in the edge area of the site cell.

QPSK is the most robust of the available DVB-H modulations. It provides largest coverage areas, but with lowest capacity. As [Rei05, p. 172] and [Law01, p. 65] show, the bit error rate of $1\cdot10^{-4}$ for QPSK (4-QAM) requires about 8.2 dB $E_b/N_0$, whereas the requirement for the 16-QAM is about 12.1 dB and for the 64-QAM about 16.4 dB. This indicates that 16-QAM increases the path loss approximately 4 dB compared to QPSK when applied as such on the radio link budget. On the other hand, 16-QAM provides a double capacity compared to QPSK. 64-QAM further decreases the coverage approximately with an additional 4 dB in theory. Based on the outdoor field tests carried out in Publication II, though, 64-QAM was noted to be very sensitive to the varying radio channel conditions and is thus not recommendable as the primary choice of modulation in large areas.

When analysing further the case results of Publication II, Tables I–III, the QEF point of BER, i.e. 2$\cdot10^{-4}$, is obtained typically with about 7−8 dB stronger $C/N$ values for 16-QAM compared to QPSK. According to the case results of Publication II, the QEF point in case of the 64-QAM seem to require typically more than 20 dB compared to QPSK, which indicates strong practical challenges for 64-QAM in a mixed radio channel type although the results in this specific case were obtained by collecting the data with a prototype terminal. It should be noted that even if the practical 64-QAM performance might require higher $C/N$ than indicated in theory especially in vehicular channels, there are isolated pedestrian locations where 64-QAM could be used efficiently, e.g. in airports and shopping centres, with a clearly separated SFN or MFN.

If the SFN mode is used, smallest GI values provide also smallest functional area as can be seen in Table 2-1. It means that when using only one or two frequencies and there is a need to cover large areas, GI-values of 1/32 and 1/16 are not recommendable. The largest SFN area can be obtained by using the GI value of 1/4. On the other hand, the small GI values provide more Doppler tolerance which is beneficial in the fast vehicular channel type.

According to the above information, in this specific case, it would be logical to select the following settings as primary generic option for the first iteration of the capacity planning phase: \{16-QAM, GI=1/4, CR=1/2, MPE-FEC 7/8\}, \{16-QAM, GI=1/8, CR=1/2, MPE-FEC 3/4\} or \{QPSK, GI=1/16, CR=1/2, MPE-FEC 3/4\}.

The outcome of this first step of the investigation is a compliant set of DVB-H parameter values for the capacity requirement taking into account the acceptable excess of the capacity. If the forthcoming coverage analysis does not produce a desired plan, the initial capacity target should be changed and the above described process needs to be repeated. If the parameter value set is not considered feasible, the values should be revised until the wanted capacity can be achieved with the required coverage and quality level of the network.
3.3 Coverage and QoS planning [Publications V, VII]

When the capacity requirement and the respective radio parameter value set is known, the next step of the DVB-H network dimensioning is to estimate the coverage of the site cells. The major items for the first hand coverage estimation are: coordinates of the transmitter, radiated power, frequency and antenna pattern [Goe02]. In addition to the antenna height, radiating power and radio path loss in different propagation types, the coverage area size depends on the required quality level of the reception.

The estimation of the radio channel type is important in this phase as it includes the fading profile and has thus effect on the radio link budget and Doppler tolerance limits. In order to get the first estimation of the number of the transmitters, the nominal plan can be carried out by assuming an ideal distribution of sites and the most probable channel type. The practical radio network is always non-ideal as for the site locations, so the final plan must be adjusted accordingly, by using non-uniform power levels and antenna heights. The coverage holes, e.g. in street canyons and indoors, can be further enhanced by using separate DVB-H gap-fillers.

As there is time and location dependent fluctuation in the received power, the dimensioning is done by estimating the probability for the reception of the sufficiently high-level signal, i.e. the task is to design the wanted quality target of the coverage. The margin is presented by the location variation parameter in the link budget. The margin is estimated for the coverage area over the whole site cell.

3.3.1 Radio link budget

When the coverage criteria are known, the site cell radius can be estimated by applying the radio link budget calculation. As DVB-H is a broadcast system, the radio link budget is calculated only for the downlink direction. For the possible interaction channel, the respective downlink and uplink path losses can be estimated by applying a separate radio link budget of the used system for the interactions (e.g. GSM/GPRS or UMTS). In the normal planning case, though, it can be assumed that the coverage area of the interaction channel is present ideally where also DVB-H is found.

The generic principle of the DVB-H link budget can be seen in Table 3-2. The calculation shows an example of the transmitter output power level of 2,400 W, with the quality value of 90 % for the area location probability. There are four different cases shown in the table as a function of the modulation and MPE-FEC rate. The SFN gain has assumed as 0 dB in these cases. According to the link budget, the outdoor reception of this specific case results in a successful reception for \{QPSK, CR 1/2, MPE-FEC 2/3\} when the radio path loss is equal or less than 144.2 dB. The principles of Table 3-2 have been used throughout of the publications of this thesis, including the SFN simulator presented in Annex A.
Table 3-2. An example of the DVB-H link budget.

<table>
<thead>
<tr>
<th>General parameters</th>
<th>Variable</th>
<th>Unit</th>
<th>Case:</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVB-H Link Budget</td>
<td>Modulation:</td>
<td></td>
<td>QPSK</td>
<td>QPSK</td>
<td>16-QAM</td>
<td>16-QAM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CR:</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MPE-FEC:</td>
<td>1/2</td>
<td>2/3</td>
<td>1/2</td>
<td>2/3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>f</td>
<td>MHz</td>
<td>600.0</td>
<td>600.0</td>
<td>600.0</td>
<td>600.0</td>
<td></td>
</tr>
<tr>
<td>Noise floor for 8 MHz bandwidth</td>
<td>P_n</td>
<td>dBm</td>
<td>-105.2</td>
<td>-105.2</td>
<td>-105.2</td>
<td>-105.2</td>
<td></td>
</tr>
<tr>
<td>RX noise figure</td>
<td>F</td>
<td>dB</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>TX</td>
<td>Transmitter output power</td>
<td>P_{TX}</td>
<td>W</td>
<td>2400.0</td>
<td>2400.0</td>
<td>2400.0</td>
<td>2400.0</td>
</tr>
<tr>
<td></td>
<td>Transmitter output power</td>
<td>P_{TX}</td>
<td>dBm</td>
<td>63.8</td>
<td>63.8</td>
<td>63.8</td>
<td>63.8</td>
</tr>
<tr>
<td></td>
<td>Cable and connector loss</td>
<td>L_{cc}</td>
<td>dB</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>Power splitter loss</td>
<td>L_{ps}</td>
<td>dB</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>Antenna gain</td>
<td>G_{TX}</td>
<td>dBi</td>
<td>13.1</td>
<td>13.1</td>
<td>13.1</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>Antenna gain</td>
<td>G_{TX}</td>
<td>dBd</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>Eff. Isotropic radiating power</td>
<td>EIRP</td>
<td>dBm</td>
<td>70.9</td>
<td>70.9</td>
<td>70.9</td>
<td>70.9</td>
</tr>
<tr>
<td></td>
<td>Eff. Radiating power</td>
<td>ERP</td>
<td>W</td>
<td>12309</td>
<td>12309</td>
<td>12309</td>
<td>12309</td>
</tr>
<tr>
<td>RX</td>
<td>Min C/N for the used mode</td>
<td>(C/N)_{min}</td>
<td>dB</td>
<td>8.5</td>
<td>11.5</td>
<td>14.5</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>P_{RX(min)}</td>
<td>dBm</td>
<td>-91.7</td>
<td>-88.7</td>
<td>-85.7</td>
<td>-82.7</td>
</tr>
<tr>
<td></td>
<td>Antenna gain, isotropic ref</td>
<td>G_{RX}</td>
<td>dBi</td>
<td>-8.4</td>
<td>-8.4</td>
<td>-8.4</td>
<td>-8.4</td>
</tr>
<tr>
<td></td>
<td>Antenna gain, 1/2 wavelength dipole</td>
<td>G_{RX}</td>
<td>dBd</td>
<td>-6.2</td>
<td>-6.2</td>
<td>-6.2</td>
<td>-6.2</td>
</tr>
<tr>
<td></td>
<td>Isotropic power</td>
<td>P_{i}</td>
<td>dBm</td>
<td>-83.3</td>
<td>-80.3</td>
<td>-77.3</td>
<td>-74.3</td>
</tr>
<tr>
<td></td>
<td>Location variation for 90% area prob</td>
<td>L_{lv}</td>
<td>dB</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>SFN gain</td>
<td>G_{SFN}</td>
<td>dB</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MPE-FEC gain</td>
<td>G_{MPE-FEC}</td>
<td>dB</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Building loss</td>
<td>L_{b}</td>
<td>dB</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>GSM filter loss</td>
<td>L_{SM}</td>
<td>dB</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Min required received power outdoors</td>
<td>P_{min(out)}</td>
<td>dBm</td>
<td>-76.3</td>
<td>-73.3</td>
<td>-70.3</td>
<td>-67.3</td>
</tr>
<tr>
<td></td>
<td>Min required received power indoors</td>
<td>P_{min(in)}</td>
<td>dBm</td>
<td>-62.3</td>
<td>-59.3</td>
<td>-56.3</td>
<td>-53.3</td>
</tr>
<tr>
<td></td>
<td>Min required field strength outdoors</td>
<td>E_{min(out)}</td>
<td>dBuV/m</td>
<td>56.4</td>
<td>59.4</td>
<td>62.4</td>
<td>65.4</td>
</tr>
<tr>
<td></td>
<td>Min required field strength indoors</td>
<td>E_{min(in)}</td>
<td>dBuV/m</td>
<td>70.4</td>
<td>73.4</td>
<td>76.4</td>
<td>79.4</td>
</tr>
<tr>
<td>Maximum path loss, outdoors</td>
<td>L_p(out)</td>
<td>dB</td>
<td>147.2</td>
<td>144.2</td>
<td>141.2</td>
<td>138.2</td>
<td></td>
</tr>
<tr>
<td>Maximum path loss, indoors</td>
<td>L_p(in)</td>
<td>dB</td>
<td>133.2</td>
<td>130.2</td>
<td>127.2</td>
<td>124.2</td>
<td></td>
</tr>
</tbody>
</table>

The interpretation of the quality of the coverage area depends on the agreed area location probability level. In general, the location variation is considered to follow a log-normal distribution [Bee07], meaning that the logarithm of the signal level follows a normal or Gaussian distribution. The statistical distribution should be applied in the respective quality level estimations. The mean value means that 50 % of the samples are above this value and the other half below. In case of any other percentage for the coverage quality criterion, the relationship between the
mean value and standard deviation should be known. The standard deviation of 5.5 dB is normally used in the typical sub-urban type of DVB-H. The standard deviation is commonly used as a basis for the mobile communications coverage predictions, informing about the confidence in statistical conclusions.

The relationship between the area location probability and the additional margin that should be taken into account in the DVB-H link budget can be thus derived from the characteristics of the normal and log-normal distribution, e.g. by observing the attenuation points (dB) in cumulative scale that fulfils the required percentage of the area location in the whole area. Furthermore, it can be decided that 90 % of area location probability indicates a fair outdoor coverage, whilst 95 % is considered as good and 99 % provides an excellent quality. Table 3-3 summarizes the mapping of the typical values that can be used in the DVB-H planning for mobile reception, when the standard deviation is 5.5 dB [Dvb09, p. 95]. In addition to the standard deviation, the criteria vary depending on the environment, i.e. on the propagation slope. Slope of 2 (i.e. 20 dB/decade) represents line of sight in free space. The slope of 3.5 (i.e. 35 dB/decade) is used in Table 3-3, representing typical urban environment.

Table 3-3. The area location probability in the site cell edge and over the whole site cell area for the mobile reception when the standard deviation is 5.5 dB, according to [Dvb09].

<table>
<thead>
<tr>
<th>Area location prob. (minimum coverage target)</th>
<th>Location probability in site cell edge</th>
<th>Location correction factor</th>
<th>Subjective quality description</th>
</tr>
</thead>
<tbody>
<tr>
<td>90 %</td>
<td>70 %</td>
<td>7 dB</td>
<td>Fair outdoor</td>
</tr>
<tr>
<td>95 %</td>
<td>90 %</td>
<td>9 dB</td>
<td>Good outdoor, fair indoor</td>
</tr>
<tr>
<td>99 %</td>
<td>95 %</td>
<td>13 dB</td>
<td>Excellent outdoor, good indoor</td>
</tr>
</tbody>
</table>

Reference [Mil06, p. 31] presents the correction factors as a function of the reception environment: pedestrian 90% location area probability results in 7.1 dB, pedestrian 95 % location 9.0 dB, indoor 90 % location 10.4 dB, indoor 95 % location 13.3 dB, mobile 90 % location 9.0 dB and mobile 99 % location 12.8 %.

In [Bmc09], the area types have been further divided into different classes, i.e. outdoor pedestrian (A), light indoor (B1), deep indoor (B2), mobile roof-top (C) and mobile in-car (D). Reference [Bmc09] proposes that for the class A and B, a good coverage quality corresponds to 95 %, and acceptable to 70 % area location probability whilst the class C and D corresponds to values of 99 % and 90 %, respectively. It is thus important to clarify the level of the quality in such a way that no misinterpretations may occur in the requirement levels.

It should be noted that in DVB-H, the "cell" coverage refers to the coverage area of one or more sites belonging to a certain SFN. In this work, the term "site cell" refers to the coverage area of
a single antenna system of one transmitter. The antenna of the site cell can be omni-radiating or a set of directional antennas. The definition of the "cell" can be found in [Dvb09] which describes that in the DVB-H system, the cell_frequency_link_descriptor indicates the frequencies that are used for the different cells of the network. The frequencies (and thus cells) are furthermore mapped with Transport Streams. The cell_list_descriptor contains the needed information of the coverage area of the cells. Physically, cell is defined as a geographical area covered by the signals that contain one or more transport streams, which can be done with one or more transmitters. In the simulations of this thesis, the hexagonal model with omni-radiating antennas per site cell is used for the coverage estimate. In Publication V, though, sectorized site cells are used with realistic topological information about the surrounding areas in order to estimate the DVB-H coverage areas in dense urban area.

Path loss

The maximum path loss $L$ (dB) is the difference between the effective isotropic radiating transmitter power $P_{EIRP}$ and the required received power in outdoors $P_{\text{min(out)}}$:

$$L = P_{EIRP} - P_{\text{min(out)}}$$  \hspace{1cm} (3-1)

In this formula, $P_{EIRP}$ (dBm) is:

$$P_{EIRP} = P_{\text{TX}} - L_{\text{ce}} - L_{ps} + G_{\text{TX}}$$  \hspace{1cm} (3-2)

The minimum received power level $P_{\text{min(out)}}$ (dBm) is:

$$P_{\text{min(out)}} = P_{i} + L_{lv} - G_{\text{SFN}} - G_{\text{MPE-FEC}} + L_{\text{GSM}}$$  \hspace{1cm} (3-3)

where $P_{i}$ is the isotropic received power, $L_{lv}$ is the location variation for a certain area probability (that can be obtained from Table 3-3), $G_{\text{SFN}}$ is the SFN gain, $G_{\text{MPE-FEC}}$ is the MPE-FEC gain, and $L_{\text{GSM}}$ is the GSM filter loss due to the isolation of the DVB-H receiver and GSM transmitter.

The isotropic received power is obtained from:

$$P_{i} = P_{\text{RX min}} - G_{\text{RX}}$$  \hspace{1cm} (3-4)

where $P_{\text{RX min}}$ is the receiver sensitivity, or the minimum power level the receiver requires, and $G_{\text{RX}}$ is the receiver's antenna gain. The latter depends on the frequency. Based on the information of [Dvb09, p. 87] a linear interpolation has been applied for $\{474 \text{ MHz} < f < 858 \text{ MHz}\}$ for the antenna gain (which is in fact loss) throughout in the simulations of this thesis:

$$G_{\text{RX}} [\text{dB}] = \frac{5f}{384} - \frac{5 \cdot 474}{384} - 10 = 0.013f - 16.172$$  \hspace{1cm} (3-5)

The minimum required receiver's power level $P_{\text{RX min}}$ is obtained by:
\[ P_{RX_{\text{min}}} = P_n + (C/N)_{\text{min}} \quad , \] (3-6)

where \( P_n \) is the receiver noise input power level, and \( (C/N)_{\text{min}} \) is the minimum functional \( C/N \) which depends on the used modulation, CR and MPE-FEC rate.

The receiver noise input power \( P_n \) (dBW) can be presented further by:

\[ P_n = F + 10 \log(kTB) \quad , \] (3-7)

where \( F \) (dB) is the receiver's noise figure (component dependent) and \( P_T = 10 \cdot \log(kTB) \) is the thermal noise level, \( k \) is Boltzmann's constant \( 1.38 \cdot 10^{-23} \) J/K, \( T \) is the temperature in Kelvin (290 K is normally used as an average value) and \( B \) is the receiver's noise bandwidth (Hz). In DVB-H, the value for \( B \) is 7.6 MHz in case of the 8 MHz variant. As an example, for the 8MHz band, the thermal noise floor is \(-105.2 \) dBm. Combined with the terminal's noise figure of 5 dB (this depends on the quality of the receiver's components, and it has frequency dependency), the \( P_n \) would be \(-100.2 \) dBm.

There is still one important item that should be taken into account when estimating the final maximum allowed path loss. This is the loss that the transmitter filter absorbs from the radiating power. In the general calculations, it can be estimated as 10% of the radiating power level (W). As an example, Publication I utilized the 10% assumption for the transmitter filter loss. The effect can be taken into account when the transmitter power level is presented in dBm:

\[ P_{TX_{\text{effective}}}[\text{dBm}] = 10 \cdot \log \left( \frac{(P_T[W] \cdot 0.9)}{1 \cdot 10^{-3}} \right) \] (3-8)

The complete formula for the maximum path loss is thus:

\[
L(dB) = 10 \cdot \log \left( \frac{(P_T[W] \cdot 0.9)}{1 \cdot 10^{-3}} \right)[dBm] - L_{\text{tx}}[dB] - L_{ps}[dB] + G_{\text{TX}}[dB] - NF[dBm] - \\
- \left( 30 + 10 \log(kTB)[dBm] \right) - (C/N)_{\text{min}}[dB] + \left( 0.013 f[MHz] - 16.172 \right)[dB] - L_f[db] + \\
+ G_{SFN}[dB] + G_{MPE-FEC}[dB] - L_{GSM}[dB] \] (3-9)

**Building loss**

The building loss, or building penetration loss, can be estimated in a general level as an average value in different environment types, and it can thus be considered as a fixed radio link budget value for different area types. The DVB-H implementation guideline recommends a median value of 11 dB and a standard deviation value of 6 dB to be used for the building loss [Dvb09, p. 94]. In addition to the building penetration loss, i.e. the ratio of the average powers measured outside and inside the building with a fixed transmitter, also the building floor loss may be important to take into account in the detailed network planning. Reference [Jos07, p 3008] has concluded that the floor loss can be in certain cases approximately between 30 and 40 dB.
In [Bmc07], it is stated that the building loss is frequency dependent. This is logical as the radio wave penetrates into the buildings depending on the conditions. As an example, a typical urban building normally contains metallic supports that might create a Faraday cage. Depending on the wavelength of the signal and the hole-size of the supporting metal the respective attenuation varies. Reference [Bmc09, p. 12] includes typical building penetration losses for the general use of the radio link budget. They have been adjusted from the previous [Bmc07] link budget document. The updated table shows values of 7 dB for class D (in-car) for all the bands of VHF, UHF, L-band and S-band with no standard deviation. For the class B1 (light indoor), the penetration loss is given as 9 dB (with the standard deviation $\sigma_p$ of 4.5) for VHF, 11 dB ($\sigma_p = 5$ dB) for UHF, 13 dB ($\sigma_p = 5$ dB) for the L-band and 14 dB ($\sigma_p = 5$ dB) for the S-band. For the class B2 (heavy indoor), the respective values are: 15 dB ($\sigma_p = 5$ dB), 17 dB ($\sigma_p = 6$ dB), 19 dB ($\sigma_p = 6$ dB) and 19 dB ($\sigma_p = 6$ dB).

The snap-shot measurements carried out during the field tests of Publication IX correlate with the above mentioned information. There were two building types investigated, first case (A) being an 8-floor hotel with an open centre area representing deep indoor (class B2), and the second (B) being a lighter 1-floor construction (class B1). In both cases, the received power level was stored with one-second interval in a slow-moving pedestrian radio channel type by walking outside of the building on the side where the transmitter antenna was installed, and then by repeating the same measurements in the ground floor inside the centre of the building. A UHF frequency of 701 MHz was used in these measurements. The investigated buildings were located in a typical sub-urban area. It should be noted, that the building loss might vary considerably depending on the environment and building material. Figure 3-3 shows the cumulative normalized histogram of RSSI values for the first case (A). This format gives the 50-percentile of the indoor and outdoor. The graph is further post-processed from Figure 25 of Publication IX.

![Figure 3-3. An example of the typical building loss in a format of a cumulative RSSI histogram, which is obtained by the difference of the received power in the indoor and outdoor area. This case represents the deep building type of B2.](image-url)
The analysed results show that the difference in the average RSSI values of indoor and outdoor, 
i.e. the building loss, for the first case A, which represents the class B2, is 16.1 dB with the 
standard deviation of 5.8 dB in indoors and 3.9 dB in outdoors. The respective value set of 
[Bmc09, p. 12] is very close to this result, the difference between the measured one being about 
1 dB. When comparing the building loss via the 50-percentile values the result would be about 
18 dB. For the second case (B), which represents the class B1, the building loss that is calcu-
lated via the differences of the average values, is 14.1 dB, with the standard deviation of 6.1 dB 
in outdoors and 2.9 dB in indoors. The difference between the [Bmc09] is now about 3 dB. The 
respective 50-percentile comparison indicates that the building loss is about 13 dB.

As both cases show differences between the average and respective 50-percentile values, it is 
important to define which the used method is for solving the building loss. In [Bmc09, p. 11], 
the average values are used, and the building penetration loss $L_p$ is obtained by comparing the 
signal level distributions $E$ inside and outside of the building:

$$L_p = E_{\text{out\_average}} - E_{\text{in\_average}} \quad (3-10)$$

The examples presented in this thesis show that sufficiently amount of field tests clarifies the 
typical building loss values that can be used for the local adjustment of the link budget. Al-
though only two snap-shot cases were investigated in Publication IX (shown in Publication’s 
Figure 25), they correlate with [Bmc09, p. 12] indicating that the respective building loss values 
can be used as default ones in the radio link budget until possible more in-depth local modifica-
tion is made.

**Effect of the antenna height: Receiver**

The mobile environment affects on the coverage area of DVB-H differently compared to DVB-
T. The planning assumption of the DVB-H radio link budget is outdoors with a 1.5 meter 
terminal height, typically in N-LOS in the city area. This causes a penalty for the DVB-H link 
budget compared to the DVB-T that is based on the fixed rooftop antenna with LOS [Far07]. 
Reference [Mil06, p. 32] indicates that the receiver antenna height loss can be 11 dB for rural 
area, 16 dB in suburban and 22 dB in urban area in Band IV. For the band V, the respective 
values are 13, 18 and 24 dB.

**Effect of the antenna height: Transmitter**

As Figure 3-4 and Publications I and V indicate, the height of the DVB-H transmitter site an-
tenna has a key role in the coverage area of the DVB-H site cell. By observing Figure 3-4, the 
doubling of radiating power level, i.e. adding 3 dB to the radio link budget might raise the ra-
dius of the site cell by about 30% in the typical DVB-H antenna heights, meaning that the cov-
erage area would enhance around 70%. This could happen, e.g. by changing the 2400 W trans-
mitter model to 4700 W model when using the antenna in 60 m height. On the other hand, if the
transmitter antenna height is moved from 60 m to 85 m (40% rise to the height) but using the same 2,400 W transmitter, the effect of the coverage area would be the same as doubling the transmitter power. This phenomenon should be considered in the cost optimisation of DVB-H.

**SFN gain**

One possible item in the radio link budget is the SFN gain that can enhance the performance in the overlapping areas, or provide the theoretical possibility to construct the sites further away from each others as the coverage area of each site cell rises. The interpretation of the benefit of SFN varies though.

The implementation guidelines \[Dvb09, p. 78\] mentions that there is a potential SFN diversity gain but without specifying more concrete values. The SFN gain in general has been noted as useful in \[Zir00\] and \[Cha06\]. On the other hand, \[Bmc09, p. 15\] recommends that the SFN gain would not be taken into account in the radio link budget. Nevertheless, the simulations carried out in Publication III show that the SFN gain is present in an SFN network that does not contain interfering sites (i.e. the distance of the extreme sites is within the distance determined by GI). Furthermore, Publication IV has concluded that as the number of the sites grows, the SFN gain rises to about 6 dB level in the theoretical case over a large SFN where the absolute signal power levels are summed in a completely non-interfered environment. With the parameter sets that results in smaller SFN sizes, as the number of sites grows, part of the sites may start to add interference thus reducing the SFN gain. Depending on the radio parameter set (FFT size and GI), the balance can still be achieved by adjusting the transmitter antenna heights and power levels, but some of the parameter values leads to the highly interfered network as shown via the simulations in Figures 6–7, 11–13 and 16–17 of Publication VII.

The challenge of using the SFN item in the link budget is that there is no coherent definition available for the gain. It could be interpreted as the difference between the received power levels in dB, comparing a single stream with a varying number of streams as has been presented in \[Ple08\]. The value could also be resolved by mapping the \(C/(N+I)\) distribution over the whole investigated area as has been presented in the simulations of Publications III, IV and X.

**Minimum C/N**

The minimum \(C/N\) ratio that is required for the successful reception of DVB-H video / audio streams depends on the combination of the modulation, code rate and MPE-FEC. Also the radio channel type has a clear effect. The information about the modulation and code rate dependency can be seen in \[Dvb09\] and \[Bou06, p. 27\]. The required carrier level values presented in these references have been used in the presented analysis throughout this thesis. It should be noted that as the values have been published in relatively early stage of DVB-H, they might not be the final ones, though, but as for the accuracy of the results presented in this thesis, it can be assumed that the values are sufficiently close to the reality for different channel types.
MPE-FEC

The MPE-FEC functionality has been designed to DVB-H in order to provide additional protection for the radio transmission, which enhances the received signal quality. The MPE-FEC rate can be varied between 0–50%. According to [Dvb09, p. 14] MPE-FEC is suitable for the improvement of the $C/N$ performance in mobile radio channels. It also gives additional protection against the impulse noise, and enhances the performance of fast moving terminals by adding the Doppler shift resistance. The MPE-FEC gain depends on the environment. In general, the closer the radio channel is to the AWGN type, the less gain MPE-FEC offers. On the other hand, the MPE-FEC gain is more notable in the Rayleigh type of fast fading channel as the OFDM can utilize the separate radio components inside of the SFN area providing this additional gain.

Among various other references, [Him09] indicates a clear advantage in the use of MPE-FEC. The effect might be in order of several dB. In addition to the streaming services, MPE-FEC is also useful for the file-cast mode of DVB-H. According to [Gom07, p. 5], the needed time for the file transfer is considerably reduced, and more content can thus be delivered with the same infrastructure by utilising MPE-FEC. On the other hand, if the transmission time is kept the same, the area coverage for the reliable reception is enlarged. Publications II, VIII and X investigates the behaviour of MPE-FEC by varying the radio parameter values and area types. The results correlate with the common understanding about the benefits of MPE-FEC. According to these results, depending of the parameter settings and radio channel type, the MPE-FEC can move the 5 % frame error rate point up to 7 dB in RSSI scale in the single site cell case, indicating that in the best case, the additional error correction can enhance considerably the link budget.

Other effects

The seasonal conditions might cause low-level yearly fluctuations in the radio propagation due to the variations of the moisture level of vegetation and weather conditions (e.g. via occasional tunnelling effects in the ionosphere). As an example, [Apa06a, p. 64] has noted that the field measurement results do have certain deviation due to the rain. It can be assumed though that in the typical link budget, the effect of the vegetation and rain is minimal for DVB-H in VHF/UHF bands. In case of the 1.6 GHz version, the effect might be more considerable due to the radio propagation characteristics in higher frequencies. In any case, the seasonal path loss variation can be considered as a minor detail in a practical radio link budget, and due to the challenges in the periodical adjustment of broadcast type of network, it is not necessary to take into account.

As another possible link budget item, the reception antenna diversity could be utilized to exploit the multipath propagation. According to [Bmc09, p. 15], this feature may not be implemented on all devices, though, so the diversity effect is not needed to be taken into account in the link budget until the penetration of the terminals containing possible receiver diversity or MIMO type of functionality is sufficiently high.
### 3.3.2 Propagation models

The most important radio related task in the nominal as well as in the detailed network planning is to estimate the DVB-H coverage area with the given parameters. There are various models available that are based on the radio propagation theories and experiments. There are also interpolation methods presented [Bac04]. The outcome is typically a method that can be applied for the mathematical calculation of the estimated site cell radius. Some of the widely used experimental models in the mobile communications are based on the Okumura-Hata [Hat80], Cost 231-Hata [Cos99] and ITU-R [Itu07] path loss predictions. This type of models divides the formulation into separate area types, e.g. presenting urban, sub-urban and open areas. Cost 231-Walfisch-Ikegami based model is a slightly different as it tends to quantify the propagation environment. Typically after the initial presentation of the models, there have been various validation rounds that have confirmed the functionality, or have adjusted the models closer to the reality. As an example, the original Cost 231-Walfisch-Ikegami had a minor error in the initial presentation which was found later. Furthermore, the functionality of the model has been investigated, e.g. in [Jeo01], which concluded that the results of the model are relatively close to the ones obtained from the Okumura-Hata based models especially when the building group height is close to the value of half of the street width.

The original Okumura-Hata path loss prediction model [Hat80] is useful in the approximate coverage estimation of DVB-H in many cases especially in the nominal radio network planning phase. As an example, the estimated path loss $L$ (dB) in the large city type can be obtained by:

$$L(dB) = 69.55 + 26.16 \log(f) - 13.82 \log(h_{BS}) - a(h_{MS}) + [44.9 - 6.55 \log(h_{BS})] \log(d)$$

where $h_{BS}$ is the height of the DVB-H transmitter antenna (in range of 30–200 m), $h_{MS}$ is the height of the receiver (m), and $d$ is the distance between the transmitting and receiving antennas (km). For the frequency range of 400–1500 MHz, the area type factor for the large city is:

$$a(h_{MS})_{LC} = 3.2[(\log(11.75h_{MS}))^2 - 4.97]$$

The maximum distance $d$ up to 20 km can now be obtained:

$$d = 10^{\left\{\frac{L(dB) - 69.55 + 26.16 \log(f) - 13.82 \log(h_{BS}) - a(h_{MS})}{44.9 - 6.55 \log(h_{BS})}\right\}}$$

For the medium-small city type, the correction factor is:

$$a(h_{MS})_{MSC} = (1.1 \log f - 0.7)h_m - (1.56 \log f - 0.8)$$

For the sub-urban area type, the path loss $L$ of (3-11) is used as a basis with the following:
\[ L_{\text{sub-urban}} = L - 2 \left( \log \left( \frac{f}{28} \right) \right)^2 - 5.4 \]  

(3-15)

Finally, the loss in the open area can be obtained by applying the following correction:

\[ L_{\text{open}} = L - 4.78(\log f)^2 + 18.33 \log f - 40.94 \]  

(3-16)

Figure 3-4 presents the estimated site cell range of the example calculated with the large city correction factor of the Okumura-Hata prediction model and by varying the transmitter antenna height and power levels according to Table 3-2. As can be noted, the antenna height has a major impact on the site cell radius compared to the transmitter power level.

![Figure 3-4. Examples of the DVB-H site cell radius, when 16-QAM, CR 1/2 and MPE-FEC 1/2 are applied. Neither the SFN gain nor MPE-FEC gain are utilised in these calculations.](image)

Another suitable model for practically all DVB-H environments is ITU-R P.1546 [Itu07]. The model is based on pre-defined curves for the frequency range of 30 MHz to 3,000 MHz and for maximum antenna heights of 3,000 m from the surrounding ground level. The model is valid for terminal distances of 1 to 1,000 km from the base station over the terrestrial and sea levels, or for the combination of these.

If the investigated frequency or antenna height does not coincide with the pre-defined curves, the correct values can be obtained by interpolating or extrapolating the pre-defined values according to the annexes of [Itu07] and by applying the calculation principles presented in its Annex 5. The case curves represent field strength values for 1 kW effective radiated power level (ERP), and the curves have been produced for the frequencies of 100 MHz, 600 MHz and 2
GHz. The curves are based on the empirical studies about the propagation. In addition to the graphical curve format, the values can be obtained also in a tabulated numerical format.

The ITU-R P.1546 method has been evaluated in different sources. Reference [Öst06] has concluded that in the rural area of Australia, P.1546-0 and P.1546-1 provide better overall prediction of the path loss compared to traditional models like Okumura-Hata. The comparison also shows that P.1546-2 on average underestimates the field strength by more than 10 dB in that area type. Nevertheless, it was shown that P.1546-2 improves the standard deviation of the prediction error compared to previous versions of the ITU-R P.1546. This result correlates with [Tun05] which has concluded that the accuracy of the ITU-R P.1546 is consistent with the Okumura-Hata model up to about 20 km for urban areas. For rural areas, the predicted field values of the ITU-R P-1546 model differ from the reference solution more than those of the older ITU models do. At the moment, the latest version of the model is ITU-R P.1546-3 [Itu07]. It was used in the simulation of the performance of a mountain site in Publication VII.

It can be assumed that the basic and extended versions of Okumura-Hata as well as ITU-R P.1546-3 models provide a sufficiently good first-hand estimate for the DVB-H coverage areas and respective capacity and quality levels in the initial network planning phase. These models have been designed for environments with antenna heights and site cell distances that fall into the typical assumptions of DVB-H networks. Reference [Mil06] identifies several other models, including ray-tracing type of estimates for the dense city centres. These models require more detailed digital map data with respective terrain height and cluster attenuations. In the most advanced prediction models, a vector-based 3D map is needed. It logically has a cost effect on the planning but it increases considerably the accuracy of the coverage estimate. It can further be enhanced via local reference measurements by adjusting the model's estimate accordingly. As a cost-efficient compromise, 3D models could be utilised in the advanced phase of the radio network planning in the most important areas.

3.4 Safety distance [Publication VI]

A preliminary calculation about the transmitter power levels should be carried out already in the initial radio network planning phase. In this stage, regulatory rules, as well as a rough estimate about EMC and safety zones give a base for estimating the minimum distance between DVB-H antennas and the surrounding population or the antenna systems of other telecommunication systems like GSM and UMTS.

In the initial phase of the radio network planning, it is sufficient to investigate the high level regulatory limits for the non-ionising radiation. A typical maximum allowed value for the DVB-H site might be in order of 50 kW (EIRP), with additional rules to be taken into account, e.g. as a function of the antenna height and site type (differentiating the wall-mounted, roof-top and
tower mounted antennas). The international and regional regulation provides sufficient information about the upper limits of the radiation that should be taken into account in the nominal plan. The radiation level might need to be limited further depending on the area type (urban or open), the antenna height, and the frequency. The practical limitations might mean that the highest power class transmitters and high-gain directional antennas can not be used in the implementation and the level should thus be revised case basis.

Detailed safety zone and EMC limit calculations can be carried out when the concrete site locations are known. The allowed antenna distance from the other system antennas or from the installation personnel and the population depends on the type of the installation, i.e. the limits vary depending on the rooftop, tower or indoor antenna placement. In a typical broadcast tower case, the main task is to calculate the EMC limitations, i.e. the interferences that DVB-H causes to other systems and vice versa, as the antennas are installed sufficiently high in towers by default. In the roof-top and indoor installations, also the safety distance limits for the human exposure should be taken care of with related safety zone marking, e.g. for the occasional maintenance visits.

Publication VI presents studies about the safety distance calculations of the DVB-H installation in rooftops or towers. A simple yet functional model that is suitable for the DVB-H deployment is proposed in Publication VI for the safety distance estimates.

When the electrical field is calculated above or below the antenna, the attenuation factor of the vertical radiation pattern should be taken into account accordingly. The methodology applies in the close distance of the site, and the outcome is to minimize the interference level caused by DVB-H to the other systems nearby, as well as to make sure the human exposure limits are not exceeded. In the back-lobe of the antenna, the method proposes the use of the maximum value (i.e., the minimum possible attenuation value of the radiation pattern) over the whole half-hemisphere. Although the DVB-H frequency usage is regulated, there might also be need to calculate some special cases for the longer distances, like safety zones in the area where sensible space signal reception stations or military bases are present. In these cases, the related safety zone calculation is straightforward and the methodologies of, e.g. [Chu00] can be utilized.

In the site installations, it can be expected that the total exposure increases close to the sites due to the DVB-H. Field measurements presented in [Ple09, p. 332] show that in most of the locations around the transmitter site, DVB-H is the dominating source of radiation. The methodology presented in Publication VI gives an estimate of the effect, and field tests can be performed in selected locations especially on the rooftop sites in order to fine-tune the calculations.

The outcome of the safety distance calculations in the nominal planning phase helps to reject those radiation levels from the planning assumptions that exceed the regulatory limits and are thus not possible to utilize in the detailed planning, either.
3.5 Cost prediction [Publication I]

In the initial phase of the cost estimation, the strategy is to predict only roughly the capital expense level. This gives an idea about the general amount of costs by varying the most important parameters and by investigating only the main items. The cost effect might be challenging to perform due to the lack of information as stated in [Had07, p. 11], but especially in the initial phase of the network planning, a high-level estimation can be utilized for the DVB-H specific components if no market data are available. For the rest of the items, e.g. for the site construction, antenna, feeders and transmission, typical mobile communications solutions can be used as a basis for the cost estimates.

As an example, the possible DVB-H transmitter list could be limited to models with output power levels of 500 – 4700 W. The cost of each transmitter includes common parts as well as additional ones. The common parts include the equipment shield and the transmission module. Depending on the model, there is a varying amount of power amplifier units that could fit into the same shield, but higher power levels might require a liquid cooling instead of an air cooling. This means that the price of transmitters does not grow linearly as a function of their power level, but there is a technical as well as marketing related dependency between models and their cost effects on the network planning.

Figure 3-5 shows an example from Publication I about the transmitter price level behaviour, showing the price of a single watt (W) as a function of the total maximum power of the transmitter. The price level has been normalized by taking the 500 W-transmitter as a reference.

The next step is to find the other common and variable costs for the individual site setup. The main elements might include the cost of the installation, civil works, and antenna system that includes the antenna elements, cables and other related material.

![Relative TX cost (ref: 500-W TX)](image)

Figure 3-5. An example of the transmitter cost in terms of a single watt as a function of the total power level.
The study can be done for the initial parameter set, i.e. according to the wanted capacity and the estimated average antenna heights. The coverage can be obtained for an individual site based on the suitable radio path loss prediction model. The cost of the network can thus be estimated by multiplying the expenses of a single site and the number of the site cells according to the single site cell radius.

As an example, the initial capacity target could be 5 Mb/s, which can be divided into a program guide (about 300 kb/s) and 10 channels consisting about 450 kb/s each for the combination of audio and video streams. As Table 3-1 indicates, this capacity requirement can be complied with the QPSK modulation, code rate of 1/2 and MPE-FEC rate of 2/3. Assuming that this mode requires $C/N$ of 11.5 dB, and that the environment is urban vehicular with the coverage quality target for the location probability of 70% in the site cell edge and 90% in the site cell area, Table 3-4 can be created by applying the Okumura-Hata prediction model and the hexagonal site cell layout.

<table>
<thead>
<tr>
<th>$P_{TX}$ (W)</th>
<th>Radius of the site cell (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_{BS}=30m$</td>
</tr>
<tr>
<td>500</td>
<td>2.4</td>
</tr>
<tr>
<td>750</td>
<td>2.8</td>
</tr>
<tr>
<td>1500</td>
<td>3.4</td>
</tr>
<tr>
<td>2800</td>
<td>4.0</td>
</tr>
</tbody>
</table>

After the capacity and coverage analysis, the estimation of the expenses can be done. The cost of the single site can be calculated with the following Formula:

$$C_{site} = C_{common} + C_{variable}$$  \hspace{1cm} (3-17)

$C_{common}$ represents the fixed costs and it consists of the site civil and installation work as well as other costs that are constant independently of the power class. $C_{variable}$ consists of the transmitter cost (depending on the power level), feeder cost (which depends on the feeder length and on the type of the feeder which is selected based on the maximum supported power), and on other directly related material that depends on the cable type / length and transmitter power level.

When taking the $P_{TX} = 500$ W-case as a reference as shown in Figure 3-5, the cost for the transmitters with 500, 750, 1500 and 2800 W is now 1, 0.6, 0.5 and 0.45, respectively. The unit cost per meter of the antenna feeder is estimated in this analysis by comparing it with the normalized cost of 500W transmitter. In a practical case, the costs can logically be expressed in absolute commercial values of each item.
It is now possible to estimate the approximate cost for each site combination in order to build sufficient amount of sites in a certain area. The total cost is thus:

\[ C_{\text{tot}} = C_{\text{site}} \cdot N_A, \]

where \( N_A \) is the total amount of sites in the area \( A \).

As an example, the \( A \) could be selected as 100×100 km². The radius of the site cell for, e.g. 500 W-case and antenna height of 30 m is 2.4 km. The ideal overlapping in the hexagonal model can be taken into account as shown in the network layout calculation of Annex I. Based on this information it is possible to calculate the number of the partially overlapping sites in the investigated area as shown in Table 3-5.

<table>
<thead>
<tr>
<th>( P_{TX} ) (W)</th>
<th>( h_{BS}=30\text{m} )</th>
<th>( h_{BS}=60\text{m} )</th>
<th>( h_{BS}=90\text{m} )</th>
<th>( h_{BS}=120\text{m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1113.1</td>
<td>574.8</td>
<td>379.6</td>
<td>279.5</td>
</tr>
<tr>
<td>750</td>
<td>884.2</td>
<td>450.4</td>
<td>294.9</td>
<td>215.7</td>
</tr>
<tr>
<td>1500</td>
<td>596.5</td>
<td>296.9</td>
<td>191.5</td>
<td>138.5</td>
</tr>
<tr>
<td>2800</td>
<td>418.5</td>
<td>203.9</td>
<td>129.8</td>
<td>92.9</td>
</tr>
</tbody>
</table>

When investigating further the cases, the unit cost of the sites can be obtained per transmitter power level category as shown in Table 3-6. The information represents a snap-shot example of certain transmitter vendor’s different models when they are compared with the 500 W-model of this specific provider. It should be noted that the relative comparison depends on each case.

<table>
<thead>
<tr>
<th>( P_{TX} ) (W)</th>
<th>Normalized cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.00</td>
</tr>
<tr>
<td>750</td>
<td>0.60</td>
</tr>
<tr>
<td>1500</td>
<td>0.50</td>
</tr>
<tr>
<td>2800</td>
<td>0.45</td>
</tr>
</tbody>
</table>

In this analysis, an assumption for the impact of the cable length on the costs can be rejected. As a next step, the normalized cost per transmitter category can be obtained. Table 3-7 shows the cost of the solution as a function of the antenna height in the investigated area. In this analysis, the cost effect of the towers is not considered as the assumption of the cost calculation is to use already existing ones.
Table 3-7. The normalized cost for different parameter values in order to cover 100×100 km².

<table>
<thead>
<tr>
<th>$P_{TX}$ (W)</th>
<th>$h_{BS}$=30m</th>
<th>$h_{BS}$=60m</th>
<th>$h_{BS}$=90m</th>
<th>$h_{BS}$=120m</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1113.1</td>
<td>574.8</td>
<td>379.6</td>
<td>279.5</td>
</tr>
<tr>
<td>750</td>
<td>530.5</td>
<td>270.2</td>
<td>176.9</td>
<td>129.4</td>
</tr>
<tr>
<td>1500</td>
<td>298.3</td>
<td>148.4</td>
<td>95.7</td>
<td>69.2</td>
</tr>
<tr>
<td>2800</td>
<td>188.3</td>
<td>91.8</td>
<td>58.4</td>
<td>41.8</td>
</tr>
</tbody>
</table>

As can be noted from Table 3-7, by using only the basic parameters, we can note the cost effect of the antenna height compared to the transmitter power category. As can be seen in Table 3-7, the 1500 W transmitter solution with the antenna installed in 120 m comes more attractive than 2800 W transmitter with the antenna installed to 60 m height.

As the CAPEX analysis shows, the strategy for the antenna height and transmitter power category should be done in a sufficiently in-depth level in order to make sure the optimal combinations of the parameter values and respective costs. At the initial planning phase, though, a rough estimation is sufficient in order to understand the cost-effect of different solutions as presented above.

The starting point of the technical parameter designing in the very initial phase of the network planning is the selection of the transmitter type. Table 3-8 summarises the most important aspects that should be taken into account in the techno-economic cost optimization when the transmitter strategy is decided.

Table 3-8. The summary of pros and cons of DVB-H transmitter power levels.

<table>
<thead>
<tr>
<th>Transmitter type</th>
<th>Benefits</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low power</td>
<td>− Low energy consumption.</td>
<td>− Single site coverage small which requires high number of sites. The obtaining of sites is not straightforward in practice.</td>
</tr>
<tr>
<td></td>
<td>− Economical and easy to install and maintain.</td>
<td>− High transmission costs in case of terrestrial solution.</td>
</tr>
<tr>
<td></td>
<td>− The installation is possible also in rooftop sites due to the smaller safety zones.</td>
<td></td>
</tr>
<tr>
<td>High power</td>
<td>− Low number of transmitters which results in the easier site candidate planning and the actual obtaining of sites.</td>
<td>− Power consumption rises exponentially as the transmitter power is higher.</td>
</tr>
<tr>
<td></td>
<td>− The network can be build up relatively fast.</td>
<td>− Liquid cooled transmitter needs additional maintenance.</td>
</tr>
<tr>
<td></td>
<td>− Provides large coverage areas especially in relatively open area and if the antenna can be installed high.</td>
<td>− The outages in coverage if obstacles (especially in urban areas) which requires additional gap fillers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>− A single site breakdown causes a large service outage.</td>
</tr>
</tbody>
</table>
The high-level cost estimate is important to include already in the nominal planning phase in order to reject the least feasible parameter values and materials. In the detailed network dimensioning and optimisation phase, also the CAPEX analysis should be more in-depth. In that phase, the OPEX should be taken into account, as the importance of the operating costs of the network might rise considerably during the operational years of the network. In that phase, the more thorough investigation of the items that have cost effect should be carried out. The respective methodology is presented in Publication I and Chapter 5.3 of this thesis.
4 Detailed radio network design

4.1 Identifying the planning items

In the detailed network dimensioning, the aim is to find the optimal balance of all the relevant items that have effect on the network performance and costs. There are various different pieces of information and investigations available describing the possible sub-tasks of DVB-H network planning, including technical parameter effects, economical and regulation aspects as shown in [Dvb09], [Gre06], [Apa06a], [Apa06b], [Bee07], [Far06], [Had07], [Him09], [Mil06], [Ung08], [Apt06], [Ecc04], [Bro02] and [Min99].

Based on the above mentioned sources as well as on the field tests, analysis and simulations carried out in Publications I–X, a complete process of the planning aspects and their relations was formed as an initial part of this thesis. Figure 4-1 shows the outcome of the investigations, i.e., the main topics to be considered as a basis for the detailed DVB-H network planning phase.

The balancing of the radio network performance can be done by investigating and dimensioning the cross-relations of technical, economical and regulatory items in a deep level. The ultimate goal of the detailed DVB-H radio network dimensioning is to find the cost-efficient balance between the coverage, capacity and the quality by taking into account the relevant parameters.

There might be several optimal points for the balance, i.e. several different combinations of the parameter values could result in the same optimal solution technologically. Whilst the sufficiently good balance is found, it does not matter what is the theoretical set of solutions. The practical restrictions can determine though the perfect solution. As an example, even if different number of sites could produce the same optimal solution by varying several radio parameter values, the lower amount of sites could be more practical as the obtaining of the site locations is not straightforward task in practice. As an example, it might not be always possible to purchase or rent a site in the technically most suitable location due to the practical reasons that are not always predictable in the network design.

The ideal network dimensioning takes into account the future enhancement needs. It is thus important to make sure that the service areas are not reduced in the later phases. As an example, if the coverage area is done with QPSK providing large operational areas but with low capacity, the preferable aim should be that if the modulation is switched to 16-QAM which provides more capacity but with a lower coverage area per site, there are sufficient amount of gap-fillers and additional main sites operating in the critical areas, so that the customers would not experience a degradation of the services.
The mature network operation phase requires technical optimisation, which might be a continuous process even in a stable network. The optimisation can be done by carrying out field measurements in selected, most relevant areas of the network. The correct measurement methodology as well as the right interpretation of the measurement data is important in this phase.

**Figure 4-1.** The cross relations of the items affecting on the DVB-H radio dimensioning. In this diagram, the final aim is the balancing of the capacity and coverage by taking into account the restrictions and enhancements related to the technology, commercial and regulatory items.

### 4.2 Detailed network planning process

Figure 4-2 presents the needed steps of the detailed DVB-H radio network planning process based on the identified topics of Figure 4-1. The detailed process was developed as a part of this thesis in order to seek for the relevant study items. It is a continuum of the nominal planning phase, and it is meant for adjusting the higher level planning assumptions by identifying the items that may change the coverage, capacity and quality of the radio network compared to the original plan.
Figure 4-2. The detailed planning phase contains in-depth analysis of the effects of the performance parameters. The steps can be iterative.

In the operational phase of the network, a continuous optimisation may take place via the field testing and customer feedback. The optimisation includes the performance monitoring as well as the fault management in case the planned coverage changes, e.g. due to the faulty antenna that does not trigger alarm for the operations and management system.

The proposed model can be considered as an enhanced version compared to typical processes presented in publicly available sources due to the including of the cost planning and optimisation modules. As an example, [Ebu05] and [Dvb09] describe in detailed level different aspects of the network planning, but they do not present a complete DVB-H planning process.
4.3 Capacity planning

In the detailed phase of the radio network dimensioning, the capacity planning methodology does not change much compared to the one presented in the initial phase. The principle remains the same, but the balancing of the capacity and coverage, i.e. the number of the sites and related costs might need several iteration rounds.

The provided capacity does have a direct relation with the cash flow of the operational network. The end-user requires normally several channels to choose from, and the quality of each one should be in acceptable level, taking into account the content type of the channels. The balancing of the number of channels and the bit rate of each one is relatively flexible in DVB-H. There can be several different bitrates defined for different channels, i.e. there could be low bit rate channels for audio news type of service, whilst the highest resolution and audio quality might be required, e.g. for music video channels. The upper limit for the dimensioning is determined by the bandwidth, which can be divided for several sub-channels.

4.4 Coverage planning [Publications V, VII]

4.4.1 Effect of site locations

In the initial phase of the coverage planning, a rough estimation of the number of the sites is needed. The estimation can be done by carrying out a theoretical estimation of the overall path loss to different environments, e.g. urban and dense urban, sub-urban and rural/open areas. The estimation can be done by filling in the planned areas, e.g. by hexagonal type of site cells. Although this approach is theoretical, it gives a first estimation about the needed sites. If the average site antenna height and the transmitter power level are close to the reality, the prediction is sufficiently good for the nominal planning purposes.

In the detailed planning phase, the more accurate site locations should be known. This is the most challenging part of the coverage planning, as the practical sites can rarely be found in the ideal locations according to the uniform type of the initial network layout. In addition, there might be restrictions in the antenna height and transmitter power level usage. As an example, the already existing broadcast or mobile communications towers are normally equipped with other antennas of various systems, as GSM, UMTS, radio, TV and link antennas, which might prevent the additional installations due to the EMC restrictions.

The variation of the practical antenna heights and transmitter power levels affects on the optimal CAPEX and OPEX calculations, so the techno-economical analysis should be done accordingly in order to find the proper balance for the radio parameter values and the network cost.
In order to provide positive user experiences, the coverage areas should be overlapping. In the SFN network, this results in the additional SFN gain, which does have effect on the performance via the link budget enhancement [Ebu05]. In case of the MFN, the sufficiently overlapping areas provide the handover functionality without problems.

4.4.2 Site cell range predictions

When the final site locations are known, the detailed coverage estimation can be done. The selection of the suitable radio propagation prediction model is important, and in the detailed analysis, a local adjustment of the propagation model parameters is recommendable. The latter can be done by carrying out field measurements and by correlating results with predictions, and correcting the propagation model’s parameter set (e.g. by tuning clutter attenuation values).

In the detailed phase of the network coverage planning, the possible SFN interference level should be investigated thoroughly. If the theoretical SFN limits are not exceeded, it is straightforward to assume that there are no interferences present. If reflections are expected from distant obstacles, they increase the effective delay of the radio components and the probability of the occurrence of interferences increases.

In case of interferences, the path loss prediction method, i.e. analysis to estimate the carrier levels as a function of the geographical location, should include also the interference analysis. One possibility is to integrate the method shown in Publications III, IV, VII and X into the traditional radio planning program.

As for the sole coverage within non-interfered SFN area, Publication V shows examples about the commercial planning tool's (NetAct Planner) prediction model usage in urban and dense urban environment. The model of the NetAct Planner is based on the Okumura-Hata [Hat80], which also takes into account the local clutter attenuation factors. As the used map resolution in the presented cases studies is in order of 30 meters, it does not provide the most accurate coverage prediction, e.g. inside the street canyons. Nevertheless, the model is sufficiently accurate for planning purposes especially in sub-urban areas, like Publication V has been concluded.

NetAct Planner is typically utilized in the 2G and 3G mobile network coverage predictions, and can be adapted to the basic DVB-H coverage prediction by applying the same principles. Various different models can be utilized as a base of the predictions, including the more accurate ray-tracing based 3-dimensional models. If the Okumura-Hata model is utilized, the basic outcome of the tool's propagation model is further enhanced by taking into account additional attenuation values that depend on a separate cluster map of the investigated area. Several different cluster types can be defined, e.g., for the water areas and forests with different vegetation densities. The cluster values can be further adjusted by comparing the prediction of different area types with the field test results. If the attenuation values of the clusters are estimated well
enough, this method results in more realistic predictions compared to the sole Okumura-Hata model that generalizes the prediction solely over different city and rural environments. Nevertheless, as Publication V concludes, the basic Okumura-Hata model as such indicates the needed number of the sites per area type sufficiently accurately for the nominal planning purposes.

In practice, according to [Mil06, p. 17], there might be well over 20 taps in the radio channel. This should be taken into account in the deep level radio network planning and analysis. The recommendation of [Mil06, p. 17] is to use at least 12 taps for the respective simulations although the practical terminal deployment would not take the full advantage of all these components. The basic coverage area is studied in [Mil06, p.66]. The outcome correlates with the analysis done in Publication V, although the studies represent different densities of the urban area types.

The balance between the economical aspects and technical solutions depends highly on the wanted quality of the service level. It is thus logical to decide an initial target for the network's coverage and capacity, and to investigate with what parameter combinations the target could be achieved. The detailed network planning might require several iteration rounds depending on the outcome, i.e. if the network cost in initial and longer term turns out to be expensive even in the technically optimal point.

The main idea of this thesis is to investigate the useful coverage area that is a result of the basic link budget and area dependent propagation models, added by the possible MPE-FEC and SFN-gain and which is reduced by the possible SFN interference in the over-sized SFN. The found sources typically do not consider this type of complete vision at the same time but concentrates on the selected details [Bac04] [Bmc09] [Bro02] [Ecc04] [Fan06a] [Fan06b] [Far01] [Fcc07] [Goe02] [Gre06] [Hum09] [Mar05] [Pal08] [Sil06] [Tun05] [Ung06] [Wan03] [Zha06] [Zha08] [Zyr98].

4.5 Local measurements [Publications II, VIII, IX]

The field measurements are needed for the revisions of the performance level of DVB-H. As DVB-H is a broadcast system without its own uplink channel, the terminals themselves cannot be used directly as reporting devices. The field measurements provide data for the performance analyse as well as for the fault management.

Other usage of the field measurements is related to the radio propagation prediction model adjustment of DVB-H. The received power level combined with the location information can be utilised in the typical planning programs in order to correlate and correct the model parameter values, e.g. the cluster attenuation values. The correction can normally be made either manually or automatically.
When the field measurements are initiated, it is important to calibrate the equipment. Publication IX, Figure 21 shows an example of the differences in the channel display when three different DVB-H terminal units are used as measurement equipment. Figure 4-3 shows the further processed cumulative presentation of the differences of the channel displays. As can be seen, the 50%-ile point results in −57.3 dBm, −58.8 dBm and −61.2 dBm for each terminal.

![CDF, P(RX) of 3 terminal displays](image)

**Figure 4-3.** Comparison of the RSSI display of 3 different DVB-H terminals used in Publication IX. Cumulative distribution of the laboratory measurement with 90 samples per terminal.

In the field measurements described above, the terminal’s already existing field test program displays the received power level based on the interpretation of the gain values of the automatic gain control (AGC). The minimum step size of the AGC tends to be typically in order of 1 dB. The accuracy of this method is approximately 1...2 dB depending on the received power range [Aur09]. If a power meter is used instead, the accuracy is roughly in the same order. In addition, the quality of the calibration affects on the final estimate of the received power level. The importance of the calibration has been noted also in [Apa06a, p. 20] which describes the challenge in the interpretation of field tests when high accuracy is required.

In order to minimize the inaccuracy of the channel display, the corresponding calibration can be carried out, e.g. by installing a coaxial cable directly to the input of the DVB-H receiver and by connecting a TS generator to it [Aur09]. If instead more advanced field or laboratory equipment like spectrum analyzer is used as in [Jos07], the accuracy of the averaged samples is logically more reliable. There are also other measurement criteria like error vector that can be utilized in the signal-to-noise ratio calculations as presented in [Fan06a, p. 33]. Nevertheless, the main idea of the presented field test methodology is based on a portable device which can collect sufficiently accurate measurement data in all the user environments, including indoors, without the need to connect it to the external power supply.
4.5.1 Coverage area

The basic coverage area can be studied by observing the received power level $P_{rx}$ of the site cell around the functional coverage limit as presented in Figure 4-4. The receiving of the radio signal can be done with a scanner using respective bandwidth and averaging settings, or with a terminal capable of showing the radio parameter values as explained in Publications II, VIII and IX. In the analysis, it is important to understand the effect of the averaging of the samples during the measurement. If a real audio / video stream can be transmitted, a normal DVB-H receiver can be used as parallel equipment for the subjective quality check. This method would be sufficient in the very initial phase of the planning, in order to understand the parameter value behaviour on the quality of the received contents.

One of the aims of the radio coverage measurements is to revise the accuracy of the applied prediction models in the investigated area type. Based on the received power level distribution, the respective model adjustment can be made by adjusting the outcome of the prediction with the offset the field measurements provide. Depending on the model the area cluster attenuation factors can be modified as it is one of the main items that affect on the accuracy of the predictions.

It should be noted that the accuracy of the received power level measurement depends on the equipment. As shown in Publication II, the DVB-H terminals can be used well for the fast revision of the basic coverage, but the respective accuracy of the analysis suffers about 2 dB additional margin due to the lack of calibration of the field strength displays.
For the more in-depth revision of the achieved quality levels as a function of the received power level requires deeper analysis which is presented in the following Chapter 4.5.2. The method is based on the data collection from the field and on the respective post-processing.

4.5.2 Error correction

Publications II, VIII and IX show the methodology for the field measurements and their analysis in order to find the detailed level of information about the performance of the network. For the optimisation of the network performance, basic field strength measurements are important to carry out in an early phase of the network deployment, by observing the functional limits via the measurement equipment, e.g. with a GPS receiver producing the location information for the measurement results. Publication IX describes the more in-depth quality measurements and respective results for resolving the QEF, FER and MFER breaking points for different operational modes of DVB-H.

In the method presented in Publications II, VIII and IX, the frame error rate has been identified as a useful criterion when the basic performance indicators can be collected from the air interface. This is logical as the end-users experiences the quality level variations in the real-time depending on the correctness of the received frames.

The method shows that the quality can be analyzed by arranging the collected FER and MFER occurrences as a function of the received power level. The MPE-FEC gain can be obtained when the results are converted into a cumulative distribution format. As the resolution of the presented equipment is 1 dB for the received power level, the corresponding proportion of error-free frames, frames that can be corrected with MPE-FEC and the ones that remain erroneous can be normalized per each RSSI category. In this way, the breaking point of the observed criterion of MPE-FEC and FEC is possible to obtain. When this method is utilised, it is important to collect a sufficient amount of measurement data for the statistical reliability. According to [Dvb09, p. 83] the accuracy of the frame error rate would be sufficient if at least 100 samples are collected. These samples include both error-less and erroneous MPE-FEC frames.

The FER information, i.e. frame errors before MPE-FEC specific analysis, is obtained after the Time Slicing process, and the MFER is obtained after the MPE-FEC module. If the data after MPE-FEC is free of errors, the respective data frame is de-encapsulated correctly and the IP output stream can be observed without disturbances. As the erroneous frame indicates directly the user perception of the quality, the frame error rate before and after MPE-FEC are useful indicators for the performance studies. As stated in [Dvb09, p. 83], an erroneous frame destroys the service reception for the whole interval between the time-sliced bursts.

According to [Dvb09, p. 83] the 5% FER / MFER can be considered as a criterion for the acceptable quality level. This point can be studied in various ways. One method is to collect suffi-
cient amount of samples in certain spots, e.g. in area of $5 \times 5$ meters by moving slowly the terminal within the area and thus rasterizing the area. By interpreting in more ample way the statement of the \cite{Dvb09}, the respective FER and MFER error rate can now be obtained by applying the following formulas:

\begin{equation}
\text{FER(\%)} = 100 \cdot \frac{F_{\text{err,bm}}}{F_r}
\end{equation}

\begin{equation}
\text{MFER(\%)} = 100 \cdot \frac{F_{\text{err,am}}}{F_r}
\end{equation}

$F_{\text{err,bm}}$ represents the erroneous frames before MPE-FEC and $F_{\text{err,am}}$ is the number of residual erroneous frames after MPE-FEC. $F_r$ indicates the total number of received frames. The presented methodology in Publications II, VIII and IX proposes the arranging of the occurred samples as a function of received power levels as shown in Figure 4-5.
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**Figure 4-5.** The first step of the proposed methodology arranges the occurred samples as a function of the received power level, showing the amount of error-free instances, occurred instances with frame errors that could be corrected with MPE-FEC, and remaining erroneous frames after MPE-FEC.

The method is based on the normalizing of the occurred events per each RSSI category individually as shown in Figure 4-6. This presentation is valid when other non-RSSI related effecting components are not present. These components might include impulse-noise type of interference which is spread over a wide RSSI scale or the effects that occur after exceeding the Doppler shift limits determined by the used parameter value combination.

The format shows now directly the proportion of the frame errors that could be corrected. It is thus possible to have a closer look on the breaking point of interest, e.g. in 5 % FER/MFER. Figure 4-6 shows an example of the breaking point. The difference between FER and MFER
can be interpreted directly as the level of MPE-FEC gain in dB. This gain can further be interpreted in such a way that the basic coverage area of the site cell is limited to the received power level corresponding to FER 5%, whilst the RSSI level is enhanced by $\Delta P_{TX}$ when MPE-FEC is applied.

Figure 4-6. The method shows the normalized number of occurred events per each RSSI.

It is straightforward to analyse the respective performance in terms of received power level from Figure 4-7 which shows an example of the FER5 limit of $-74.9$ dBm and the MFER5 limit of $-78.0$ dBm resulting $\Delta P_{TX}$, i.e. MPE-FEC gain of 3.1 dB in this specific case.

Figure 4-7. An amplified view to the 5% FER / MFER level.

4.5.3 Accuracy of error correction analysis

The applied FER and MFER comparison methodology requires sufficient amount of collected data per each RSSI level especially around the observed breaking point of FER and MFER. The
sufficient sample number per RSSI level can be investigated in practice by collecting different amount of samples and by comparing the variations of the results especially in the FER / MFER 5 % breaking point. Reference [Dvb09, p. 83] states that in order to provide sufficient accuracy, it is necessary to analyze at least 100 frames. This statement is relatively loose though, although in practice the MFER has a clear breaking point with a small increment of \( C/N \). The statement does not explain more thoroughly about the requirement for the number of related RSSI values.

In the analysis presented in this thesis, the accuracy of the samples is investigated individually for each RSSI category in order to achieve an accurate error margin estimate.

As a starting point, for the comparison of the FER and MFER graphs, the resolution of the outage-% scale (\( y \)) is important. When the number of samples \( n \) is known, i.e. the number of occurred instances (“no errors”, “errors that could be corrected with MPE-FEC”, and “remaining errors”), the sampling resolution \( R \) in normalized outage %-scale can be obtained via the following Formula:

\[
R = \frac{100}{n} \%
\]  

(4-3)

If the amount of the samples \( n \) is 200 per certain RSSI value, the resolution would be 0.5 %-units indicating the maximum accuracy that can be obtained with that number of samples.

In order to make a more thorough error estimate, according to the simple random sample from a large set of values — comparable to the polling error estimates as the randomness of the measurement is fulfilled — the maximum error is a single re-expression of the sample size \( n \) as stated in common sources like [web03]. Whilst the sampling fraction is less than 5 %, the margin of error can be estimated via the simple random sample principle. It assumes that the "population", which refers in this case the entities that can be either erroneous or free-of-errors, is infinite. This assumption can be taken as a basis for the previously described method. As an example, the margin of error at 95 % confidence for the simple random sample principle with \( n \) samples is:

\[
Err[95\%] = \frac{0.98}{\sqrt{n}}
\]  

(4-4)

By applying this principle, an example of 100 samples per RSSI category would produce a margin of error of 9.8 % whilst a case with 50 samples produces a value of 13.8 %. This estimate can be applied to the values of non-erroneous events, erroneous events before MPE-FEC and erroneous events after MPE-FEC when the total amount of samples is known.

The accuracy of the individual \( y \)-axis values of a single curve (FER or MFER) can be estimated via the above mentioned principle. Then, the MPE-FEC gain, which is the difference between the indicated points of FER and MFER curves in 5% line, can be further estimated by observing
the extreme values of the accuracy of the single curve. As an example, a measurement result of Publication IX can be analysed. Let’s select a case of \{16-QAM, CR 2/3, MPE-FEC 2/3, GI 1/4, FFT 4K\}, which produced the sample distribution as shown in Figure 4-8.
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**Figure 4-8.** An example of the collected data distribution over the RSSI scale.

Table 4-1 summarises the occurred total amount of samples per RSSI category and shows the respective margin of error for 95 % confidence by applying the above mentioned formulas. As can be seen, the accuracy of the RSSI levels of \(-70\) dBm and \(-71\) dBm is not sufficient, but Figure 4-8 indicates that even if the respective number of total samples is low for these RSSI categories, the received power level has been clearly sufficient for error-free functioning. It can be seen from the margin error analysis that the MFER5 can be found between RSSI levels of \(-76\) dBm and \(-77\) dBm when the confidence level of 95 % is applied.

Let us observe the RSSI scale of \(-70\) to \(-80\) dBm by analyzing individually the error margin for each RSSI category in such a way that the total number of occurred events, i.e. “error-free” (FER0, MFER0), “FEC resulting error but MPE-FEC has corrected” (FER1, MFER0) and “error after MPE-FEC” (FER1, MFER1) is taken into account for the error margin calculation.

Figure 4-9 shows the result of the analysis with respective marginal for each respective FER and MFER value. When the FER5 and MFER5 is observed, FER5 results in values of \(P_{RX_{min}} = -71.9\) dBm, \(P_{RX} = -72.1\) dBm and \(P_{RX_{max}} = -72.3\) dBm. MFER results in \(P_{RX_{min}} = -76.3\) dBm, \(P_{RX} = -76.4\) dBm and \(P_{RX_{max}} = -76.5\) dBm dBm. The respective MPE-FEC gain can thus be informed as \(-76.4 - (-72.1)\) dBm = 4.3 dB with the value range of [4.0, 4.6], taking into account the error margin. This example represents a typical situation for the measurements presented in this thesis and the error margin can thus be assumed to reside within 10...15 % for individual FER5 and
MFER5 curves, and the respective MPE-FEC gain would have typically a maximum of 10% error margin. It should be noted that also the RSSI scale has an error margin that depends on the accuracy of the calibration of the terminal (±2 dB) and on the mapping of the AGC process to the RSSI value (±1 dB).

Table 4-1. An MPE-FEC error analysis for the example shown above. (*) indicates too low sampling rate.

<table>
<thead>
<tr>
<th>RSSI (dBm)</th>
<th># of samples</th>
<th>Margin of error (95%)</th>
<th>Sampling fraction</th>
<th># of “FER1, MFER 0”</th>
<th># of “MFER 1” (erroneous samples)</th>
<th>FER and margin of FER (%-units)</th>
<th>MFER and margin of MFER (%-units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-70</td>
<td>6</td>
<td>40.0</td>
<td>16.7</td>
<td>0</td>
<td>0*</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>-71</td>
<td>9</td>
<td>32.7</td>
<td>11.1</td>
<td>0</td>
<td>0*</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>-72</td>
<td>22</td>
<td>20.9</td>
<td>4.5</td>
<td>1</td>
<td>0</td>
<td>4.5 ± 0.9</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>-73</td>
<td>33</td>
<td>17.1</td>
<td>3.0</td>
<td>2</td>
<td>1</td>
<td>9.1 ± 1.0</td>
<td>3.0 ± 0.5</td>
</tr>
<tr>
<td>-74</td>
<td>46</td>
<td>14.4</td>
<td>2.2</td>
<td>3</td>
<td>1</td>
<td>8.7 ± 0.9</td>
<td>2.2 ± 0.3</td>
</tr>
<tr>
<td>-75</td>
<td>62</td>
<td>12.4</td>
<td>1.6</td>
<td>12</td>
<td>3</td>
<td>24.2 ± 2.4</td>
<td>4.8 ± 0.6</td>
</tr>
<tr>
<td>-76</td>
<td>67</td>
<td>12.0</td>
<td>1.5</td>
<td>14</td>
<td>1</td>
<td>22.4 ± 2.5</td>
<td>1.5 ± 0.2</td>
</tr>
<tr>
<td>-77</td>
<td>69</td>
<td>11.8</td>
<td>1.4</td>
<td>18</td>
<td>7</td>
<td>36.2 ± 3.1</td>
<td>10.1 ± 1.2</td>
</tr>
<tr>
<td>-78</td>
<td>80</td>
<td>11.0</td>
<td>1.3</td>
<td>32</td>
<td>7</td>
<td>48.8 ± 4.4</td>
<td>8.8 ± 1.0</td>
</tr>
<tr>
<td>-79</td>
<td>67</td>
<td>12.0</td>
<td>1.5</td>
<td>25</td>
<td>15</td>
<td>59.7 ± 4.5</td>
<td>22.4 ± 2.7</td>
</tr>
<tr>
<td>-80</td>
<td>84</td>
<td>10.7</td>
<td>1.2</td>
<td>16</td>
<td>15</td>
<td>36.9 ± 2.0</td>
<td>17.9 ± 1.9</td>
</tr>
</tbody>
</table>

Figure 4-9. A view to the case result graph showing the FER and MFER curves with the respective error margin that is calculated for the absolute values of the samples for each RSSI category individually.
If the accuracy of the above mentioned measurement methodology should be enhanced, more samples would need to be collected per RSSI category. It is obvious that apart from the impulse noise environment which might produce errors in large RSSI window, a sufficiently good field strength provides with reliable results (non-erroneous samples) even with low amount of samples, whereas erroneous frames are produced relatively often in the lowest field. If the investigation does not concentrate on the impulse noise, it is thus sufficient to collect the major part of the samples around the critical RSSI scale of the 5% breaking point of FER and MFER.

On the other hand, the idea of the above mentioned method is to collect fast snap-shot data which means that the task could be carried out in relatively short time period per investigated area. Typically, the storing of each measurement sample (frame) could take about 1 second, and assuming that in sufficiently accurate analysis ±5 RSSI values, i.e. about 11 RSSI categories need to be measured, e.g. with 300 samples per RSSI category producing margin of error of 5.7 %, this would require \(11 \cdot 300 \cdot 1\) s = 3300 s, i.e. 55 minutes would be needed. In typical measurement routines of an operator, this might be in the practical limit of the used work time for a single measurement, although the error margin would provide with a better accuracy.

According to the results, the analysis described in Publication II might produce relatively smooth FER and MFER curves, which results in a straightforward way of comparison of FER5 and MFER5 points and indicates thus the respective MPE-FEC gain with a relatively high confidence level. In some cases, though, the curve behaviour is more "aggressive", producing high peaks along the RSSI scale and making the FER5 and MFER5 interpretation challenging. A part of these peaks can be explained by impulse noise, and some can be occurring due to the lack of samples. Nevertheless, the most important RSSI scale is in the range corresponding the FER5 and MFER5, and normally the phenomena of the correction capability can be seen graphically even if the FER5 and MFER5 breaking points are not implicitly possible to interpret. One way of trying to get the approximate value for the breaking point in this type of cases would be to interpolate regression curves for the FER and MFER graphs. The error margin could be estimated by observing the difference between the regression curve and the original deviating points. Nevertheless, the method would not reflect totally the reality as the errors do occur in non-predictable way along the RSSI scale in these cases making the reception unstable. The deeper analysis has thus not been made for this type of results in this thesis.

### 4.6 Effect of SFN [Publications III, IV, X]

The SFN functionality has advantages in the normal operation as it produces gain by combining the signal energy of the multipath propagated separate radio signals. Reference [Bmc09, p. 15], though, has concluded that as SFN gain is not persistent across all locations of the DVB-H network, it is not considered in the radio link budget. In the theoretical case, if the carrier level is considered useful only if the minimum functional level of the investigated parameter settings is
achieved, the SFN gain can be obtained only in the overlapping area with C/N complying with the minimum functional value. Nevertheless, the C/N values just below the functional limit combined with the C/N value of other signals below the functional limit might set the sum of these signals above the functional level which enhances the coverage area between the sites. The more carrier components (above the noise limit) there is present in a certain spot, the more probably the sum of the signals exceed the minimum required C/N limit.

4.6.1 Non-interfered network

Publications IV and X present a variation of the Monte-Carlo simulation method, which can be utilized for estimating the SFN gain as a function of the most relevant radio parameters. The method is based on the investigation of the gain that is achieved in the physical level. The simulations resolve the received power level distribution in a single cell case, which is compared to the combined signals that are produced by n site cells. As the simulations are carried out over the whole investigated area at once instead of individual simulations of the sub-regions formed by the raster of the area map, the method provides a fast yet sufficiently accurate estimate of the gain, i.e. about the increased probability to receive the signal correctly.

Although the developed method is different from the other theoretical studies found in [Sil06], [Bee98], [Cha06], [Dvb09], [Law01], and [Ung08], it can be compared with the results found in these references. The practical field test based references are, on the other hand, limited as they are typically based on only few sites [Ple08] [Ple09] [Ple09b] [Bov09]. The presented simulation method takes into account all the site cells that contribute either to the useful received carrier power or to the received interfering power within their range of radio propagation.

In the non-interfering case, there are only useful carriers present. The basic principle of the SFN gain calculation is based on the summing of the received power levels \( P_{RX}(C)_k \) in absolute values (W) as shown in Formula:

\[
[P_{RX}(C)]_{totRX}(W) = \sum_{k=1}^{n} [P_{RX}(C)]_k W
\] (4-5)

The principle of power summing has been presented in [Ebu05] and it has been used in the received power level estimations, e.g. in [Sil06]. In the annexed Publications, the received power level is observed originally in dBm. For the power summing, the absolute value is thus first obtained by:

\[
[P_{RX}(C)]_{dBm} = 10 \cdot \left( \frac{[P_{RX}(dBm)]}{10} \right) \times 1000
\] (4-6)
In order to compare the SFN gain value, the reference level of received power level, at given
time and location, is the strongest possible from the sites that can be received above the noise
floor:

\[ P_{RX,\text{ref}} = \max\{P_{RX}\, (C)_{1}, P_{RX}\, (C)_{2}, \ldots, P_{RX}\, (C)_{n}\} \]  

(4-7)

Now, the SFN gain \( G_{SFN} \) is the difference between the summed and reference levels in dBm val-
ues:

\[
\left[ P_{RX}\, (C) \right]_{dBm} = 10\log\left( \frac{P_{RX}\,(C)\,W}{1 \cdot 10^{-3}} \right)
\]

(4-8)

\[ G_{SFN}\,(dB) = \left[ P_{RX}\, (C) \right]_{dBm} - \left[ P_{RX}\,(C) \right]_{dBm} \]  

(4-9)

Publications III, IV, VII and X assumes that the whole OFDM channels, i.e. multi-propagated
signals, can be summed without taking into account the frequency selectivity within each band-
width. It is obvious that especially in case of Rayleigh fading, a part of the subcarriers of a sin-
gle OFDM bandwidth experiences higher attenuation than the others.

As the overall effect is a combination of possibly some destroyed sub-channels via the Rayleigh
fading, and corrected sub-channels via the error recovery properties of MPE-FEC, it can be es-
timated that the significance of the frequency selectivity is low for the calculation of the SFN
gain in the way that is presented in this thesis. The practical observations from the DVB-H trials
support this reasoning [Tal10]. Furthermore, the \( C/N \) values that are utilized as criteria in the
simulations of this thesis are based on the [Dvb09] which has included the radio channel be-
haviour already in the presented \( C/I \) limits.

The principle of the general power level summing for the high-level simulation purposes is
shown in Figure 4-10 which presents an example of three non-correlating individual signals
with approximately the same average levels as a function of time and location. These data is
derived from the individual measurements of a single site carried out in Publication III, and the
represent a mix of channel types including the long-term and fast fading. These data are aver-
aged by the terminal to the 1 second resolution, so the highest Rayleigh attenuation peaks can
not be shown in this example.

Figure 4-10 presents also the sum of these signals by applying the SFN expression (4-5). As can
be noted, the resulting signals, in addition to the increased total received power level, have
smaller variations. Figure 4-11 shows the CDF of the individual and combined signal levels.
Table 4-2 and

Table 4-3 summarise this behaviour by presenting the numerical values.
Figure 4-10. An example of individually received signal levels in the same area, and their total power based on the direct power summing. The same terminal was utilized.

Figure 4-11. CDF of the 3 individual and summed signals presented in Figure 4-11.

Table 4-2. Numerical values of individual signals of the example.

<table>
<thead>
<tr>
<th>Signal #</th>
<th>Average RSSI (dBm)</th>
<th>Stdev (dB)</th>
<th>50%-ile of CDF (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−75.0</td>
<td>2.9</td>
<td>−75.5</td>
</tr>
<tr>
<td>2</td>
<td>−79.2</td>
<td>3.5</td>
<td>−79.5</td>
</tr>
<tr>
<td>3</td>
<td>−77.2</td>
<td>3.9</td>
<td>−77.2</td>
</tr>
</tbody>
</table>
The above presented example shows the principle of the summing of power levels. The same principle is applied in the simulator presented in Annex 1. There are also analytical methods developed for the fast fading signal combining as presented in [Fus08], and SFN coverage probability estimation as presented in [Lig99b] and [Lig99c]. Nevertheless, this thesis uses the power summing of the carriers and interfering components only via Monte-Carlo simulations.

The non-interfered case of the simulation results presented in IV can be used for the SFN gain estimations. The suitable principle is based on the filtered coverage area of a single cell, which gives the reference for the cumulative $C/N$. Then, more cells are added according to the SFN reuse pattern size presented in Figure 3 of Publication IV, and the $C/N$ distribution is simulated for each case. The $G_{SFN}$ can be obtained by comparing the 10 % outage probability level (which corresponds to a 90 % area location probability within the whole area) of the CDF of each case.

Figure 4-12. An example of the simulated area with the SFN reuse pattern size $K=7$.

Table 4-4 presents comparisons of the SFN gain studies presented in the references that were found by the writing of this thesis.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Sites</th>
<th>SFN gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publications IV, X</td>
<td>Path loss based simulations, hexagonal model, and non-interfering network. Results obtained over the whole area.</td>
<td>1...21 sites: 2.8 dB 4 sites: 3.4 dB 7 sites: 4.6 dB 9...21 sites: 4.8–6.0 dB, see Figure 4-13 Note: QPSK, CR=1/2, MPE-FEC=1/2, GI=1/4, FFT=8K. For 16-QAM, the gain is up to 6.4 dB (this maximum occurs with 19 sites).</td>
<td></td>
</tr>
<tr>
<td>Ref 1/1: [Ple09]</td>
<td>Field tests, Electrical field measurements and mathematical formula for the gain calculation.</td>
<td>3</td>
<td>2.3 (stdev 1.0...1.2)</td>
</tr>
<tr>
<td>Ref 1/2: [Ple09b]</td>
<td>Field tests, electrical field measurements with mathematical modelling and CINR estimate.</td>
<td>3</td>
<td>2.3 dB (electric field method) 0.3 dB (CINR method)</td>
</tr>
<tr>
<td>Ref 2: [Bov09]</td>
<td>Field tests, main transmitter (TX) and gap filler (GF), Modulation error rate observations.</td>
<td>1 TX + 1 GF</td>
<td>2...3 dB (~52.3 dB → ~54.5), but MER decreased about 7...8 dB (20 → 28), resulting negative SFN gain.</td>
</tr>
<tr>
<td>Ref 3: [Bmc09, p. 15]</td>
<td>Link budget investigation.</td>
<td>N/A</td>
<td>SFN gain not recommended for radio link budget.</td>
</tr>
<tr>
<td>Ref 4: [Apa06a, p. 43]</td>
<td>Field tests.</td>
<td>2</td>
<td>SFN gain was evident, but no exact value presented.</td>
</tr>
<tr>
<td>Ref 5: [Apa06b, p 133]</td>
<td>Indoor field tests, Barcelona, Spain.</td>
<td>2</td>
<td>SFN gain was calculated and treated as a statistical variable. The result was obtained by measuring the average gain in terms of field strength due to the contribution of the gap filler. The variable showed a log-normal behaviour with a mean value of 6.1 dB (5.6...6.4 dB) and 6.4 dB of stdev. The range of the values was very wide; study did not thus recommend using SFN gain values in link budget.</td>
</tr>
<tr>
<td>Ref 6: [Apa06b, p 30, 32, 35]</td>
<td>Finnish field tests, outdoor.</td>
<td>2</td>
<td>Case 1: 1.5...3 dB, closer to 1.5 dB Case 2: 3 dB Case 3: 5.4 dB All results are related to the higher field strength.</td>
</tr>
<tr>
<td>Ref 7: [Apa06b, p. 116]</td>
<td>Finnish field tests, outdoor and indoor.</td>
<td>2</td>
<td>One transmitter was used in outdoor pedestrian and indoor corridor measurements. The results show better MFER at a certain signal level when using two transmitters. The SFN gain was 1...2 dB (in average 1.5 dB)</td>
</tr>
<tr>
<td>Ref 8: [Apa06b, p. 163]</td>
<td>Common outdoor field tests, Barcelona, Spain.</td>
<td>2</td>
<td>The histogram of the accumulated SFN gain values resulted a mean of 6.08 dB and a stdev of 6.36 dB.</td>
</tr>
</tbody>
</table>
According to Table 4-4, the SFN gain value varies largely even with a low number of transmitters (2–3), the minimum gain being 1...1.5 dB and maximum being over 6 dB, depending on the source. The gain obtained from Publications IV and X represents a typical average value range of the other sources thus correlating with major part of the presented references when the number of sites is up to 3.

Unlike the other presented results, [Bov09] has concluded that the SFN gain would actually be negative in a two-transmitter case due to the significant degradation of the signal quality measured by the modulation error rate (MER) indicator. This outcome clearly differs from the other references. The source does not present the cause for the effect, but the explanation might be that the presented test setup includes some feedback loop interferences between the input and output of the gap filler.

The reference [Mil06, p. 71] shows that as the gain margin of the gap filler gets close to zero the ripple increases considerably. At 0 dB gain margin point the system is already unstable. As the gap filler setup is critical in the SFN analysis, the most reliable results might be derived from the test cases where only main transmitters are switched on and off as explained in [Ble08] and [Ble09].

As an overall observation, the field tests that are related to the SFN gain have normally been carried out with only two transmitters. In [Ble08], a method of adding the electrical field strengths from a total of three main transmitters resulted in a total SFN gain of 2.3 dB. Nevertheless, in a further analysis related to the same network, [Ble09] has found that the CINR results in only 0.3 dB gain. This indicates that SFN gain should be estimated case-by-case by investigating what is the effect of the interference level, e.g. for the MER degradation, not only the sum of electrical field strength.

Figure 4-13 shows a summary of the SFN gain results obtained via the simulations of Publication IV, Figure 12. The originally presented non-uniform SFN reuse pattern size scale has been converted linear and a logarithmic regression curve has been added to the resulting plots. The reference results from Table 4-4 have also been marked in the graph for comparison purposes. As can be observed, the SFN gain values of the found references vary considerably. The main reason for this can probably be explained by the differences in the practical setup, which might not be described in a sufficiently detailed level in the references in order to understand, what the size of the coverage area of a single site is compared to the coverage are produced by the gap-filler or secondary transmitter.

Although the results of Publications IV and X are based on simulations, the setup was made in a controlled way by selecting the overlapping proportions of the site cells according to the hexagonal layout model, i.e. there were sufficiently overlapping parts present but without excess. The results are derived always from the filtered cell areas, i.e. within the dimensioned cell based
on the given area location probability. Furthermore, the simulations are performed for varying amount of transmitters up to 21.

![Graph showing SFN gain vs. Reuse pattern size](image)

**Figure 4-13.** The SFN gain obtained via the simulations of Publication IV for the non-interfered network (QPSK, FFT 8K, GI 1/4). The comparable results of the studied references are also presented.

The presented methodology for the comparison of the C/N distributions of a single cell and multiple cell cases creates a logical and controlled environment for the SFN gain estimation. Furthermore, the presented simulation method brings novel aspect for understanding the complete behaviour of the SFN gain even in over-sized SFN area where partial interference is present. The model does not explain the practical phenomena of lower MER levels that were observed in [Bov09], though. The degradation can be assumed to arise from the non-optimal performance of the terminal or test setup.

### 4.6.2 Interfered network

**SFN simulations**

In practice, there occur outages for single streams within the planned cell area which can possibly be recovered by the reception of other streams. In this sense, the SFN gain is not limited to the outer border areas of the cell. Furthermore, when the theoretical maximum limit of SFN is exceeded, there might appear interferences as the sites outside the area determined by the maximum allowed guard interval distance converts to interferers instead of sources of useful signals. Publications IV and X presents the principle of this mechanism via simulations. According to the results of Publications IV and X, it is possible to find a functional balance be-
between the raised interference level and the compensating SFN gain even in the over-sized SFN network.

The simulation method presented in Publication IV takes into account the SFN gain in interfered DVB-H networks, i.e. when the parameters affecting on the SFN size are selected in such a way that there are sites found outside the theoretical SFN area (as shown in Table 2-1).

The level of the interference can first be investigated in a general level by observing the interfered links between the sites that are exceeding the SFN limits. When the number of these potential interference sources is compared with the total number of links between all the sites, the severity of the interference in the investigated area can be noted. As can be observed from Tables 3 and 4 of Publication IV, there exists parameter sets which result in interference levels up to 100 %. The higher the amount of the potential interfering links is, the more probable the network experiences quality degradation.

There is also a set of parameters that results only partial interference levels. As shown in Figure 6 of Publication X, the interference level is not constant, though, but tends to be switched on and off depending on the location of the terminal in the field. This is due to the fact that the difference between the arriving signals is the one that determines whether the signal is interfered or not.

When all the sites are within the SFN area, i.e. when the distance between of any of the sites is equal or less than the theoretical maximum SFN diameter distance $D_{SFN}$, there will be no interferences. This is the case also if the receiver is located outside the circle defined by $D_{SFN}$. This can be shown by investigating the distance between the receiver and the dominating site compared to the distance of the receiver and any of the other sites. The difference between these distances defines the effective distance $D_{ef}$ of the signal. This distance can be investigated by making the receiver drift away of the SFN circle towards any direction as presented in Figure 4-14. The absence of the interferences can be investigated by observing the angle $\beta$ of Figure 4-14. It can be seen that $D_{ef}$ is maximum when $\cos \beta = 1$. In that case, $D_{ef} = D_{SFN}$, i.e. $D_{ef}$ never exceeds $D_{SFN}$ when no sites are located outside of the SFN area.

When the distance between any of the two sites using the same frequency is longer than the $D_{SFN}$, there will be interferences in the locations where the $D_{ef} > D_{SFN}$. The interference distribution can be observed by defining two sites in the simulator that was used in Publications III, IV and VII. By selecting a parameter set of GI=1/4 and FFT = 2K, the $D_{SFN}$ would be 16.8 km. The simulation of two sites in a $45 \times 45$ km² area, with x/y-coordinates of (14.9, 22.5) and (30.1, 22.5) shows that there are no interferences present at any point as the inter-site distance is at the maximum allowed value of 16.8 km. The site antenna height was then set to 80 m, EIRP to +70 dBm, and the first site was moved to the coordinate (10.0, 22.5), i.e. the inter-site distance was extended to 20.1 km. The standard deviation of the long-term fading was maintained in 5.5 dB.
and the area location probability as 70 %. When the maximum $D_{\text{SFN}}$ is exceeded by 4.9 km, the interference is present in areas where $D_{\text{eff}} > D_{\text{SFN}}$ as can be seen via the simulation result shown in Figure 4-15.

Figure 4-14. There are no interferences when the sites are within the SFN area even if the receiver drifts outside of the SFN area. The reception within this outer zone is thus possible whenever the minimum required $C/N$ can still be reached.

Figure 4-15. When the distance of two sites exceed the SFN limit, there occur interferences in those areas where $D_{\text{eff}} > D_{\text{SFN}}$. Figure shows the interference zone that applies for $D_{\text{eff}} > D_{\text{SFN}}$ everywhere with the $I$-component greater than the noise floor. In this case, $P_{\text{TX}}$ is +70 dBm and the site antenna height is 80 m. The total area size is 45 km $\times$ 45 km.
Even if the interference starts to be present in those spots that $D_{\text{off}} > D_{\text{SFN}}$, the reception is destructed, i.e. useless only when the received $C/(N+I)$ is less than the minimum required $C/N$ for the used parameter set. For this reason, we can introduce a term "destructive interference", which can be defined as an interference level at given time and location that lowers the otherwise useful $C/N$ ratio in such a way that the reception gets below the minimum $C/N$ requirement of the investigated parameter set.

By continuing the analysis of the previously presented simulation, Figure 4-16 shows the geographical presentation of the distribution of the destructive interferences within the investigated area where $D_{\text{off}} > D_{\text{SFN}}$.

![Figure 4-16. The distribution of the destructive interference. It can be seen that the useful field strength is sufficiently high close to the nearest site cell to avoid the destructive interferences, but otherwise this type of interference may occur anywhere within the interference zone.](image)

Nevertheless, when observing the minimum $C/N$ ratio of 8.5 dB in this specific case, the effect of these destructive interference instances is not significant because their percentage of the total events is relatively low, so the remaining $C/(N+I)$ ratio provide still almost as large geographical cell coverage area as the situation would be without interferences. This effect can be observed in Figure 4-17. When the power level rises to +80 dBm, the interference zone starts to be affected more as can be seen in Figure 4-18.
Figure 4-17. The geographical distribution of $C/I$ when $P_{TX} = +70 \text{ dBm}$.

Figure 4-18. The effect of the interference can be seen when the power level is set to +80 dBm in this specific case. The reduced $C/I$-level can be seen clearly behind the sites within the interference zone on the left and right hand sides.
The geographical analysis presented above can be studied in PDF and CDF formats of \( C/N, I/N \) and \( C/(N+I) \) over the whole geographical area of \( 45 \times 45 \text{ km}^2 \) for the comparison of different parameter values. Figure 4-19 and Figure 4-20 shows the PDF and CDF, respectively. Figure 4-20 visualises the previous geographical observation that shows still acceptable interferences in case of +70 dBm. This indicates that it is possible to construct a larger SFN cell than the theoretical \( D_{\text{SFN}} \) dictates, depending on the radio propagation conditions, site antenna height and transmitter power level.

In order to understand more detailed the impact of the parameter values on the level of interferences, a set of simulations was carried out in Publication III. A fixed area of \( 100 \times 100 \text{ km}^2 \) was used as a basis for the investigations. The area was filled with partially overlapping cells according to the hexagonal model. As the number of non-correlating interfering components increases from the above presented 2-site case, the power summing of the received interference components \( I_k \) can be applied:

\[
[P_{RX}(I)]_{\text{tot}} = \sum_{k=1}^{n} [P_{RX}(I)]_k
\]

(4-10)

Figure 4-19. PDF of the 2-site simulations \( (P_{RX} = +70 \text{ dBm}) \).
The C/I ratio of each simulation round in investigated location is thus:

$$C/I (dB) = \left[ P_{RX} (C) \right]_{\text{tot}} (dBm) - \left[ P_{RX} (I) \right]_{\text{tot}} (dBm)$$

(4-11)

The results show that by varying the antenna height and relevant parameters affecting on the SFN size, the C/I distribution over the whole area clearly varies. The results also indicate that when the parameter values that cause minimal interference levels in the over-sized SFN network are utilized together with maximum site antenna height and power level, it is possible to construct a large DVB-H network with only single frequency by accepting a certain outage. The extension of the SFN size is possible especially with GI 1/4 and FFT mode 8K. On the other hand, when applying too demanding parameter values, the network quality might collapse. The optimisation chapter describes in detail the respective simulation principle.

### 4.6.3 Conclusion

As Publication IV, Figures 12 and 13 shows, the SFN gain over the whole investigated network area depends on the GI and FFT modes and the interference level within the SFN area. In the non-interfered SFN network, using GI 1/4 and FFT 8K in a uniform site cell layout with ideally overlapping areas according to the hexagonal model, a maximum of 6 dB of SFN gain can be expected in the best case in average within the whole investigated area. This result clarifies the
SFN gain behaviour. It can thus be assumed that this result is more realistic than the information of [Bmc09, p. 15] that recommends the use of 0 dB as SFN gain value in DVB-H radio link budget.

On the other hand, the definition of [Bmc09] is not very accurate. Instead, it informs that SFN gain is “the reduction of number of transmitters to cover a given area using synchronised transmitters compared to the number of independent MFN transmitters”. [Bmc09] concludes that “depending on the network topology, this transmitter savings may be carefully translated into an average increase of coverage. However, the SFN gain is not persistent across all points of the network, so it will not be considered in the link budget.” It can be interpreted that this definition assumes that the benefit of SFN could be obtained basically in the site cell edges and that the overall gain is challenging to estimate. Publication IV shows, though, that the total gain is possible to estimate over the whole investigated area to be utilized as a generalized radio link budget value.

Based on the simulations of Publication IV, SFN gain of 0–6 dB could be applied to the DVB-H radio link budget depending on the parameter settings and the total number of the transmitter sites per SFN area. For the local adjustments of the SFN value of the link budget, a respective simulation method can be applied by varying the GI, FFT, code rate, power level and antenna height settings. In a realistic network, the SFN gain could be taken into account when the site locations and other parameters are selected. The SFN gain can be simulated over the planned area, and its effect can be taken into account both in non-interfered and over-sized SFN cell by reducing the transmitter power levels and/or lowering the assumption of the antenna height, which gives more freedom in the optimal deployment if there are problems in using the values for the power or antenna height that the original plan indicates. If the SFN gain can be simulated in early phase of the first deployment plan, it can influence on the optimal site selections.

As an outcome of the SFN gain related simulations presented in this thesis, the definition of the SFN gain has been clarified. The method takes into account the combination of the gain and interference within the whole investigated network, not only non-interfered environment and in limited locations as the other found publications typically show. The case dependent SFN gain value could thus be investigated by applying the proposed simulation method.

4.7 Radiation limitations [Publication VI]

The installation of the DVB-H sites must comply with the local and international regulations of the EMC limits and the safety zones related to the limitations of exposure of the public to non-ionizing radiation of the signals. On the other hand, the installation of DVB-H antennas should be designed in such a way that the other systems located nearby will not cause interferences to the DVB-H transmission, and vice versa.
The general limitations of exposure should be investigated via the national and international regulations. European Union dictates the limits for the member countries. As an example, the regulation in Finland covers the frequency band 0–300 GHz [Reg02]. The format and values of the limits varies though depending on the regulator. As another example, FCC informs the limitations for cellular and broadcast environment in USA as a function of the antenna height and installation type as indicated in [Fcc98] and [Fcc07]. The allowed limit in 700 MHz band is maximally 50 kW ERP, but decreases when the antenna height is lower.

When initiating the planning process, the general maximum power limit should be taken into account. When the plan advances, also the EMC and safety zones should be estimated as accurately as the planning phase allows. When the final plan is under work, the site specific safety zones should be estimated.

Publication VI describes the principles for the dimensioning of the radiation levels and how the safety zone can be taken into account in rooftop and tower installations of DVB-H. The calculations are based on the formulas shown in [Min99]. The respective level should also be taken into account in the CAPEX/OPEX optimisation as the maximum allowed power level may change the optimal transmitter power depending on the case.

Publication VI shows case examples about the estimation of the levels in a typical DVB-H antenna installation setup. In a standard scenario, the DVB-H site consists of directional antennas either in towers or rooftops. The radiation pattern should be taken into account accordingly in vertical and horizontal layers. The radiation safety distance calculations should be carried out for different sides of the antenna. Publication VI proposes a method that takes into account the radiation in back lobe by estimating a maximum value over the complete half of the hemisphere. For the field below the antenna, the estimation can be made based on the vector's angle in vertical plane and respective amplitude that depends on the vertical radiation pattern of the antenna. This method is relatively simple but functional in the typical DVB-H deployment. The method was not found in this specific format in the related references [Chu00] [Fcc98] [Min99] [Reg02] [Sci07].

As a summary, the regulatory limits dictates the maximum radiating power $P_{TX,reg}$ and EMC / radiation safety analysis results in the maximum radiating power in site-basis $P_{TX,safety}$, the optimal radiating power $P_{TX,opt}$ that is obtained via the CAPEX / OPEX optimisation can thus move based on the formula:

$$P_{TX} = \min\{P_{TX,opt}, P_{TX,reg}, P_{TX,safety}\}$$

(4-12)

The selection of the final radiating power level $P_{TX}$ might thus require changes of either the antenna heights, transmitter power levels or both, reducing the site cell coverage. The respective analysis should be taken into account in general level in the nominal radio network planning.
(the correct selection of the uniform power levels) and in the detailed radio network planning (by applying the analysis in individual site basis). The final selection of $P_{TX}$ might also require various iteration rounds in order to find the optimal point of technical and economical parameters.

It should be noted that the radiation analysis method presented in Publication VI utilizes directional antennas as a basis for the examples. Nevertheless, only omni-radiating antennas were utilized in the SFN simulations described in Publications III and IV. The selection of the omni-directional antennas in the simulations is due to the practical point of view that the DVB-H site cell is typically done as omni-directional, either by utilizing the omni-radiating antenna (pole), or a set of directional antennas in order to create the omni-radiating coverage. The utilization of the directional antennas in the simulations has been noted as a potential future study, with the analysis of the effect of the antenna down-tilt on the radio performance (for maximizing the SFN gain and minimizing the SFN interference level).

The directional antenna has been studied in the radiation related publication because this provides a practical methodology and useful examples of the expected outcome for the installation of the antenna elements, with safety distance estimations below and on the sides of the antennas. The outcome gives a realistic estimation of the radiation for the antenna installations in rooftops, in roof edge parts, where the omni-directional element would not be a logical solution. Nevertheless, the method is valid also for the omni-radiating elements.

### 4.8 Cost prediction [Publication I]

In the complete network planning, the cost effect needs to be taken into account in every phase. In the initial phase of the network planning, a rough estimation of the average site cost as well as the total cost of the area of interest is sufficient. The total channel capacity requirement depends on the number of the channels and their respective quality level. The demand for the services and thus additional capacity can be expected to grow as a function of time as stated in [Ski06, p.2].

The detailed plan should already contain more in-depth analysis of the network costs as for the CAPEX and OPEX. In this phase, it is possible to take into account different solutions, including the transmitter type, transmission, preferable and available antenna heights, antenna types, site solutions in general etc. It is important to balance the costs with the technical solutions, i.e. the hardware, software and related technical quality, coverage and capacity of the network. The cost effect is such an important item that it should be taken into account preferable in an iterative way, i.e. in order to seek the optimal point of technical and commercial balance, possibly several planning scenarios should be carried out. The more detailed cost optimisation is explained in Chapter 5.3.
It can be assumed that uniform parameter values may be applied for the site costs in the initial planning, because the final site locations or site specific radio parameters are not necessarily confirmed yet. In the later phase, during the detailed planning, site-specific assumptions should be utilized instead for the more in-depth cost optimisation.

In this thesis, the case examples of the DVB-H deployment and operation cost optimization are studied by using the hexagonal network layout. In practice, the sites do have variable antenna heights and power levels as well as non-uniform locations. The presented case examples are shown for the uniform comparison in order to select the most feasible parameter combination from the relative analysis, but the methodology can be applied also in the real environment with site specific parameter values. In that case, the model should be applied by selecting the already existing sites – that can be from both broadcast and mobile networks – and by identifying a set of additional site candidates with a "best effort" assumption for their probable, individual parameter values. As the site locations are fixed in that case in a non-uniform way, the coverage analysis should be carried out by adjusting the power levels, antenna heights, and respective costs of each site separately iteratively way until each case produces the wanted coverage quality level. This thesis does not consider the non-uniform cases, though.
5 Optimisation

5.1 Site parameters

5.1.1 Controlled SFN interference [Publications III, X]

In some cases, there might be a need to extend the maximum theoretical SFN by building more sites in wider areas than the guard interval allows in theory. This might be relevant, e.g. in a very large city with a single network topology. The division of the area could be made by selecting two or more frequencies for MFN and creating separate SFN isles. The handover between the isles provide a fluent continuum of the service. Nevertheless, e.g. the lack of available frequencies might require the use of an extended SFN.

Publication III presents a method for the simulations of the over-sized SFN area, including case results that indicate how the $C/(N+I)$ ratio behaves over the whole investigated area. The simulations are based on the hexagonal model, and the idea is to select a rectangular area with $x$- and $y$-coordinates which is filled in with partially overlapping cells. A set of parameters was studied by varying the modulation scheme, FFT and antenna height of all the sites, i.e. a uniform network was considered in each simulation case. The radius of the cells was calculated in the initial phase of each simulation in order to create a perfectly dimensioned radio network. The $C/(N+I)$ ratio of 8.5 dB was utilised as a limit for QPSK, and 14.5 dB for 16-QAM. The radiating power level of the sites was maintained constantly in +60 dBm. The GI was fixed to 1/4, CR to 1/2 and MPE-FEC rate to 1/2. The studied area was $100 \times 100 \text{ km}^2$ for each case, i.e. depending of the antenna height and modulation, the total amount of the site cells varied according to the cell radius.

The power summing for the useful carriers as well as for the interfering signals was applied in the simulations as indicated in [Ebu05, p. 55]. The developed simulator is based in the Monte-Carlo method. As a difference for the typical area element based coverage study mentioned in [Ebu05, p. 55] and [Gom09, p. 86], the percentage of the useful signal levels was simulated over the complete area without sub-area division. This is because the coverage area as such was not investigated visually, but the relative difference of the CDF of $C/(N+I)$ was solved for the investigated parameter values. It can be estimated that this method gives an accurate result for this purpose in much faster time frame compared to the separate simulations of each sub-area.

Figure 5-1 shows the outcome of the simulations for the QPSK and 16-QAM modulation schemes. Each plot represents an individual simulation of 60,001 snap-shot rounds. Figure 5-1
indicates the maximal useful antenna height with certain outage percentage over the whole area. The outage refers to the percentage of the locations in the whole planned area that do not provide the minimal $C/(N+I)$ ratio for the successful reception. In this case, the outage value of 10 % corresponds to the area location probability of 90 % over the whole investigated coverage area, i.e. 70 % location probability in the cell edge region.

It should be noted that this graph is a corrected version of the one showed in Publication III, which utilized a squared power sum method. Figure 5-1 is based on the direct power sum for both useful carriers and interfering signals. It can be seen that in this specific case, the outage probability over the whole investigated area of 10 % or less can be obtained with all the antenna heights of 20–200 m when FFT 8K is applied. According to this figure, the FFT 4K provides an outage level of 10 % or less with antenna heights up to 60 m and 45 m for QPSK and 16-QAM, respectively. For the FFT 2K mode, the interference level grows fast as a function of the antenna height. For the QPSK case, the maximum antenna height of 20 m seems to provide still slightly less than 10 % outage. For the 16-QAM case, the interference level is far beyond the acceptable level for all the antenna heights.

![Figure 5-1. The outcome of the simulations of the extended SFN area interferences.](image)

The presented simulation method shows the behaviour of the interference when the site cell parameters are varied in over-sized SFN network, and provides an estimate for the maximum useful antenna height in the theoretical DVB-H site distribution as a function of the radio parameter values.
The simulation result of Figure 5-1 is interesting as it indicates that the DVB-H network can be build by exceeding the theoretical SFN size if QPSK or 16-QAM and \{FFT=8K, GI=1/4\} are utilized together with all the antenna heights of at least up to 200 m. Furthermore, \{FFT=8K, GI=1/4\} provides a functional QPSK or 16-QAM network for the typical mobile network systems antenna heights.

By writing this thesis, only limited information about the over-sized SFN especially in DVB-H was found. Based on [Lig99c], the self-interference can be coped with in a large SFN. Also reference [Ebu09] mentions the possibility to utilize nation-wide SFN deployment for the DVB-T, if the synchronization of the sites is planned. It also mentions that "For DVB-T, only the most rugged system variants allow for a national extension of the SFN coverage area (for larger countries). These rugged system variants, however, provide only restricted data capacity (typically, 5 – 6 Mbit/s). For more practical system variants, with a data capacity between 13 and 24 Mbit/s, the size of the SFN coverage area is restricted to a diameter of 150 – 250 km."

Reference [Ebu05] shows an example about the effect of the slightly over-sized SFN by investigating the complete area location probability distribution in a geographical format. A fixed antenna height of 150 m, GI of 1/4 and FFT of 8K were selected for the study. The study mentions that the inter-transmitter distance in an SFN should not exceed by too much the distance equivalent to the guard interval length. The result shows the minimum coverage probability for DVB-T as a function of the transmitter power. It was concluded that the coverage probability did not fall below the designed value of 95% in any part of the network regardless of the oversized SFN. It should be noted that the study was made for a relatively small amount of sites (7), and the setup was terrestrial digital television system specific.

The information about the more specific effect of the transmitter antenna height on the quality and utilization of the SFN especially in a typical DVB-H environment was still missing from the found references. Even the simulations presented in this thesis are based on a fixed DVB-H transmitter power, the results in anyway align with the observation of [Ebu09] about the usefulness of the most robust variants of the DVB-T that works as a nationwide solution, i.e. in an over-sized SFN. Publication III confirms thus the possibility to extend the SFN by having investigated a large amount of the DVB-H sites with a typical DVB-H transmitter power range that can be assumed to be between the power levels typically utilized in the DVB-T and mobile communications, and shows additional examples about the impact of the antenna installation in the DVB-H specific environment.

5.1.2 SFN gain and interferences [Publications IV, VII, X]

In addition to the interferences in the over-dimensioned SFN, there are also overlapping carriers producing SFN gain. Publications IV and X indicate that the balancing of the SFN interferences
and SFN gain can be done in controlled way. The presented studies show a methodology to simulate the quality level of the over-sized SFN by using theoretical hexagonal model as well as practical site locations.

The modelling of the radio interface was done by applying the long term and fast fading profiles in snap-shot simulation rounds. The simulation was repeated 60,001 times in order to achieve statistical reliability. It should be noted that for the simulations that used Rayleigh fading (that is applied only in Publication VII), the modelling of the fading was simplified and considered over the whole OFDM channel per simulation round. In the more detailed simulation, the attenuation peaks of the Rayleigh fading should affect only on part of the OFDM subcarriers. As this investigation was done in higher level, and due to the practical limitations of the simulator, the sub-carrier specific behaviour was not considered and flat fading was applied even if the channel is frequency selective. This is justified as [Dvb09] considers the respective performance limits as a function of the overall $C/N$ values. In other words, the fast fading can be assumed to be minimised at the physical layer with FEC and interleaving. Nevertheless, the more in-depth modelling of the fast fading in wide-band DVB-H signal can be noted as a further study item.

In case of a non-interfered network, i.e. when the SFN area is dimensioned in such a way that the common distance of the sites never exceeds the maximum SFN limit, the SFN gain can be estimated by simulating and observing the cumulative presentation of the sum of the carrier power. If the SFN limit is exceeded, part of the sites starts acting as interfering sources. Simulations were carried out in this thesis in order to investigate the behaviour of the balance of the SFN gain of the useful carriers, and the negative SFN gain that the interferers cause.

Figure 5-2 shows an example of the balance that can be obtained with QPSK and the investigated radio parameter values presented in Publication IV (Figure 12). Publication IV estimated the maximum SFN gain in a slightly more pessimistic way due to the difference in the power summing whilst Figure 5-2 presents the outcome of the direct power summing.

The analysis shows that when the radio parameter values presented in Publication IV are utilized, the parameter set of \{QPSK, GI=1/4 and FFT=8K or 4K\} produces an interference-free network for 1...21 sites. In this analysis, the sites are located according to the hexagonal network layout and are overlapping ideally. It can be seen from the figure that as the amount of the sites grows, the SFN gain (sum of the received power levels compared to a single site) reaches the saturation point which in this case is about 6.0 dB. The observation has been done inside the calculated site cell areas, by using a limit of the radius of the site cell that complies with the designing value of 10% outage probability in the site cell area. The parameter set of \{QPSK, GI=1/4, FFT=2K\} is still capable of producing SFN gain of about 3 dB in a large SFN, even the interference starts taking place after $K=7$ is exceeded. The parameter set of \{QPSK, GI=1/8, FFT=2K\} produces SFN gain in a small SFN, but the gain starts decreasing when $K$ grows. With $K$ value between 9 and 12, the SFN gain is 0 dB.
Figure 5-2. An example of the balancing of SFN gain and SFN interference level in long-term fading channel. \( K \) represents the SFN reuse pattern size, i.e. the number of sites within the SFN area.

Figure 5-3 shows the simulation result for the 16-QAM mode, when otherwise the same parameter values were applied. The figure indicates that about 6.3 dB value can be achieved with the parameter set of \{16-QAM, GI=1/4, FFT=4K or 8K\} in a large SFN network at least 19 sites. When utilizing the applied radio parameter values of Publication IV, these provide thus a non-interfering SFN network. The parameter set of \{16-QAM, GI=1/8, FFT=2K\} follows the performance of the latter ones until \( K \) grows to 16, resulting an optimal SFN gain of about 6.0 dB. When \( K \) grows more, small interference takes place reducing slightly the gain.

Nevertheless, with this parameter set the SFN gain is between 5.5 and 6.0 dB in the range of \( K=12\ldots21 \). For the parameter set of \{16-QAM, GI=1/8, FFT=2K\}, the SFN gain first grows along the \( K \), but starts soon decreasing due to the growing proportion of interferences. According to the simulations, this mode still provides an SFN gain of 0 dB between \( K \) values of 9 and 12. The figure also indicates that the rest of the parameter values create heavy interference for all the multi-site cases.

The results of Publication IV indicate that whenever the maximum SFN is exceeded, the related interference level tends to accumulate primarily to the outer boundaries of the service area. Even if the interference is present nearer to the centre areas, the serving sites produce sufficiently high carrier level in order to cope with the interference levels. The smaller the SFN diameter is, the more the interference points accumulate to the boundaries, finally filling the rest of the areas also inside the network centre.
Figure 5-3. The simulation results of the SFN gain and interference balancing for the 16-QAM cases.

Figure 5-4. An example of the simulation results in Mexico City layout with parameter set of $B=6$MHz, QPSK modulation, $CR=1/2$, MPE-FEC=1/2, GI=1/32 and FFT=8K in a combined long-term and Rayleigh fading channel. The map in left hand site represents the carrier distribution with noise level as reference, and the right one the interference distribution. The site circles indicate the height of the antennas.

Publication VII clarifies the phenomena. Figure 5-4 and Figure 5-5 summarise the behaviour of the interference in a practical environment presented in Publication VII. This example shows the effect of the smallest defined GI. The results of Publications III, IV, VII and X correlate with the reference [Sil06]. The outcome of the reference shows that the interferences, which are a result of the long distance paths of SFN, tend to accumulate to the outer parts of the investigated network.
Only few references for the overall effect of the SFN gain were found by writing this thesis. The most relevant is [Ebu05] which is considering the SFN gain over the whole network, not only in certain limited locations as the rest of the found references study. In particular, the reference has concluded that the additive network gain is not constant and is an increasing function of the percentage location probability of interest. This indicates that the simulations presented in this thesis are more realistic for estimating the SFN gain over the whole area than the typical drive test based investigations with a limited drive route, or theoretical calculations of only few sites.

As an additional note, it has been shown in [Bov09] that even in good field the Modulation Error Rate (MER) can increase and thus destroy the potential SFN gain in some of the locations. Nevertheless, based on [Bov09], it is not fully clear, what is causing the increased MER in a relatively good field. The problem might be caused by the non-ideal synchronization (as the reference utilized gap-filler for the secondary source) or practical limitations in the receiver performance. In general, the constructive SFN gain can be assumed to be best in the border areas of the cells where no clearly dominating signals are found.

5.1.3 MPE-FEC gain [Publications II, VIII, IX]

The detailed network planning might require regional adjustment of the parameters. As an example, the MPE-FEC rate can be selected lower in the areas that clearly have a good coverage and where users are not close to the Doppler limit of DVB-H. Even the MPE-FEC gain can be in order of several dB as indicated in [Far05b, p. 24] and [Far05c, p. 11], MPE-FEC does not bring added value in areas with a good field strength as it does not activate until the received power level reaches a critical level as has been shown in Publication VIII, except against the effects of the impulse noise. In order to enhance the capacity in such areas where impulse noise is present, low MPE-FEC rate can be used as has been concluded in Publication VIII. The complete removal of MPE-FEC might not be justified in any case because even within high received
power level areas there might be occasional spots of impulse noise and multipath propagated radio signals, and where even a low MPE-FEC rate does enhance the reception.

**Outdoor**

The field measurement guideline [Bou06] was taken as a basis for the field tests carried out in Publications II, VIII and IX. As the analysis in Publication VIII concludes, the MPE-FEC is normally useful only when the received power level is low enough, taken that the users are within the useful Doppler values. Figure 5-6 shows the basic principle of the functional scale of MPE-FEC via a case example presented in Publication VIII, Figure 4, indicating that the RSSI window where MPE-FEC takes effect and is able to correct the erroneous frames is relatively small and near the performance limits of the site cell. This means, that in mid-level and good radio field, MPE-FEC does not give too much added value even if there are multi-propagated radio components present. This applies for the indoor and outdoor pedestrian and slow vehicular environments. With the used parameter set, the Doppler shift was not the limiting factor in the city areas as the maximum velocity normally does not reach the limits of the maximum velocity.

As the MPE-FEC reserves a part of capacity from the total radio channel bandwidth, the balancing of the capacity and the MPE-FEC gain should be planned according to the operational environment. Based on this analysis, it would be recommendable to limit the MPE-FEC rate to lower values of the scale in the dense city environments as the MPE-FEC reserves thus only small proportion of the capacity but still corrects to some extent the occurred frame errors, including the ones caused by possible impulse noise as shown in Figure 5-7 (example from Publication VIII, Figure 6).

As can be seen, it is impossible to estimate the numerical value of the MPE-FEC gain in this case by comparing the 5 % cumulative occurrence point. Nevertheless, the MPE-FEC has
cleaned the impulse interference peaks that the basic FEC could not handle. This specific interference occurred in a specific spot near a mechanical escalator in indoor environment, and was repeated systematically.

![Graph](image)

**Figure 5-7. An example of the error recovery in case of the impulse noise.**

The low MPE-FEC level would be justified in indoor environment as the field tends to drop fast in the site cell edge according to the laboratory and indoor field measurements carried out in this study. On the other hand, in the typical urban and dense urban environment, the DVB-H radio coverage is normally good enough in order to provide sufficiently high quality indoor coverage. This means that the field in outdoor is so high that MPE-FEC is not normally needed, but recommendable due to multipath fading.

Also a practical sub-urban area within the DVB-H coverage seems to benefit only little from MPE-FEC. In the buildings, the gain seems to be even less than in urban areas due to the lower amount of multipath components. Nevertheless, approaching the service area edge, the field strength is sufficiently low in order to activate the MPE-FEC, which brings about 1 dB MPE-FEC gain in normal motorway environment with the lowest MPE-FEC rate.

When MPE-FEC is studied in lower received power level areas, i.e. near the site cell edge, the effect of MPE-FEC is more remarkable. Publication II shows the MPE-FEC behaviour in typical vehicular environments in sub-urban area type. It shows that the MPE-FEC performance depends clearly on the environment, and the variation of the effect can be seen in typical urban type of cases with sufficiently reflected multipath components even within the Doppler limit.

Publication IX shows the further post-processed analysis about the MPE-FEC behaviour for different radio channel types. The clearest result of MPE-FEC was obtained for the nearly LOS situation in the main lobe of the transmitter antenna. Figure 5-8 presents the post-processed val-
ues for the MPE-FEC gain with a varying QPSK, code rate, MPE-FEC rate and FFT size, the GI being 1/4 in all the cases. The analysis presented in Chapter 4.5.2 was applied.

Table 5-1 summarizes the MPE-FEC values for each investigated parameter set for the main lobe case. The summary indicates that the MPE-FEC gain can be more than 7 dB in the investigated radio channel type. It seems that in this type of channel, regardless of the modulation and CR, the MPE-FEC gain correlates with the FFT size, i.e. the lower the FFT size is, the less is the MPE-FEC gain also is in general except in the case of (QPSK, CR 2/3, MPE-FEC 1/2, FFT 2K) which has produced the highest MPE-FEC gain. For the (QPSK, CR 1/2, MPE-FEC 1/2, FFT 8K), the result is not possible to interpret although around 4 dB gain could be seen when the strongly varying curves are averaged. In general, if there are too many variations in the FER and MFER curves, no accurate estimate about the breaking points of FER5 and/or MFER 5 can be made with the presented method.

![Figure 5-8. Summary of FER5 and MFER5 analysis in a single site cell case.](image)

The measurement results were not always possible to interpret explicitly due to the large variation of FER and MFER curves. This indicates the insufficient amount of samples per RSSI category. In those cases, further measurements with a larger set of collected data would be needed. Nevertheless, the values that could be obtained are shown in Table 5-1. The results are in align with the references [Far05b, p. 24] and [Far05c, p. 11] which have concluded that the MPE-FEC gain might be in order of 5–9 dB in certain conditions.
Table 5-1. The MPE-FEC gain for the investigated parameter values in a single site cell.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>CR</th>
<th>MPE-FEC rate</th>
<th>FFT</th>
<th>MPE-FEC gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-QAM</td>
<td>2/3</td>
<td>1/2</td>
<td>2K</td>
<td>1.1</td>
</tr>
<tr>
<td>16-QAM</td>
<td>2/3</td>
<td>2/3</td>
<td>2K</td>
<td>1.5</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>2/3</td>
<td>4K</td>
<td>2.0</td>
</tr>
<tr>
<td>16-QAM</td>
<td>2/3</td>
<td>2/3</td>
<td>4K</td>
<td>2.8</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>1/2</td>
<td>4K</td>
<td>4.1</td>
</tr>
<tr>
<td>16-QAM</td>
<td>2/3</td>
<td>1/2</td>
<td>4K</td>
<td>4.3</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>1/2</td>
<td>4K</td>
<td>6.2</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1/2</td>
<td>2/3</td>
<td>8K</td>
<td>6.6</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>1/2</td>
<td>8K</td>
<td>7.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>1/2</td>
<td>2K</td>
<td>7.7</td>
</tr>
</tbody>
</table>

As a conclusion of the vehicular test in near-LOS main lobe, the MPE-FEC gain can be seen clearly when the field reaches the critical limit where FEC does not help but MPE-FEC still takes care of the frame errors, i.e. in the area where MPE-FEC starts to take effect. The level seems to be in order of 1–4 for FFT 2K, about 2–6 for FFT 4K, and about 6–7 for FFT 8K. Nevertheless, when sufficiently good overlapping is found, as concluded in Publication VIII the MPE-FEC does not improve the performance except for the occasional moments where impulse noise is present. In the latter case, MPE-FEC seems to clean the impulses quite efficiently in the entire received power level interval.

Comparison of the outdoor results

According to [Mil06, p. 20], with moderate Doppler values the MPE-FEC curve is very flat and has a constant gain of 6 to 7 dB compared to the DVB-T with the same receiver. The effect of the code length is studied in [Apa06a, p. 28]. There is a relationship between the MPE-FEC performance and the number of MPE-FEC rows noted. In the studies of Publication II, the row number was varied but the effect was not analysed. The overall MPE-FEC gain results obtained in [Apa06a, p. 23] concludes though that the MPE-FEC has positive effect in mobile reception. When the vehicle speed is well below the Doppler limit as also has been the case in Publication II and IX, [Apa06a, p. 23] has found that the effect can be seen to some extent. The analysis presented in [Apa06a] is comparable with Publications II and IX, presenting curves that indicate the frame error ratio after MPE-FEC.

Even [Apa06a] has not specifically analysed the MFER5 point, it is possible to interpret the curves of [Apa06a, p 24] which indicates the breaking point of MFER5 for {QPSK, CR 2/3, MPE-FEC 2/3} in approximately −85 dBm region whereas the {QPSK, CR 1/2, MPE-FEC 1},
i.e. no MPE-FEC produces about −83 dBm and thus 2 dB gain for MFER5. This does not give direct comparison though as the CR has been varied in the same graph. Nevertheless, [Apa06a, p 23] has concluded that the performance seem to be better, when main part of the overall redundancy is used by convolutional coding, i.e. it seems to be more efficient to combine CR 1/2 and MPE-FEC 2/3 rather than CR 2/3 and MPE-FEC 1/2. According to Publication IX, Figure 28, this phenomenon is not very clearly seen by varying the values of CR and MPE-FEC between 1/2 and 2/3. As an example, in the vehicular environment with almost LOS in sub-urban area, the combination of {QPSK, CR 2/3, MPE-FEC 1/2, FFT 8K, GI 1/4} has produced almost 7 dB MPE-FEC gain, and {QPSK CR 1/2, MPE-FEC 1/2, FFT 8K, GI 1/4} slightly over 7 dB.

As another example, Publication IX, Table 1 and Table 2 show the results with a mixture of different radio channel types in vehicular environment in sub-urban area. For GI 1/4 and FFT 8K, the combination of {QPSK, CR 1/2, MPE-FEC 2/3} gives 4.0 dB gain whereas {QPSK, CR 2/3, MPE-FEC 1/2} gives 6.5 dB. Furthermore, {16-QAM, CR 1/2, MPE-FEC 2/3} gives 4.9 dB and {16-QAM, CR 2/3, MPE-FEC 1/2} gives 0.3 dB. These are naturally snap-shot examples with about 25-minute data collection period per each parameter setting, but they do not confirm the statement of strong CR and lighter MPE-FEC producing better performance compared to a strong MPE-FEC and lighter CR. As it seems that the [Apa06a] is not based on very complete field test data, further investigations with larger data collection would be needed in order to confirm this behaviour.

There is also an evolution version of MPE-FEC developed for the satellite version of DVB-H, i.e. DVB-SH. It is backwards compatible with the link layer of the original MPE-FEC, but uses sliding mechanisms. According to [Goz08], the new version called MPE-iFEC improves the performance of MPE-FEC, and it could be used also in DVB-H. The comparison of the MPE-FEC and MPE-iFEC would be thus an interesting further study item.

**Indoor**

Publication VIII presents pedestrian field tests in indoor environment. A laboratory network with a single site cell was utilised with a radius of about 50 meters. The methodology presented in Publication II and Chapter 4.5.2 of this thesis was applied in the respective analysis, i.e. FER5 and MFER5 behaviour was observed as a function of RSSI.

The outcome of the laboratory tests shows that the MPE-FEC rate has an expected effect on the performance. A MPE-FEC rate of 15 % produced MPE-FEC gains close to zero whereas 25 % indicated about 0.5 dB gain, and 35 % rate showed about 2 dB gains. The respective environment was challenging for the MPE-FEC as the channel included only one dominating radio path. This 1-tap environment would not provide too much MPE-FEC gain.

As Publication VIII shows, the indoor tests were carried out also in live network. There was only MPE-FEC rate 15 % in use. The comparative analysis showed that the laboratory results
show pessimistic values for MPE-FEC 15 %, being about 0.2 dB, whereas the live network results with the same MPE-FEC rate provided about 1 dB MPE-FEC gains. The value depends though on the case; where low amount of multipath radio components are expected, the gain is respectively lower. It is interesting to note that in those cases where obviously impulse noise occurred, even low MPE-FEC rate indicated good performance.

Comparison of the indoor results

Reference [Apa06a, p. 25] presents indoor test results for the pedestrian environment. The presentation is slightly different from the one used in Publication VIII, but it is possible to interpret the general behaviour of the MPE-FEC in the 5 % cumulative point. Publication VIII uses parameter set of \{16-QAM, CR 1/2, FFT 8K and GI 1/8\}. FEC rows were 512 for 15 % and 25 % MPE-FEC, and 768 for MPE-FEC 35 %. In [Apa06a, p. 25], the settings have been \{QPSK, CR 1/2\} and 512 FEC rows. Some of the MPE-FEC results can be obtained also via the impulse noise test case in discharging the impulse area as shown in [Apa06a, p. 28]. The setting was \{16-QAM, CR 1/2, MPE-FEC 2/3\}, i.e. MPE-FEC 35 %.

Reference [Apa06a] does not describe thoroughly the indoor environment or the test setup, but the comparative results of Table 5-2 seem to fall in the same range for the MPE-FEC 15...35 % cases. Also [Gom09, p. 61] has concluded that MPE-FEC provides its minimum gain for low Doppler frequencies (pedestrian reception) due to the reduced mobility.

<table>
<thead>
<tr>
<th>MPE-FEC</th>
<th>Publication VIII</th>
<th>[Apa06a]</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>0.05…0.2 (2 terminals)</td>
<td>not possible to interpret implicitly</td>
</tr>
<tr>
<td>25%</td>
<td>0.4 (1 terminal)</td>
<td>~0.2</td>
</tr>
<tr>
<td>35%</td>
<td>1.9…2.0 (2 terminals)</td>
<td>1.5 (via impulse noise tests), ~1.0 (via non-impulse noise tests)</td>
</tr>
</tbody>
</table>

5.1.4 Antenna down-tilt [Publication V]

For the remaining site parameters, the down-tilting of the transmitter antenna is one of the most relevant optimisation items. The studies carried out in Publication V showed that the effect can be seen clearly when varying the down-tilt of the sites in order of 0–6 degrees. Its relevance has been studied in [Fan06b]. It concluded via propagation analysis using smooth-earth and Longley-Rice models that significant coverage improvements may be obtained by simply increasing the antenna beam tilt.

It is worth noting that the down-tilt of the main beam raises at the same time the vertical back lobe of the antenna. Especially in the LOS environment, this might cause fragmented coverage
spots in long distances in the back lobe of the antenna. When they do not exceed the SFN limits, they do not have harmful effects within SFN. On the other hand, they also can be interference sources outside the limits of the SFN. It is thus important to study the effect of the down-tilt in the detailed planning phase of DVB-H network.

5.2 User experience related parameters

The user experiences are important feedback for the operators in order to tune the radio and core network of DVB-H correctly. The experiences are normally collected already in the trial or pilot phase of the network. There is often a friendly user phase organized before the commercial launch of a DVB-H network, and selected customers can test the services and give feedback to the operator. This helps in understanding the technical limits for the adequate service level, preferred program types as well as the commercial aspects with cost structure of the provided services.

The user experiences can also be utilized in the operational phase of the network. Depending on the technical abilities of the DVB-H network, it might be able to collect and send automatically the statistics of the usage via the interaction channel, i.e. GSM or UMTS packet service.

One of the concrete parameters related to the user experiences is the time-slice as the average channel switching time depends directly on that. The correct dimensioning is important in order to create fluent user experiences when the channel is switched. It can be estimated that the average waiting period should not exceed considerably that of terrestrial DVB system in fixed use. On the other hand, the channel switching time has direct relation with the battery saving value. This is logical as faster the switching time is, more often the receiver has to be switched on.

A short unpublished snap-shot test with the variation of the Time Slicing window size was carried out in the test setup aside the activities that are explained in Publication II. It can be estimated by a subjective test, that four seconds is already too long waiting time, two seconds being in the limit of typical tolerance of the user. As the battery saving benefit lowers along the faster switching time, it would be important to carry out related user experience test cases with sufficiently large audience.

The power saving at the receiver can be defined as the fraction of the time during which the front-end of the receiver is inactive. A typical battery saving value is at least 90 % [Hen05, p. 16]. The source [Gar07, p.5] has investigated the battery saving effect of the Time Slicing functionality. The results show that in a realistic scenario, the TS rate could be approximately 10 Mb/s, with a typical video service bit rate of 500 kb/s. Defining bursts of 2 Mb, each burst has duration of 200 ms and the inter-burst time is 4 seconds. The theoretical power saving is thus 96%. It should be noted, though, that in the complete DVB-H terminal the receiver end is only
one part that consumes battery. As there are other functionalities and components like video stream player, display, GSM/UMTS terminal, among others, the percentage of the battery saving of the DVB-H is logically lower when the reference is the complete equipment. In this sense, the optimal balance of the channel switching time (i.e. user experience as the usability) and battery saving (i.e. user experience as the usage time without power outlet) can be found probably around 2 seconds area.

Other important aspect is related to the video and audio quality. The bit rate as well as frame rate should thus be dimensioned correctly for each content type.

### 5.3 Cost optimisation [Publication I]

The whole chain of the DVB-H network, including the IPDC part (core) and radio networks, includes many business parties [Sat06]. As each one of the delivery chain representatives has their costs due to the investments, they might face the cost optimisation issues. It is thus essential to take into account the cost effect of the technical solutions of the DVB-H network deployment as deeply as possible as there might be several parameter values producing a zero-point in the derivative of the cost as a function of the selected parameter values.

**5.3.1 Cost optimisation in non-interfered network**

Publication I shows the methodology for the seeking of an optimal parameter set for the OPEX and the CAPEX of the network. It is based on the adjustment of the essential variables, i.e. antenna heights and transmitter power levels, in order to vary the size of the single site cells of the network assuming there are no interferences found in the planned area, i.e. either MFN or non-interfered SFN is used. Based on the methodology of Publication I, a more detailed version of the cost optimisation module was formed in this thesis as shown in Figure 5-9.

The variables for the complete techno-economic network optimisation include the total cost of the site, radius of the site cell and radiating power level vs. the respective cost of the equipment. There are various sources of information as well as tools in order to find the main aspects in the physical environment, including the geographical distribution of the population and economical levels, data bases of the site locations (existing towers, the height of the antennas), digital maps with the area types and respective propagation models etc. In the detailed network optimisation, unlike in the nominal plan, uniform power levels would not provide the best performance due to the practical differences of the areas and site solutions, so the power levels and antenna heights should be planned on site-by-site basis in this phase.

In the initial phase of the planning, the area type can be assumed as uniform, or that there are only few different area types each one being uniform as a cluster class. As an example, the area
inside of ring road of a large city could be assumed as dense city area type, whilst outside of the ring road, a sub-urban cluster could be applied.

The first step of the cost estimation is to identify all the relevant items that do have cost effect on the network implementation. Then, the CAPEX and OPEX of a single site can be estimated, with a respective radio coverage area in that cluster type. In order to have a reliable estimate of the cost effect of the whole network, a sufficiently large area can be selected and filled in with the sites according to the coverage area of each transmitter. In the nominal planning phase, a hexagonal model can be utilized whilst in the detailed planning, site-by-site adjustment and real map data should be applied. Then, by varying the essential parameters like antenna heights and gains, transmitter power levels etc., this process can be repeated. The combined CAPEX and OPEX curves now indicate what would be optimal solution as a function of time.

The CAPEX represents the initial one-time cost of the site. It should contain cost information about the investigated transmitter type, antenna system with related jumpers, connectors, feeders and power splitters, other material for the mounting etc, the work for site acquisition, legal and technical preparation, and finally the work for actual installation and commissioning of the site. The OPEX indicates the costs that are generated during the time after the initial installation of
the site. The most important long-term cost items are related to the transmission type, maintenance of the equipment, possible tower and site rental agreements, and electrical power consumption.

Publication I shows the analysis by applying an estimate for the transmitter costs as a function of the power level. The cost information was obtained in a snap-shot way from the typical commercial transmitter models and the values were normalized by taking the cost of the 500 W-transmitter as a reference. It is obvious that this utilized cost information can vary notably depending on the case, including the effect of possible discounts for the purchase of high amount of transmitters. Nevertheless, it indicates the cost behaviour depending on the variations of the power level. As a result, it is possible to create a power vs. cost -dependency graph, i.e. what is the cost of single watt as a function of the transmitter type.

Next, the CAPEX and OPEX per site can be presented in graphical format by normalizing the values. In Publication I, the transmitter type producing 500 W is selected as a reference. For the CAPEX, the higher power transmitters are logically more expensive, they require more installation work, and the respective feeders are more expensive. As for the OPEX, the transmission and site rent are the major cost items. Assuming that the power consumption is about six times more than the produced output power, the energy consumption can be important for the highest power transmitter models. In the example shown in Publication I, Figure 4, the energy consumption represents about 25 % of the total operating costs of a single site.

For the coverage estimation with the Okumura-Hata propagation model, Publication I assumes that QPSK is used, area location probability 90 %, shadowing margin 5.5 dB, frequency 700 MHz, transmitter antenna gain 13 dBi, receiver antenna gain −7 dBi, CR 1/2, and MPE-FEC 3/4. This results in a received power level requirement of −87 dBm.

For each transmitter power level case, the feeder was selected according to the output power requirements, i.e. less output power requires thinner feeder, which is more economical and easier to install, but on the other hand its loss is higher reducing the coverage area. As there is clear inter-dependency, this item requires additional iteration rounds in order to find the optimal balance between the total cost and performance, i.e. the task is to select the feeder that complies with the maximum power requirement and that keeps the total cost on minimum level by balancing the cable type (attenuation) and its cost.

In the analysis shown in Publication I, the cables were selected in such a way that power levels up to 3400 W use 1-5/8" feeder (with 1.9 dB attenuation per 100 m) and power classes 4700 W and 9000 W used 3" feeders (with 1.5 dB attenuation per 100 m but resulting about 30 % more costly material than the previous one). The cable cost for different cable models can vary several tens of percents. The portion of the cable cost reduces to only some percents when the overall site cost gets higher, i.e. when the transmitter power increases.
Even if the hexagonal model used in the large network area analysis of this thesis is theoretical, the model reflects the reality especially for the comparison of cases as the overlapping areas can be utilized in the practical network for handover purposes of the multi frequency network, or for producing the SFN gain in the single frequency network. The presented method of creating a uniform site distribution for each case with same parameter values and ideally overlapping coverage areas of each site cell is thus functional for the relative investigation of the cost effect. As Publication I concluded, e.g. the operating cost effect of transmission and electrical power might be considerable and thus a significant OPEX item.

5.3.2 Cost optimisation in interfered SFN network

When the over-sized SFN is applied, the cost optimisation method presented in Chapter 4 can still be used, but a feed-back loop should be added to the process as proposed in Figure 5-10.

![Diagram](image-url)

Figure 5-10. Cost optimisation in interfered DVB-H network.
The SFN simulator method of Publications III, IV and X can be utilized in the feedback loop. The iteration level of the cost optimisation thus rises, but in the in-depth network planning and optimisation it is recommendable to carry out as thorough cost optimisation as possible as it might have remarkable effects on the final savings in the network deployment and operating phases. The CAPEX/OPEX analysis of Publication I can be presented in an analytical format in the following way.

Path loss

The initial task is to define the basic loss \( L \) (dB). The \( L \) is obtained from the link budget as presented in Table 3-2. As an example, for the QPSK, CR 1/2 and MPE-FEC 2/3, the required \( C/N \) is 11.5 dB according to [Dvb09]. With this combination, the maximum allowed path loss in outdoor is 144.2 dB, when the frequency \( f \) is 600 MHz, receiver's noise figure \( F \) is 5 dB, transmitter output power \( P_{TX} \) is 2400 W, cable and connector loss \( L_{cc} \) is 3 dB, power splitter loss \( L_{ps} \) is 3 dB, transmitter antenna gain \( G_{TX} \) is 13.1 dBi, receiver antenna gain –8.4 dBi, and the location variation for 95% area probability is 7.0 dB.

In the cost analysis, the variables shall be the cable and connector loss \( L_{cc} \), the transmitter power \( P_{TX} \) and the height of the transmitter antenna \( h_{BS} \). The receiver antenna can be assumed to be fixed to 1.5 meters. Following the principle of the link budget of Table 3-2, the initial \( L \) is estimated as shown in the link budget analysis based on Table 3-2.

Cell radius

When the maximum allowed path loss is known for the investigated radio parameter values, the next step of the CAPEX/OPEX analysis is to estimate the single cell radius. A uniform analysis can be utilized in the first phase of the analysis, as has been done in Publication I. This gives an overall estimate about the situation by presenting the global values in an ideally overlapping site setup which can be presented by the hexagonal layout model. The drawback of this method is that in practice, it is not possible to build the sites according to the ideal distribution the model suggests. Nevertheless, the model provides a functional estimate about the feasible parameter value ranges as for the antenna heights and transmitter power levels. The method presented in Publication I can also be applied in a practical DVB-H network layout, e.g., by extending the coverage and interference analysis of Publication VII with the CAPEX/OPEX module.

This uniform cost analysis is based on the estimate of a single cell radius. In the simplest format, the free path loss calculation could be applied with a rough estimate of the attenuation factor that represents different area types. Throughout this thesis, the basic Okumura-Hata model [Hat80] or ITU-R p.1546.3 [Itu07] are used as they provide a realistic estimate for the path loss, and they are commonly utilised in the coverage predictions. If the basic Okumura-Hata model is applied for the CAPEX/OPEX analysis, the cell radius \( d \) (km) can be estimated as an example in medium and small city environment as presented in (3-13) and (3-14):
where \( L \) is the outcome of (3-9) in dB, \( f \) is the frequency (MHz), \( h_{tx} \) is the transmitter antenna height (m), and \( h_m \) is the mobile antenna height (m).

As soon as the cell radius in known, the next task is to model the cost items in order to understand the expenses of the parameter values. The items can be divided to the initial investments (CAPEX), and to the longer term yearly costs (OPEX).

**CAPEX items**

The initial network deployment costs include various cost items that impact on the CAPEX. Table 5-3 summarizes the most important variables for a single site.

<table>
<thead>
<tr>
<th>Variable</th>
<th>OPEX item</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C^C_1 )</td>
<td>Transmitter</td>
<td>The transmitter cost depends on the power level ( P_{tx} ) as presented in Figure 3-5, and thus on the cell radius. The complexity of the transmitter has impact on the cost.</td>
</tr>
<tr>
<td>( C^C_2 )</td>
<td>Antenna system</td>
<td>The transmitter power level dictates the minimum power level that the antenna elements should support, with a practical margin. The elements can be omni-directional or directional.</td>
</tr>
<tr>
<td>( C^C_3 )</td>
<td>Antenna feeder</td>
<td>The antenna feeder must support the transmitter power level, and a safety margin should be taken into account. The antenna feeder has an impact on the ( L ) as the cable and connector losses decrease the cell radius. Higher power requires thicker antenna feeder, which is more expensive, but with also lower losses.</td>
</tr>
<tr>
<td>( C^C_4 )</td>
<td>Installation, antenna system</td>
<td>The installation cost depends on the height and weight of the antennas, height of the cables, as well as the length of the cable.</td>
</tr>
<tr>
<td>( C^C_5 )</td>
<td>Power splitter</td>
<td>If various directional antennas are used, the power splitter is utilized. The cost depends on the power levels and antenna ports. The power splitter has a direct impact on the cell radius.</td>
</tr>
<tr>
<td>( C^C_6 )</td>
<td>Cable brackets</td>
<td>The cable mounting requires brackets. The amount and cost depend on the antenna feeder type and antenna height.</td>
</tr>
<tr>
<td>( C^C_7 )</td>
<td>Installation</td>
<td>Personnel's compensation of the work.</td>
</tr>
<tr>
<td>( C^C_8 )</td>
<td>Other installation costs</td>
<td>Special fees, e.g., due to the helicopter installation etc.</td>
</tr>
<tr>
<td>( C^C_9 )</td>
<td>Site acquisition</td>
<td>The identification of the location and acquiring of the site, including personnel's compensation.</td>
</tr>
<tr>
<td>( C^C_{10} )</td>
<td>Planning, drawings</td>
<td>The preparations of the site, personnel's compensation.</td>
</tr>
<tr>
<td>( C^C_{11} )</td>
<td>Miscellaneous costs</td>
<td>Any other sufficiently significant site related cost.</td>
</tr>
<tr>
<td>( C^C_{12} )</td>
<td>Tower / site building</td>
<td>If the site and/or tower are purchased, this item triggers a one-time cost effect. It should be noted that the building costs might be exponential as a function of the tower height.</td>
</tr>
</tbody>
</table>
As can be seen from Table 5-3, there are various relevant items affecting on the CAPEX. The cost variables that are shown in the table have partial inter-dependencies between the transmitter power levels, antenna height, OFDM parameter values and cell radius. The complete CAPEX for each investigated option is:

\[ C_{\text{tot}}^C = \sum_{i=1}^{12} C_i^C \]  \hspace{1cm} (5-2)

**Antenna feeder selection**

When the transmitter power level is selected for the investigation, the antenna feeder type selection depends on the respective maximum possible transmitter power level. Table 5-4 summarises a set of example values that indicates the relationship between the cable type and power requirements. This information was utilized as a basis in Publication I.

<table>
<thead>
<tr>
<th>Type</th>
<th>Attenuation at 500 MHz / 100 m</th>
<th>( P ) (const) kW / 500 MHz</th>
<th>Attenuation at 700 MHz / 100 m</th>
<th>( P ) (const) kW / 700 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2&quot;</td>
<td>6.31</td>
<td>0.98</td>
<td>7.58</td>
<td>0.82</td>
</tr>
<tr>
<td>7/8&quot;</td>
<td>2.70</td>
<td>3.38</td>
<td>3.44</td>
<td>2.65</td>
</tr>
<tr>
<td>1-5/8&quot;</td>
<td>1.59</td>
<td>6.93</td>
<td>1.91</td>
<td>5.77</td>
</tr>
<tr>
<td>2-1/4&quot;</td>
<td>1.31</td>
<td>9.89</td>
<td>1.58</td>
<td>8.21</td>
</tr>
<tr>
<td>3&quot;</td>
<td>1.04</td>
<td>18.4</td>
<td>1.46</td>
<td>13.1</td>
</tr>
</tbody>
</table>

As Table 5-4 indicates, the most cost-effective solution (balance of the feeder cost and loss) might be possible to obtain even if the cable type is clearly over-dimensioned as for the maximum power because certain cables might increase clearly the cell radius due to the lower loss.

As an example, 1/2" cable with 100 m antenna height produces about 7.5 dB loss whilst the 7/8" produces 3.5 dB. This 4 dB difference is significant in the radio link budget, as the same effect can be achieved by, e.g., more than doubling the transmitter output power level. It should be noted that the tower installation for a certain antenna height requires typically additional cable length for the equipment room. In the calculations of Publication I, a 30 meter additional length is assumed.

By simplifying and assuming that only one piece of cable is utilized per site, the antenna feeder cost item is selected from the list of available types, e.g., in the following way in the presented example:
It can be decided that the additional power safety margin \( \varepsilon \) is 10\% of the maximum supported power level \( P_{\text{max}} \) of each antenna feeder type. There are no technical restrictions in the use of any of the antenna feeder type whilst the power limits are taken into account. If the effective output power of the transmitter is 2.16 kW (2.4 kW with TX filter loss of 10\%), the feeder type of 7/8'' supports 2.65 kW – 0.1·2.65 kW = 2.39 kW, which thus complies with the realistic power of the 2.4 kW transmitter type. In this case, the antenna feeder and related cost \( C^3_\text{C} \) could thus be selected from \{c_{7/8''}, c_{1-5/8''}, c_{2-1/4''}, c_3''\}. The cost \( c \) of each antenna feeder should now be known via the available sources. In this analysis, the assumption is that the cost is constant per meter, although in practice, there might be additional discounts due to the volume purchase. On the other hand, it should be noted that the feeder diameter has an effect on the installation cost \( C^4_\text{C} \) due to the more difficult handling of the material and additional weight of the feeder.

When the transmitter power level is selected, as well as the transmitter antenna height, the cable type or different options for the cable type can be selected, and the respective cable and connector attenuation \( L_{cc} \) as well as total cost can be calculated.

The cable is clearly a CAPEX item. It is installed only once and is almost maintenance free, making the related OPEX practically minimal. When estimating the cost effect of different cable types, the balance can be found by evaluating the cost of material and work per cable type (heavier cable requires more work) as well as the effects of different cable losses (thicker cable produces lower losses). It should also be noted that the attenuation is frequency dependent.

Table 5-5 summarises a case used in Publication I by presenting the site cell radius obtained with different cable types and transmitter power levels. The assumption is to use all the antennas in 100 m tower. This table indicates that the cable types of \{1-5/8'', 2-1/4'', 3''\} provide similar coverage areas, so the lowest cost type that is supported by each transmitter power level is an obvious selection in order to optimize the cost. Nevertheless, the table shows that there is a clear difference between \{1/2'', 7/8'', 1-5/8''\}, the thinner cable producing clearly lower coverage areas.

By taking into account this in the cost analysis, i.e., by calculating the final cost of the network if thicker cable is utilized in these lower power cases, the outcome could be that the thicker cable, even the resulting CAPEX is higher than for the thin cables, can provide more cost-efficient OPEX.
Table 5-5. An example of the site cell radius obtained by varying the cable type and transmitter power levels. N/A is shown if the cable is not suitable for the respective power level.

<table>
<thead>
<tr>
<th>$P_{rx}$ / W</th>
<th>Cell range (km) for cable type of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/2&quot;</td>
</tr>
<tr>
<td>100</td>
<td>3.7</td>
</tr>
<tr>
<td>200</td>
<td>4.6</td>
</tr>
<tr>
<td>500</td>
<td>6.2</td>
</tr>
<tr>
<td>750</td>
<td>7.0</td>
</tr>
<tr>
<td>1500</td>
<td>N/A</td>
</tr>
<tr>
<td>2800</td>
<td>N/A</td>
</tr>
<tr>
<td>3400</td>
<td>N/A</td>
</tr>
<tr>
<td>4700</td>
<td>N/A</td>
</tr>
<tr>
<td>9000</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**OPEX items**

Table 5-6 summarizes the OPEX items that were utilized in the cost analysis of Publication I. As was the case in CAPEX item identification, also the OPEX items were selected according to the realistic deployment.

Table 5-6. The most relevant OPEX items and relations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>OPEX item</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^O_1$</td>
<td>Electricity</td>
<td>The electricity consumption depends mainly on the transmitter type (power level) as well as the power consumption of the related other site elements like modulator, site cooling system, routers etc.</td>
</tr>
<tr>
<td>$C^O_2$</td>
<td>Maintenance</td>
<td>The maintenance includes principally the transmitter maintenance that depends on the complexity of the transmitter. As an example, air cooled requires less site visits than oil cooled, which in turn also requires oil changes.</td>
</tr>
<tr>
<td>$C^O_3$</td>
<td>Transmission</td>
<td>The transmission can be either terrestrial or via satellite. Both have cost effect, terrestrial triggering site specific costs whilst the costs of a single satellite usage can be divided between all the respective sites.</td>
</tr>
<tr>
<td>$C^O_4$</td>
<td>Tower / site rent</td>
<td>If no own site or tower has been obtained, the rental costs of the equipment shelter and / or antenna system usage are added to the OPEX.</td>
</tr>
<tr>
<td>$C^O_5$</td>
<td>Other expenses</td>
<td>Any other item triggering regular costs like average level of the general site maintenance.</td>
</tr>
</tbody>
</table>

The electrical power consumption $P_c$ of the transmitters can be estimated in a general level as a function of the transmitter output power level, unless there is no more accurate estimate available:
\[ P_e = 6 \cdot P_{TX} \]  

(5-4)

The yearly cost of the transmitter with a power level of \( P_{TX} \) is thus:

\[ c_e^{O} = 6 \cdot P_{TX} \cdot c_e \cdot 24h \cdot 365 / 1000 \]  

(5-5)

where \( c_e \) is the cost of electricity per kWh. Equally, the other OPEX items should be estimated in absolute values in yearly basis, which results in the total OPEX per year:

\[ C_{\text{tot/year}}^{O} = \sum_{i=1}^{s} C_{i}^{O} \]  

(5-6)

The yearly costs might vary over the time, but in this level analysis it is sufficient to estimate an average cost per year.

### Combined CAPEX/OPEX of the whole network

When the CAPEX and OPEX are calculated for all the investigated options as a function of transmitter power levels (transmitter types), antenna heights and OFDM parameters (which results in the balance between the capacity and coverage), the combined network cost can be calculated.

The single cell radius \( d \), or the distance between the site and calculated cell edge with the given area location probability, indicates how many partially overlapping sites can be located within a certain area, which can be the whole planned network or part of that. By taking into account the overlapping share of the hexagonal model as presented in Figure 6-8 of the simulator Appendix, and in Figure 5 of Publication I, the number of the site cells \( N_{\text{cells}} \) is:

\[ N_{\text{cells}} = \frac{A_{\text{tot}}}{A_{\text{cell}}} \cdot 0.827 = \frac{A_{\text{tot}}}{\pi d_{\text{cell}}} \cdot 0.827 \]  

(5-7)

where \( A_{\text{tot}} \) is the whole investigated area (km\(^2\)) and \( A_{\text{cell}} \) is the single site cell coverage area (km\(^2\)). This information is the key for the CAPEX/OPEX analysis in Publication I as it provides the possibility to compare the efficiency of the selected parameters in order to minimize the cost when filling the area with the full coverage area.

The total cost of the investigated part of the network is thus:

\[ C_{\text{tot}} = N_{\text{cells}} \cdot \left( C_{\text{tot}}^{C} + C_{\text{tot/year}}^{O} \cdot N_{y} \right) \]  

(5-8)

where \( N_{y} \) is the number of the operating years with \( \{N_{y} \in \mathbb{R} \mid 0 < N_{y} < t_{\text{max}} \} \), where \( t_{\text{max}} \) is the maximum operating years of the network. The aim is now calculate as many options as are logical to investigate, by following the planning process from the beginning. The first task is to fix the
maximum offered capacity, which results in a certain limited set of OFDM parameter values for the modulation scheme, CR and MPE-FEC. The analysis can also be limited by selecting realistic general values for the possible maximum antenna heights in the investigated area. Also the regulatory radiation values might be needed to be taken into account when limiting the antenna heights and maximum possible radiating power levels.

The most logical set of parameters can now be tested by calculating the maximum path loss $L$ and respective cell radius $d$, which gives the cost estimate for each case. The results of Publication I show that there is an optimal point in the combined CAPEX and OPEX curves when varying the transmitter powers. In the presented case analysis of Publication I, the optimal transmitter power class is found in mid-range models. A further analysis shows that the optimal point varies during the time, higher power transmitters becoming more cost-efficient solution in the longer run.

This outcome of the optimal power level which is not necessarily the highest possible one is an interesting deviation to the typically presented assumption which indicates that the optimization via the reducing of sites by increasing as high masts and as high output powers as possible is assumed to lead directly to the reduction of costs as presented, e.g. in [Hoi06, p.4].

Figure 5-11. The cost effect of the DVB-H network when the antenna height is varied. This case includes relatively high transmission costs as utilized in Publication I.
There are many inter-dependencies between the variables which require various iteration rounds if the optimal set of parameter values are investigated thoroughly. As an example, by keeping the variables the same as in the presented example of Publication I, but varying the antenna height in a sub-urban area, Figure 5-11 can be obtained. The presented values are normalized to 500W-transmitter case and for the antenna height $h_{ant}$ of 100 meters. The analysis shows the combined CAPEX and OPEX after 4 years of operation.

Figure 5-11 indicates that the higher the antenna is located the lower the cost of the network is. This is logical outcome because the coverage areas grow as a function of the antenna height. It is interesting to note though, that in this specific case and in a range of about 75...150 meters of antenna height, the optimal transmitter power level is in mid-range models whereas in lowest and highest antenna locations the high-power solution is the optimal in each antenna height category.

For the high antenna cases this is understandable as the number of high-power transmitters is relatively low in order to achieve the same coverage area as with the lower power cases. The explanation for the low antenna height behaviour is that the number of the high-power sites in that specific situation is low enough to favour the high-power transmitters even if their relative cost of power consumption is clearly higher.
In the above mentioned examples, the transmission cost has been assumed to be based on leased lines with relatively high cost (in order of 150,000 euros per year per site). The tower rental and site cost has been assumed to be in order of 20,000 euros per year. If the transmission cost can be reduced considerably, e.g. down to 15,000 euros per year per site, the result changes. This is due to the fact that the relative proportion of the electricity consumption gets much higher in the total OPEX. Figure 5-12 shows a related analysis, with all the other parameters being the same as in case of Figure 5-11.

The reference for the normalized y-values (costs) has been kept the same in Figure 5-12 as in Figure 5-11, i.e. the analysis is based on the 500 W transmitter case and for 100 meters of antenna height. As can be noted, the relative cost of the network is considerably lower with low transmission costs. In this case, the highest power case of 9,000 W results now in about 49 % of the OPEX out of the total operating expenses. This effect can be seen in Figure 5-12 as the optimal point per antenna height category is clearly indicating the mid-range power transmitters.

It is worth noting that the above mentioned analysis results in optimal transmitter power level and antenna height values, which in many cases indicates the mid-level range. As a comparison, [Mil06, p. 63] has identified the optimal point in mid antenna height in city area case, but the transmitter power seem to behave in linear way, i.e. the higher the power level is, the more economical the network cost is as the coverage areas of single site is large. The lack of clear optimal points indicates that the study might be missing of such detailed inputs that were used in Publication I. Furthermore, the operating costs were not taken into account in [Mil06, p. 63].

Cost optimisation in varying sites

The method shown in this thesis for the CAPEX/OPEX optimisation is based on the uniform parameter values over the whole investigated network. Nevertheless, the method can also be applied for the varying site configurations, e.g., in the environment presented in Publication VII. Furthermore, the analysis can be combined to the coverage area study, as well as to the SFN gain and SFN interference balancing study by varying the radio parameters and by calculating the respective costs either in uniform case or site-dependent parameter values.

Conclusions

As a conclusion of the cost optimisation, it is important to identify all the relevant cost items case-by-case and carry out the related analysis. If the DVB-H transmitter antennas can be located relatively high, it helps in the optimisation of the coverage areas. There are limits though, the increased power consumption being one of the critical items in the case of the highest power level transmitters. As Figure 5-11 and Figure 5-12 shows, the antenna height does have a considerable effect on CAPEX and OPEX and the optimal cost point can be found.
On the other hand, the optimal height might depend also on the other aspects like on the fine-tuning of the maximum size of the single frequency network, i.e. when sufficiently low EIRP levels are used, the theoretical SFN diameter is not necessarily a limit in practice and the single frequency can be used in large areas as shown in Chapter 5.1.1. An optimal solution would possibly include part of the antennas installed as high as possible to broadcast towers and others in telecom towers and rooftops due to the easier access.

Furthermore, there might be possibilities to adopt the transmit diversity for the DVB-H networks. It would improve the reception and QoS in the site cell edges and the outage areas within the site cell. The technique provides thus a robust reception with improved QoS, and can reduce the network costs by lowering the transmit power and the number of infrastructure elements as has been noted in [Zha08, p. 575].

Reference [Hoi06] contains DVB-H specific techno-economic considerations. Nevertheless, the analysis it presents is not sufficiently detailed for the comparison of the results obtained in this thesis. Other highly relevant references for the comparison of the presented method and case results are [Gom06], [Gom07], [Joh07], and [Bri05]. They present analysis for the optimizing of the network deployment and operation costs, e.g., by comparing broadcast and mobile network towers and by combining DVB-H and other cellular systems infrastructure. Unfortunately, none of these considers a DVB-H network deployment scenario like presented in this thesis, making the final comparison of the results challenging.

As a conclusion of the cost optimisation part of this thesis, a sufficiently detailed method was developed to be taken into account in the typical DVB-H deployment. The other found references presented the related aspects either from purely economical point of view [Bal07] [Sat07], or taking into account only partially the relationship between cost and technical items [Bmc07] [Sat06] [Ski06]. Instead, this thesis presents a complete set of CAPEX and OPEX items which were investigated as a function of transmitter antenna height and power levels, taking into account all the relevant deployment aspects of the equipment and planning environment in a more detailed way than was found in other related references.
6 Summary and conclusions

6.1 Main results of this thesis

As a basis for this thesis, a radio network planning and optimisation process chart was created for the nominal as well as for the detailed phase of the planning. The process modules were designed based on the publicly available information, but enhancing the processes. Based on these process charts, the methods of the most relevant parts of the processes were identified and investigated. The outcome clarifies the DVB-H link budget usage. The results include the optimisation of the essential network parameter values taking into account the related network building and operation costs, as well as the regulatory limitations of the radiation powers.

An enhanced methodology for the field measurements and analysis with hand-held DVB-H terminal was created. The outcome of this part was the introduction of the procedure for the measuring and post-processing of the field test data. Selected cases were carried out, and the respective results can be used in order to fine-tune the radio link budget in similar locations the tests were performed. The closest similar analysis can be found in [Amp06a]. This thesis clarifies the way to present and interpret MPE-FEC gain, and gives a more detailed means for the estimation of the accuracy of the results.

A simulation method for the SFN investigations was developed and respective case studies were carried out by utilizing a set of practical parameter values. The method is based on the physical radio propagation analysis assuming that the upper layer functionality is ideal. The respective carrier-to-noise and carrier-to-interference ratios are assumed to be fixed for the used parameters. The method is thus valid for obtaining information about the limits of the network performance and is thus sufficiently accurate to select the optimal parameter values, e.g. as a function of transmitter antenna height and power level. The initial version of the simulator is based on the hexagonal site cell layout, common antenna heights and power levels, but it was also shown that the tool can be utilized for more practical environments with individual site configurations.

One of the outcomes of the simulations was the confirmation that the large (over-sized) SFN network can be applied when the essential parameters are tuned correctly like the height of the antennas and radiating power levels of the transmitters. The used analysis method is slightly different than the found references because the comparative simulations are proposed to be done over the whole investigated area instead of individual sub-regions. The proposed method gives sufficiently accurate results for the comparison of different parameter settings, and the simulations require considerably less time than the sub-region method. Nevertheless, the results corre-
late with the outcome of the available reference material. Furthermore, the results show acceptable quality when the balance between the SFN gain and SFN interference levels are taken into account. The performance of the network can be further optimized by using directional antennas, down-tilting and case-by-case adjustment of the antenna directions by utilizing the topology of the surrounding areas. At the same time, the simulator shows the overall cumulative distributions of $C/N$ and $C/(N+I)$ over the investigated area in numeric format as well as in visual format within the geographical area.

The simulator also shows the level of the SFN gain in a non-interfered DVB-H network. Although [Bmc09] recommends that the SFN gain should be set to zero in the radio link budget assumption, the results of this thesis indicate that the SFN gain can be taken into account in a sufficiently overlapping site cell layout. As one of the outcomes of the SFN gain related simulations, the definition of the SFN gain has been clarified. The method takes into account the combination of the gain and interference within the whole investigated network, not only non-interfered environment and in limited locations as the found other publications typically show.

### 6.2 Usability of the results

The results of this thesis can be used for the DVB-H network planning and optimisation which benefits primarily the network operators. The main focus of the thesis was to develop methodologies that can be applied in arbitrary parameter value settings depending on the area and radio channel type. The numerical values are meant for examples, but as such they indicate that the adjustment of the DVB-H radio link budget accordingly is one of the most important tasks in the technical radio network planning. The results clearly show the importance of the selection of cost-effective assumptions in the network deployment, which is essential in the designing of the business models with efficient return of investment schemes.

By applying the presented methodologies for the measurements and simulations, it is possible to adjust the parameter values in an optimal way in each environment of the commercial networks. The presented methods for the field tests as well as for the SFN interference estimate can be proposed as complementary modules for the typical network planning process, giving added value especially in the beginning of the deployment due to their time savings. The proposed field test method eases and speeds considerably the data collection and analysis compared to the more in-depth studies, yet providing sufficiently information in order to, e.g. eliminate the less feasible parameter values already in the early stage of the planning. The simulation method, on the other hand, complements the usual area element based coverage planning. It provides the first-hand comparative results for the selection of the functional SFN interference levels in a considerably faster time than the traditional coverage planning programs do. This outcome can be utilized, again, for rejecting the least feasible parameter values, and the more accurate and
time consuming coverage investigation can be made by applying the traditional area element approach for the most suitable values obtained via the proposed method.

6.3 Further study items

The transmitter diversity in DVB-H can increase the network performance with several decibels as has been concluded in [Zha06]. It would be interesting to take into account the balance of SFN gain and SFN interference level in over-dimensioned SFN networks that uses transmitter diversity. The SFN simulator presented in Publications III, and IV could thus be enhanced in order to obtain the optimal parameter settings, transmitter antenna height and transmitter power.

The quality criterion of DVB-H has been studied in [Him09]. Even this thesis uses the typical error criteria presented in [Dvb09], the frame error rate before and after MPE-FEC being the most important, there might be parallel criteria that reflect the service quality better as stated in [Him06]. Based on the experiences during the field measurement with the methodology presented in Publication II, it seems that the BER before and after Viterbi are not reliable criteria especially in the edge of the coverage area as the algorithm for calculating the error rate in terminal or measurement equipment side is inaccurate due to the lack of information of correct and erroneous data. Furthermore, based on the observations of Publication II it seems justified to claim that frame error rate gives practical indication about the quality level that the end-user can observe. This is due to the fact that if the frame is erroneous, it is seen immediately in the terminal side as non-fluent streaming of audio and/or video.

The MPE-FEC receiver is implementation dependent and decides what the streamer should do when erroneous frame is detected. In some cases, according to [Him06], it might be more beneficial to simply accept the erroneous frame and stream it in any case as the end-user might be less disturbed about the small occurred error than losing the whole frame. The practical limit of acceptable level of passing these erroneous frames is an interesting further study item in order to optimize the quality of the service in the terminal side.

Other items for potential further study that are not much reported are listed below:

- The effect of hierarchical modulation on DVB-H. The hierarchical modulation has been designed for the DVB-T and might thus be considered as a relatively complicated item in DVB-H environment with varying radio conditions, but a further study could bring deeper understanding about any benefits hierarchical modulation could bring in certain network areas.

- Advanced measurement methodologies that include MER, i.e. vector error mapping to the quality level that the end-user experiences. The frequency response information could first be used in the measurements by identifying the number and characteristics of
different components. This information could further be used for the MER / vector error or other information in order to get the perceived error effect. The clarified method could explain the degraded MER performance of SFN gain analysis that is presented in [Bov09].

- A further techno-economic study by taking into account a realistic map (either realistic site distribution or hexagonal). The map could include a candidate site rings. The analysis could be carried out by switching on and off different sites according to the functional site combinations, and tune the complete set of parameters of each site separately. Different radio propagation models can be used individually for each site depending on the surrounding environment, cluster type, topography etc. By iterating, and taking into account the radiation limitations (regulatory limits), and cost optimisation, it would be possible to search for parameter combinations that comply with the quality criteria and minimize costs over the investigated time period. As a continuum, a complete techno-economic optimisation tool could be created that integrates an iterative CAPEX / OPEX analysis based on the technical parameter selection and SFN gain/interference simulator and a commercial coverage planning tool.

- More detailed level simulations in link level might be interesting to design by applying the same physical level ideas as presented in this thesis. The idea would be to create complete DVB-H frames with varying error correction schemes. The frames could be created by utilizing real audio / video contents that is encoded, or samples of the real frames. When the frames are distributed over the radio interface, a bit error rate can be applied depending on the radio conditions, i.e. fading profile, signal level and the presence of interferences. The error rate could be applied on bit-by-bit basis, and study the error correction capability in the receiving end. Furthermore, more realistic fading schemes could be applied in the simulator by taking into account the frequency selectivity in the Rayleigh channel, and by modelling real measured fading data from the investigated area type.
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Errata

1

Publication IV, Figure 11, is missing the SFN reuse pattern size information for $K=1$ to $K=9$. The information is shown correctly in Publication X, Figure 32.

2

There is a wrong measured MPE-FEC 1/2 gain value presented in Publication II, Table II for the case of 16-QAM, FFT 4K, CR 2/3. The value should be 3.2 instead of 3.7. There is no impact of this inaccuracy in the respective analysis carried out in the Publication as the measured values have relatively large variations in any case.

3

An error was found from the simulator code after the related publications had been presented (Publication III, IV, VII and X). The error was in the Okumura-Hata formula of the medium and small city type as shown in bold letter in the Pascal code Function `lu2` below.

```
(* ----------Okumura-Hata propagation prediction, medium and small city---*)
Function lu2(fhb, fhm, ff, fd : real) : real;
    var oha, ohb, ohc, ohd, ohe : real;

begin
    oha:=69.55;
    ohb:=26.16*log(ff);
    ohc:=13.82*log(fhb);
    ohd:=(1.1*log(ff)-0.7)*fhm-(1.56*log(ff-0.8));
    ohe:=(44.9-6.55*log(fhb))*log(fd);
    lu2:=oha+ohb-ohc-ohd+ohe;
end; (* lu2 *)
```

The correct form of the term $ohd$ should be the following, as presented in [Hat80]:

```
ohd:=(1.1*log(ff)-0.7)*fhm-(1.56*log(ff)-0.8);
```
An analysis shows that the direct effect of the faulty formula is 0.799 dB for the $L$, when 700 MHz frequency is used in small and medium city area.

A snapshot investigation was made in order to evaluate the effect of the wrong formula. Five consecutive simulations were carried out with the erroneous formula, and other five simulations with the corrected version. The parameter values were selected in such a way that they are close to the previous simulation assumptions. An area of 100 km $\times$ 100 km was created with base station antenna height of 100 m, MS height of 1.5 m, MS antenna gain of $-7$ dBi, frequency of 700 MHz, standard deviation of 5.5 dB and TX power of +70 dBm. Rayleigh fading was not selected but large-scale fading was on. The area location probability was 90% in a small and medium city type with bandwidth of 8 MHz, modulation of QPSK, code rate of 1/2, MPE-FEC rate of 2/3, guard interval of 1/4 and FFT mode of 8K. The cumulative $C/I$ distribution was investigated in such a way that the five simulation results were averaged per $C/I$ (dB) value for the correct version and for the erroneous version. By observing the mapping between the probability level and $C/I$, the following correction Tables can be formed to present the most important values.

Table E-1. The $C/I$ as a function of the probability scale.

<table>
<thead>
<tr>
<th>Probability</th>
<th>$C/I$, correct</th>
<th>$C/I$, faulty</th>
<th>$C/I$, difference, correct as reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>9.5 dB</td>
<td>9.9 dB</td>
<td>+0.4 dB</td>
</tr>
<tr>
<td>10%</td>
<td>13.5 dB</td>
<td>14.7 dB</td>
<td>+1.2 dB</td>
</tr>
<tr>
<td>50%</td>
<td>22.7 dB</td>
<td>23.3 dB</td>
<td>+0.6 dB</td>
</tr>
</tbody>
</table>

Table E-2. The $C/I$ as a function of the probability scale.

<table>
<thead>
<tr>
<th>$C/I$</th>
<th>Probability, correct</th>
<th>Probability, faulty</th>
<th>Probability, difference, correct as reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5</td>
<td>4.3 %</td>
<td>4.1 %</td>
<td>$-0.2 %$ units</td>
</tr>
<tr>
<td>14.5</td>
<td>12.0 %</td>
<td>9.7 %</td>
<td>$-2.3 %$ units</td>
</tr>
<tr>
<td>18.5</td>
<td>25.5 %</td>
<td>21.6 %</td>
<td>$-3.9 %$ units</td>
</tr>
</tbody>
</table>

As can be noted, the investigated probability per $C/I$ value, i.e. the minimum limit for certain $C/I$, has been slightly optimistic. This does not have major impact on the previously presented results, though. Publication IV takes into account the balance of the SFN gain due to the overlapping areas as well as for the loss of the gain due to the SFN interference. Slight difference in the mapping of absolute $C/I$ values to the probability figures affects in both ways, so the relative balance of the gain and interference can be assumed to be practically unchanged. The impact of the error is not significant on the results of the Publication III either.
The fast (Rayleigh) fading is present in those environments where multi-path radio signals occur, e.g. on the street level of cities. The Rayleigh fading modelling was not complete in Publication VII. It was aimed to be presented with the following PDF:

\[
L_{\text{Rayleigh}} = \frac{x}{\delta^2} e^{-\left(\frac{x^2}{2\delta^2}\right)}
\]

Figure 6-1 shows the PDF and CDF of the fast fading representing the variations of short-term loss when the standard deviation is set to 5.5 dB. Fast fading was used only in Publication VII together with long-term fading as the environment was a large but dense urban city. It should be noted that in the simulations carried out in this thesis, the frequency selectivity of the wide band OFDM signal was not taken into account. In the more in-depth analysis, the fast fading would result different \(C/N\) values for different subcarriers within a single OFDM bandwidth, although according to [Dvb09] the Rayleigh fading can be assumed to be eliminated via FEC and interleaving functionalities in any case.

Figure 6-1. PDF and CDF of the Rayleigh distribution.

Nevertheless, the contribution of Publication VII is to present the functionality of the overall SFN interference simulation method, and the inclusion of the Rayleigh fading model was aimed to merely adjust the radio propagation channel to be more suitable for the dense urban environment. Based on the practical experiences of the field tests [Tal10], the modelling could contain only long-term fading also in the urban environment.

The Rayleigh fading module was thus removed from the simulator. An additional simulation shows that the geographical distribution of the interferences remains practically the same as presented in Publication VII when only long-term fading model with 5.5 dB standard deviation value was included, and the overall \(C/I\) level rises as can be expected.
An error was found in the power sum formula of the simulator. The original version suggested that the multi-propagated components of the DVB-H radio signal was possible to estimate in SFN by summing the components in squared form, i.e., by presenting the useful received signal as shown in Publication III, Formula (1). Equally, in order to estimate the $C/(N+I)$ level, the original simulator was based on the assumption that the total received interfering power would be calculated in a squared form as shown in Publication III, Formula (2).

Nevertheless, the squared form is utilized in the summing of individual amplitudes of the signal, not for the power levels. The useful carrier signals between the multi-propagated components, as well as the interfering signals between each individual interferer, can be assumed to be non-coherent. A direct power summing should be applied for the received power calculation as indicated in [Ebu05]. This means that the useful total received power ($W$) is:

$$P_{C}^{\text{tot}} = \sum_{i=1}^{n} P_{C_{i}}$$

Equally, the total received power ($W$) of the interfering components is:

$$P_{I}^{\text{tot}} = \sum_{i=1}^{n} P_{I_{i}}$$

When comparing the squared and direct form, it can be seen that the error for the estimate of the received power level is highest when two or more signal components are received at the same level. As an example, a practical worst case can be assumed to occur in the overlapping area of three sites where the signal level is the same. Assuming the received power level is $-90$ dBm for a parameter set of {QPSK, CR=1/2, MPE-FEC=1/2, GI=1/4} in such a location, the received total power of these three signals would result in the total power values by applying the squared and direct power summing as presented in Table 6-1. The received power level in dBm is converted to absolute powers ($W$) for the summing, and the result is converted back to dBm form by applying the formula $P_{R}([dBm])=10\log_{10}(P_{R}[W]/1mW)$.

<table>
<thead>
<tr>
<th>$P_{C_{1}}$ (dBm)</th>
<th>$P_{C_{2}}$ (dBm)</th>
<th>$P_{C_{3}}$ (dBm)</th>
<th>$P_{C}^{\text{tot}}$ (dBm)</th>
<th>$P_{C}^{\text{tot}}$ (dBm)</th>
<th>Error (direct form – squared form)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-90$</td>
<td>$-90$</td>
<td>$-90$</td>
<td>$-87.6$</td>
<td>$-85.2$</td>
<td>2.4</td>
</tr>
<tr>
<td>$-90$</td>
<td>$-85$</td>
<td>$-80$</td>
<td>$-79.8$</td>
<td>$-78.5$</td>
<td>1.3</td>
</tr>
<tr>
<td>$-90$</td>
<td>$-80$</td>
<td>$-70$</td>
<td>$-70.0$</td>
<td>$-69.5$</td>
<td>0.4</td>
</tr>
</tbody>
</table>
In order to estimate the effect of the error in the simulations presented in the publications of this thesis, comparative simulations were carried out.

First comparative simulation was carried out for the analysis presented in Publication VII, i.e., the effect of the SFN parameter values for the useful coverage area in a large urban area. A parameter set was selected in such a way that both useful and interfering signals were present about equally, i.e., \{16-QAM, CR=2/3, MPE-FEC=2/3, GI=1/8, FFT=4K\}. Otherwise all the other settings, including the site locations and antenna heights, were the same as presented in Publication VII. Figure 6-2 summarizes the PDF analysis, and Figure 6-3 presents the CDF analysis of the $C/(N+I)$ distribution.

![Figure 6-2. The PDF of the comparative analysis of the power summing in squared and direct manner.](image)

![Figure 6-3. The CDF of the power summing analysis.](image)
As Figure 6-2 and Figure 6-3 show, the final effect of the power summing in a squared and direct way produces very similar results in this specific case. The selected parameter set means that the minimum $C/(N+I)$ should be at 17.5 dB. According to the simulations, the squared summing results in an area coverage probability of 60.0 % whereas the direct summing results in 60.8 %. The difference is 0.8 %-units which can be noted as insignificant in this analysis.

The most important reason for the small difference between the power levels summing in this very case is that the received useful and interfering signals compensated largely each others. This case also represents the most practical manner to carry out the analysis as the investigated area is not limited to the expected site cell coverage areas. Due to the relatively high proportion of the coverage outages in the area (45 km × 45 km) with only 7 sites, this analysis gives thus the most optimistic value (lower limit) to the power summing error. It can be concluded that the error does not affect on the examples of Publication VII.

As a second part of the power summing error analysis, the simulation was carried out as presented in Publication IV for a selected set of the most relevant parameters. The upper limit for the power summing error can be found via the non-interfering cases when no compensation of the SFN interferences can be achieved. The worst case scenario for the error margin was thus selected by utilizing the most robust parameters for QPSK and 16-QAM. The SFN reuse pattern size was varied between 1 and 21. The other parameters were \{CR=1/2, MPE-FEC=1/2, GI=1/4, FFT=8K\}.

Figure 6-4 summarises the comparative simulations. The results indicate that the SFN gain, as well as the absolute error value for the SFN gain estimate grows up to the SFN reuse pattern size of 19. After that, the gain saturates to approximately 6.0 dB for QPSK and 6.3 dB for 16-QAM when the correct version of the direct power summing is applied. The original, not correct squared power summing method produces the saturated SFN gain at 4.2 dB for both QPSK and 16-QAM. This means that the upper limit for the occurred error of the SFN gain estimate is approximately 2 dB. For the cases with 4 sites, i.e., when the SFN size is $K=4$, the SFN gain estimate error is 1.1 dB and 1.3 dB for QPSK and 16-QAM, respectively.

The correct values of the SFN gain are presented in all related analysis of the summary of this thesis. Furthermore, the simulation of the effect of the SFN interference in a large DVB-H network (Publication III), where SFN limits are exceeded, was carried out for \{QPSK, CR=1/2, MPE-FEC=1/2, GI=1/4\} by varying the FFT size between 2K, 4K and 8K. The correct simulation result is shown in Figure 5-1.

The outcome of Publication III is the estimate of the antenna height that provides a useful DVB-H coverage in a large, over-dimensioned SFN which contains interferences. Publication III concluded that the \{QPSK, FFT=8K, GI=1/4\} and \{16-QAM, FFT=8K, GI=1/4\} modes can be utilized with all the antenna heights of 20...200 m when 10 % outage criterion is applied. The
correct power summing gave the same outcome for this, although the curves are different. Publication III also concluded that for the \{QPSK, FFT=4K, GI=1/4\} the maximum useful antenna height was noted to be 35 m, and for the \{16-QAM, FFT=4K, GI=1/4\} the value was 30 m. Based on the new simulations, these values are about 60 m and 45 m, respectively, as Figure 5-1 indicates.

![Figure 6-4. Comparative simulation results for the SFN gain in the non-interfered environment by applying squared and direct power summing.](image)

The formulas of Publications that are wrongly presented are:

<table>
<thead>
<tr>
<th>Publication</th>
<th>Formula</th>
<th>Error level and actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>1</td>
<td>Wrong carrier power sum. The correct formula is shown in (6-1)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Wrong interference signal sum. The correct formula is shown in (6-2)</td>
</tr>
<tr>
<td>IX</td>
<td>5</td>
<td>Wrong carrier power sum. The correct formula is shown in (6-1)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Wrong carrier power sum. The correct formula is shown in (6-1)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Wrong interference signal sum. The correct formula is shown in (6-2)</td>
</tr>
</tbody>
</table>

The figures of Publications III, IV, VII and X that are affected are listed in the following table.
<table>
<thead>
<tr>
<th>Publication</th>
<th>Figures</th>
<th>Corrections</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>12–16</td>
<td>The C/I level of figures 12–15 is shown in a pessimistic way due to the squared power summing. Figure 16 of Publication III summarizes these by showing the outage as a function of the antenna height. These simulations were repeated completely, and the correct version of Figure 16 is presented in Figure 5-1 of the optimization chapter.</td>
</tr>
<tr>
<td>IV</td>
<td>5–11</td>
<td>Examples of the simulation functionality. These figures are not utilized in the analysis and correction is thus not needed.</td>
</tr>
<tr>
<td></td>
<td>12–13</td>
<td>Simulation results for the SFN gain of QPSK and 16-QAM. These simulations were repeated by utilizing the correct power summing. The correct results are shown in Figure 5-2 and Figure 5-3.</td>
</tr>
<tr>
<td>VII</td>
<td>2–20</td>
<td>Visual presentation of the interference distribution for different cases. The error analysis presented above shows that the wrong power sum method did not affect on these figures because the amount of the sites was low (7), and the investigated area contained a large outage portion.</td>
</tr>
<tr>
<td>X</td>
<td>11, 14–18, 26–32</td>
<td>Examples with minor impacts, not utilized in the analysis.</td>
</tr>
<tr>
<td></td>
<td>33–34</td>
<td>Simulation results for the SFN gain of QPSK and 16-QAM as presented in Publication IV. These simulations were repeated by utilizing the correct power summing. The correct results are shown in Figure 5-2 and Figure 5-3.</td>
</tr>
<tr>
<td></td>
<td>41–46</td>
<td>Case examples with a minor impact to the absolute values. The power sum method did not affect in this analysis as it is based on Publication VII. In addition, the comparison is done only in a relative manner.</td>
</tr>
</tbody>
</table>
Appendix A  SFN Simulator

A.1  The principle

In order to investigate the effects of the SFN mode of DVB-H on the network planning, simulation software was designed and written for this thesis. The principle of the simulator is presented in Figure 6-5. Also a set of simulation cases was selected and carried out for the studies of the SFN gain and interference levels. The simulations are described in Publications III, IV, VII and X.

![Figure 6-5. The high-level block diagram of the simulator.](image-url)
The simulator was coded with standard Pascal language. The basic functionality of the simulator does not require complicated procedures, which means that the code can be produced with major computer languages as long as the simulation results can be stored to one and two dimensional tables and produced as text files for the post processing purposes. The simulator represents thus a methodology that provides high-level information about the relative parameter behaviour of DVB-H, and gives indication about the radio performance limits. More detailed modelling of different DVB-H protocol layers can be found, e.g. in [Paa06].

The idea of the simulator is based on the collection of snap-shot values of the useful and interfering signal levels, the latter in case the theoretical SFN limits are exceeded. The DVB-H receiver is located randomly in the pre-defined area according to the Monte-Carlo method, which is either given as x and y coordinates of the corners of the area (in kilometres) or as an SFN reuse pattern size (by using the reuse factor K, which determines the number of the sites within the SFN area). In each simulation round, the calculation of the sum of carriers and interfering signals is done separately, and the results are stored both individually as well as in cumulative format for the post-processing.

For each simulation round, a new receiver location is determined by random x and y values. The radio channel type is estimated by using slow fading profile by applying relevant mathematical format. Even if the simulator does not include dynamic continuum of the terminal path with respective velocities, the fading profiles gives sufficiently good estimate of the performance assuming the maximum Doppler limit is not exceeded. Figure 6-5 shows the high level block diagram of the simulator. The diagram consists of the initial and simulation phases as described in next Chapter.

A.2 Initiation phase

Figure 6-6 shows the block diagram of the simulator in the initiation phase. When the simulator code is executed, the initiation of the case begins. First, the user input is delivered either by typing manually the parameter values, or by fetching the pre-defined values from a text file. The requested parameters are the following: Height of the transmitter site antenna \( h_{t} \) in m, height of the DVB-H receiver \( h_{m} \) in m, antenna gain of the mobile \( G_{ant} \) in dBi, which is handled as antenna loss \( L_{ant} = -G_{ant} \) in the simulator calculations. The DVB-H Implementation Guidelines suggests that the antenna gain can be estimated as −10 dBi in 474 MHz frequency and as −5 dBi in 858 MHz frequency [Dvb09]. In the simulations, it can be assumed that the value of the antenna gain can thus be interpolated linearly as a function of the frequency \( f \) with \( \{474 \text{ MHz} < f < 858 \text{ MHz}\} \), by applying the following formula:
Other requested initial parameters are frequency \( f \) in MHz, standard deviation \( \text{stdev} \) of long-term fading that should be estimated depending on the area type, and radiated isotropic transmitter power level in dBm. According to [Dvb09], the typical standard deviation value is 5.5 dB in sub-urban environment. The value is lower in open areas, and respectively higher in multi-path rich environments like dense city centres.

\[
G_{\text{ant}} = \frac{5}{384 \text{MHz}} f - 5\frac{474}{384} - 10 \tag{A-1}
\]

The standard deviation and area location probability has an important inter-dependency. When estimating the coverage areas, it is essential to utilize realistic values for the standard deviation. If the value for the standard deviation is overestimated, it results in too pessimistic predictions and the radio network is more expensive than it needs to be. On the contrary, underestimating the standard deviation value produces too optimistic plans and thus too few sites which will result in more outages than estimated [Bee07]. The standard deviation is estimated for a single transmitter site cell. Nevertheless, in a realistic network, the transmitter site cells are overlapping. In the SFN case, the reception of two or more signals from different transmitter site cells increases the area location probability both in the edge and over the whole site cell.

The simulations can use large scale (slow) fading and fast (Rayleigh) fading individually or as a combination as shown in Figure 6-7. The simulator does not include though the AWGN profile which is basically representing the situation in pure LOS situation. Nevertheless, as the code is modular, it would be straightforward to implement additional fading profiles in a mathematical format. Equally, it would be possible to replace the formulas and include a real fading example.
as a file that is based on the field measurement results. This would be a possible further development item in order to tune the simulator into real environments.

In the simulator, the location probability at site cell edge is given in percentages, the realistic functional scale being 70–95 %. The mapping of area location probability over the whole site cell and in the site cell edge appears after the simulation has been carried out, by selecting the “filtered” option of the simulation, i.e. by limiting the results to the snap-shots that have the mobile terminal only inside the pre-calculated site cell.

![Long-term fading and Rayleigh fading](image_url)

**Figure 6-7. The principle of the fast and long-term fading in the receiving end.**

Depending on the simulator version, the investigated area is given either in $x$ and $y$ coordinates of the area corners (km), or in SFN reuse pattern size $K$ (which refers to the number of the sites within SFN area). The simulator gives a possibility to investigate the performance either inside the calculated site cell areas (by applying the above mentioned values), or in the whole map. In the former case, the terminal locations that occur outside of the site cells are rejected.

The simulator uses Okumura-Hata path loss model for the coverage prediction. For this reason, the simulator requests the area type that can be large city, small and medium city, sub-urban or open area. The bandwidth is given in MHz (5, 6, 7 or 8 MHz). In the developed version of the simulator, the modulation can be QPSK or 16-QAM, code rate 1/2 or 2/3, MPE-FEC rate 1/2 or 2/3, guard interval 1/4, 1/8, 1/16 or 1/32, and FFT mode 2K, 4K or 8K. When all the parameter values have been defined, the initiation procedure begins. First, the probability tables are formed for the fading. $L_{\text{norm}}$ represents the fading loss caused by the long-term variations, and other losses may include the fast fading as well as antenna losses. For the long-term fading, a normal distribution is commonly used in order for modelling the variations of the signal level. The PDF of the long-term fading is the following:

\[
PDF(L_{\text{long-term}}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left[-\frac{(x-\bar{x})^2}{2\sigma^2}\right] \tag{A-2}
\]

The term $x$ represents the loss value, and $\bar{x}$ is the average loss (0 in this case) in dB. In the snap-shot based simulations, the $L_{\text{long-term}}$ is calculated for each arriving signal individually as...
the different events do not correlate. The respective PDF and CDF are obtained by creating a probability table for normal distributions. Figure 6-8 shows an example of PDF and CDF of normal distributed loss variations when the mean value is 0 and standard deviation \( \sigma \) is 5.5 dB.

![PDF and CDF of normal distribution, stdev=5.5](image)

Figure 6-8. PDF and CDF of the normal distribution representing the variations of long-term loss when the standard deviation is set to 5.5 dB.

Large scale fading is formed depending on the standard deviation value that was given as input. First, a PDF is formed in the following way presented in Pascal language:

```pascal
for count:=-30 to 30 do
begin
    PDFnorm[count] := 1/(((sqrt(2*3.14159))*stdev)) * exp(-(abs(count*count))/(2*stdev*stdev));
end;
```

After this, the CDF table is created in the following way:

```pascal
(* Absolute values of CDF (which may not result exactly 1 in the tail): *)
for count:=-30 to 30 do
begin
    temp2[count] := 0.0;
end;

(* Normalised values of CDF (the last value of CDF table is set to 1): *)
for count:=-30 to 30 do
CDFnorm[count] := temp2[count]/temp2[30];
```

Now, the task is to convert the CDF table into an inversed version, i.e. instead of the function of the attenuation in scale of –30 to +30 dB, the table should be presented as a function of probability with scale of 0 to 1. The conversion can be done in the following way:
CDFnormprob[0]:=-30;
for count:=1 to 100 do begin
  count2:=0;
  repeat
    count2:=count2+1;
    until ( (CDFnorm[count2] >= count/100) or (count2>=30) );
  value_hi:=CDFnorm[count2];
  value_lo:=CDFnorm[count2-1];
  parA:=value_hi-value_lo;
  parB:=(count/100.0)-value_lo;
  CDFnormprob[count]:=(count2-1)+(parB/parA);
end;
The resolution of the probability table is of 1 %. It is now straightforward to give a long-term
snapshot attenuation value in each simulation round by utilizing a random value of 0 to 100.
Even the simulator does not give correlation for the location between the simulation rounds, the
overall channel type approaches the mathematical model over the whole area as the number of
snap-shots grows.

The next step is to assign the SFN limits based on the GI, i.e. the maximum radio signal propa-
gation delay (μs), the FFT mode which together defines the maximum diameter of the SFN area
(the maximum distance of the extreme sites) in km.

The simulator then assigns the noise floor depending on the band width. The simulator takes
into account the noise figure of the typical terminal, which in this case is 5 dB as stated in the
DVB-H Implementation Guidelines [Dvb09]. The result is thus –102.2 dBm for the 5 MHz
band, –101.4 dBm for 6 MHz, –100.7 for 7 MHz and –100.2 dBm for 8 MHz band.

The modulation scheme and code rate give requirement for the minimum functional $C/N$ value.
The simulator assigns 8.5 dB for QPSK CR 1/2, 11.5 dB for QPSK CR 2/3, 14.5 dB for 16-
QAM CR 1/2 and 17.5 dB for 16-QAM CR 2/3. These values are derived from [Dvb09], and
they are valid for TU3 channels with Rayleigh fading profile. For the other radio channel types,
as presented in [Bou06, p. 27], the values can be added in the code and the rest of the parameter
combinations can be coded directly to the source, but the respective simulations were not car-
ried out in the studies of this thesis.

Next, the theoretical maximum site cell size $r$ for the useful signal (carrier $C$) as well as for the
interference $I$ site cell size $r_{\text{interference}}$ is calculated according to the respective Okumura-Hata
model. The carrier distance is calculated based on the required carrier level compared to the
noise floor (which in this case includes already the terminal’s own noise figure). The calculation
of the radius is done in iterative way, i.e. by growing the radius value from the initial one (0.01
km) with increments of 0.01 km, calculating the respective path loss $L$ with the Okumura-Hata
using the respective area type correction, until the maximum allowed path loss $L$ is achieved. The maximum path loss is achieved when the following formula is fulfilled:

$$L = P_{tx} - \text{noisefloor} - L_{ant} - (cn)_{\text{min}}$$  \hspace{1cm} (A-3)

The term $P_{tx}$ is the transmitter’s radiating power (EIRP) in dBm, \text{noisefloor} is the noise floor in dBm that takes into account the actual noise limit and receiver’s noise figure of 5 dB, $L_{ant}$ is the receiver’s antenna gain (attenuation) in dBi and $(cn)_{\text{min}}$ is the minimum $C/N$ requirement for the respective parameter set in dB. The result of this calculation is the maximum allowed path loss for the carrier $L_{\text{max}}$ and interference $L_{\text{max,interference}}$.

Next, there exist two variations of the area forming. The first variation is based on the filling the defined rectangular area with hexagonal site cells and the second is based on the SFN reuse patterns.

In the first version, the simulator calculates the expected radius of single site cell in non-interfering case and fills the area with uniform site cells according to the hexagonal model. This provides partial overlapping of the site cells. Each simulation round provides information if that specific connection is useless, e.g. if the criteria set of 1) effective distance, i.e. the difference of the arriving signals $D_{\text{eff}} > D_{\text{sfn}}$ (maximum allowed distance within SFN area) in any of the site cells, and 2) $C/(N+I) < \text{minimum } C/N$ threshold. If both criteria are valid, and if the $C/N$ would have been sufficiently high without the interference in that specific round, the SFN interference level is calculated.

![Figure 6-9. Example of the transmitter site locations the simulator has generated.](image)

Figure 6-9 shows an example of the site locations. As can be seen, the simulator calculates the optimal site cell radius according to the parameter settings and locates the transmitters on map
according to the expected site cell radius, leaving ideal overlapping areas in the site cell border areas based on the hexagonal model. The size and thus the number of the site cells in the investigated area depend on the radio parameter settings without interferences in the whole investigated area. The same network setup is used throughout the complete simulation, and it is changed accordingly for the next simulations if the radio parameters of the following simulation require so.

The second version of the presented SFN performance simulator is based on the hexagonal site cell layout as given in [Lee86]. Figure 6-10 presents the basic idea of the cell numbering.

As can be seen from Figure 6-10, the site cells are located again in the map in such a way that they create ideal overlapping areas. The tightly located hexagonal site cells fill completely the circle-shape site cells. A uniform parameter set is used in each site cell, including the transmitter power level and antenna height, which results in the same radius for each site cell per simulation case. For the calculation of the site cell locations, the simulator uses the principles shown in Figure 6-11 and Figure 6-12.

- Figure 6-10. The active transmitter sites are selected from the 2-dimensional site cell matrix with the individual numbers of the sites.

- Figure 6-11. The $x$ and $y$ coordinates for the calculation of the site locations.
As the relative location of the site cells is fixed, the coordinates of each site cell depends on the uniform site cell size, i.e. on the radius. Taking into account the characteristics of the hexagonal model, the $x$-coordinates can be obtained in the following way depending if the row for $y$ coordinates is odd or even.

The distance between two sites in $x$-axis is:

\[ x = 2r \cos(30^\circ) = 2 \times 0.866r \quad (A-4) \]

The common inter-site distance in $y$-axis is:

\[ y = \frac{r \cos(30^\circ)}{\tan(30^\circ)} = \frac{3r}{2} \quad (A-5) \]

For the odd rows the formula for the $x$-coordinate of the site $m$ is thus the following:

\[ x(m)_{\text{odd}} = r + (m-1) \cdot 1.732r \quad (A-6) \]

In the formula, $m$ represents the number of the site cell in $x$-axis. In the same manner, the formula for $x$-coordinates can be created in the following way:

\[ x(m)_{\text{even}} = r + \frac{1}{2} \cdot 1.732r + (m-1) \cdot 1.732r \quad (A-7) \]

For the $y$-coordinates, the formula is the following:

\[ y(n) = r + (n-1) \cdot \frac{3}{2} r \quad (A-8) \]
The simulations can be carried out for different site cell layouts. The symmetrical reuse pattern concept was selected for the simulations of $N_{\text{sites}}=K$ sites presented in Publication IV. The reuse pattern size refers in this case to the SFN size, i.e. the site cells utilize the same frequency within the reuse pattern size (unlike the original use of the SFN reuse patterns, e.g. in GSM frequency planning). Different SFN areas can thus be repeated by utilizing this pattern and by applying different frequency for each SFN pattern, i.e. by utilising MFN for different SFN areas.

The term "SFN reuse pattern" is utilized to distinguish the idea from the original reuse pattern concept. Figure 6-13 clarifies the SFN reuse pattern concept.

![Figure 6-13. The idea of the SFN reuse pattern. In this case, $K=9$. The colours represent different frequencies, each forming a single SFN area with 9 sites.](image)

The most meaningful SFN reuse pattern size $K$ can be obtained with the following formula by applying the TDMA reuse pattern concept [Lee86]:

$$K = (k - l)^2 - kl$$  \hspace{1cm} (A-9)

The variables $k$ and $l$ are positive integers with minimum value of 0. In the simulations, the SFN reuse pattern sizes of 1, 3, 4, 7, 9, 12, 16, 19 and 21 were used for the $C/(N+l)$ distribution in order to obtain the carrier and interference distribution in both non-interfering and interfering networks (i.e. the presence of SER depends on the size of the SFN area). In this way, the lower values of $K$ provides with the non-interfering SFN network until a limit that depends on the GI and FFT size parameters.

As a last step of the initial phase, the text files are named and the respective files are opened as a database for the writing of the results.
A.3 Simulation phase

Figure 6-14 shows the block diagram of the simulator in the simulation phase. Once the initialization of the simulator is done, the simulation rounds will be started. The simulations are repeated a total of 60,001 times by placing the DVB-H receiver in the investigated geographical area, calculating the total level of carriers and interferences in that spot. The value 60,001 is a result of the applied loop which is repeated from integer value of −30,000 to +30,000.

The first step is to initiate the random number generator. In this case, this is done by executing the only non-standard Pascal command of the simulator, i.e. “Randomize”. This provides the means to repeat the simulations with the same parameter values but with different locations of the receiver. As the round number of each complete simulation is sufficiently high, the final placement of the receiver is close to the uniform distribution over the whole area in x and y coordinates.

Next, all the relevant tables are cleaned by giving zero-values for all the table indexes. This guarantees that the values are stored and cumulated correctly even in the case of possible residual values in the tables in the execution of the simulation.

Then, the DVB-H receiver is placed in the field by applying the random function. As the exact location in x/y coordinates of the sites is known from the initial phase of the code execution, as well as the height of the transmitter antennas (which is uniform in the basic version of the simulator, and can be given separately for each site in the 3rd version), the distance between the receiver and each one of the site antenna can be calculated in 3-dimensional space. These distance objects are stored in respective tables during each simulation round. Furthermore, the respective path loss $L$ can be calculated by applying the Okumura-Hata models that are coded in respective functions as sub programs. Furthermore, the long term and/or fast fading is added to this path loss value by using the respective cumulative presentations of the probability density functions created in the initial phase. As the simulator is snap-shot type, this is done separately for each location, i.e. in each simulation round.

It should be noted, that as the terminal can be located anywhere in the x/y-coordinates, the transmitter antenna height results in the minimum distance with the terminal as shown in Figure 6-15. If the terminal is relatively close to the site, the respective carrier could be higher than the upper scale limit of the $C$ table (+50.0 dB). In such cases, the value is added to the table index $C[500]$ representing the +50.0 dB value, or if that already contains 30,000 values (which is highly theoretical and not probable), the index $C[499]$ representing the +49.9 dB value is increased respectively. This is due to the fact that the utilised Pascal compiler’s maximum integer value is limited to 32,000 unless possible longer integer values would be available and applied. This procedure assures that the cumulative presentation can be calculated correctly over the
whole area. Another solution would be to limit the minimum distance in $x/y$-coordinates between the terminal and site sufficiently in order to limit the $C$ value, but in this investigation it is not necessary. It should also be noted that the transmitter and receiver antennas are considered isotropic.

---

**Initialization**

1. Initiate random generator.
2. Initiate the log files: Write headers with the parameter values.
3. Place the mobile randomly on the map.
4. Calculate the 3-D distance and path loss (taking into account fast and long term fading and antenna gain) between the mobile and all the TXs.
5. Find nearest TX to the terminal as a reference.
6. Indicate if TXs are producing $C$ or $I$ (comparing each one with the reference TX).
7. Calculate the dB level of $C$ and $I$ for each TX.
8. Convert each $C$ and $I$ value from dB to absolute power levels (W) and sum the total $C$ and total $I$. Convert the $C$ and $I$ back to dB values.
9. Write terminal’s $x/y$ coordinates, $C$ and $I$ to file number 1.
10. Add $C$ or $I$ to cumulative tables.
11. Save cumulative results to log file number 2.

**Finalization**

- Increase round counter by 1.
- Are 60,001 rounds complete?

**Figure 6-14.** The simulation phase.
Figure 6-15. The terminal is placed in the map varying the $x$ and $y$ coordinates, and the distance from the site antenna is calculated in 3D space.

The idea of the simulator is based on snap-shot analysis, i.e. the terminal is located on the map during each round without continuum from the previous round. If the distance between terminal and investigated site is less than the theoretical SFN limit shows, the signal is considered as useful carrier $C$, otherwise it is considered as interfering signal $I$. The effective distance $D_{\text{eff}}$ is used to decide whether the SFN limit is exceeded per site or if the terminal is within the SFN limits, i.e. it expresses the difference between the physical 3D distances of the arriving signals of the sites that are compared.

Figure 6-16. The principle of the snap-shot of each simulation round.

The nearest site is identified and handled as a reference carrier $C_i$. The comparison of the other sites, i.e. the effective distance that is the difference between the nearest site’s signal and the other one, is calculated. When the distance is within the maximum allowed SFN distance, i.e. when $D_{\text{eff}} \leq D_{\text{sfn}}$, the respective carrier signal is taken into account if its level is more than the noise level, i.e. the sum of the noise floor and terminal noise figure. Equally, for the $D_{\text{eff}} > D_{\text{sfn}}$, the interfering signal is taken into account only if it is greater than the sum of noise floor and terminal noise figure, in order to simplify the measurement procedure. The value for $D_{\text{sfn}}$ is based on the initial values of FFT size and GI which together dictates the maximum allowed distance between the sites in non-interfering SFN. Figure 6-16 shows the basic principle of this idea. The distances between the terminal and each site are calculated separately as well as the
respective signal level of the investigated site. If the effective distance with the reference site is inside SFN, the signal component is considered as carrier, and otherwise it is considered as interference.

Now, all the relevant components of the carrier and interfering signals are summed in order to obtain the total level of $C$ and $I$. This is done by converting the signal levels into absolute power levels and carrying out the summing, assuming that the signals are always non-coherent:

$$C_{tot} = \sum_{i=1}^{n} C_i$$  \hspace{1cm} (A-10)

$$I_{tot} = \sum_{i=1}^{n} I_i$$  \hspace{1cm} (A-11)

In the formula, $n$ represents the number of identified carriers, and $m$ is the number of the interfering sources, per simulation round. After the summing, the value is again converted to the original presentation of received power level in dBm.

The total $C$ and $I$ of the simulation round is now stored into a text file with the respective information about the coordinates. It is also added into a cumulative $C$ and $I$ table, which in this case is an indexed table with index values of $-500$ to $+500$. If the $C/N$ value is $12.5$ dB, the value of the table index $C[125]$ is increased by one. In this format, the $C$ scale can thus be obtained directly by observing the indexes, and the cumulative amount of the values per index is obtained by observing the respective value of the index. As can be noted, the raster of the indexed format is $0.1$ dB. In cases when the $C$ or $I$ value is outside of the indexed range, the respective value is added to the extreme indexes ($-500$ or $500$ presenting $-50$ dB and $+50$ dB and $-499$ or $499$ presenting $49.9$ dB) in order to maintain the statistical accuracy of the cumulative presentation.

When all the 60,001 simulation rounds have been executed, the text files are closed and the simulation ends.

### A.4 Data analysis

The simulation model is based on the snap-shot principle, i.e. Monte-Carlo method. The receiver is thus located on the field randomly, and the received total carrier power, as well as the possible received total interfering power, is calculated by taking into account the selected fading profile. The snap-shots are repeated until sufficient amount of samples has been collected.
The main outcome is the cumulative function of the occurred carrier levels within the simulated area, as well as interfering power levels. In this format, the percentage of the useful coverage area can be investigated directly by observing the dimensioned area location values.

The results are stored in a cumulative table which shows the CDF as such. Other option that is typically utilized in the coverage prediction of the planning tools like NetAct, would be to divide the area into relatively small sub-areas, e.g. 100 m × 100 m sized squares. The simulations can be repeated within each square in order to observe if the level of the carrier is above the minimum functional carrier threshold for more or equal percentage of the snap-shots compared to the designed area location probability value. If the level is high enough, the square is selected as a part of the functional coverage area.

This method presented in this thesis can also be utilized for the visual presentation of the coverage area, but the principle is more suitable for the calculation of the CDF of the $C/(N+I)$ distribution in a numerical format, taking into account each simulated point over the whole area. In any case, the simulator stores all the locations in $x, y$ coordinates with the respective $C$ and $I$ values, so the post-processing to present the sub-region analysis would be possible. This was not done in these studies, though, as the visual presentation would not give added value for the presented $C/(N+I)$ analysis.

As a result of the simulation, there are two files produced in plain text format, with the values separated by semi-commas. One file contains the entire $C, I$ and location information of each simulation round, and the other one contains the $C/N$ and $I/N$ distribution in -50.0 dB...+50.0 dB scale. These tables can be post-processed in order to obtain the geographical distribution of the $C$ and $I$ levels (as shown in Publication VII), and the CDF and PDF of $C/N$, $I/N$ and $C/(N+I)$ curves as shown in Publications III, IV and X.

The post-processing of the results was done by using MICROSOFT EXCEL. The respective text files can be imported to the EXCEL sheet by selecting the “;” as a separator.

The PDF of $C$ and $I$ distribution over the complete scale gives information about the presence and level of the carriers and interferences. If the whole area is within SFN, there are no $I$-components present whereas the extension of the SFN over its theoretical limits starts producing $I$ components. The effect of parameter values like site antenna height and transmitter power levels on the interference levels can be thus investigated by repeating the complete simulations and varying the parameter values respectively. Publication III shows the antenna height and power level effects on the SFN interference level. In the second version of the simulator, the network layout can be designed by using SFN reuse patterns. Furthermore, the analysis can be limited into the coverage area of the used site cells. This gives possibility to compare the $C/N$ and $C/(N+I)$ distributions with different number of the used site cells. When multiple site cells are
compared with a single site cell, the effect of SFN gain can be investigated as shown in Publication IV.

As an example about the interpretation of the results, the first log-file contains an individual simulation round’s $x$, $y$, total $C$ and total $I$ values in a single row. It is thus possible to make an additional analysis that plots the $x$ and $y$ coordinates when certain $C$, $I$, $C/N$ and $C/(N+I)$ criteria is achieved. This gives means of producing coverage maps that takes into account the balance of SFN gain and SFN interference as is presented in Publication IV.

The second log-file contains the $C$, $I$ and $C/(N+I)$ distribution in dB scale of $-50...+50$ dB. It is possible to present the $C$, $I$ and $C/(N+I)$ occurrences, e.g. in relative percentages over the whole scale as shown in Publication III. It is also possible to post-process the results in cumulative format, which gives the typical S-curves over the investigated area. In this way, it is possible to interpret the area outage or area location probabilities as a function of the $C/(N+I)$ as shown in Publication III.

The idea is to investigate from the simulation results the cumulative $C/(N+I)$ value that complies with the minimum percentage of the occurred events. This gives directly the area location probability of the whole investigated area. If the area is not limited to the pre-calculated site cell areas, the percentage shows the area location probability over the whole $x/y$-area. Otherwise, the results reflect the realistic situation of only site cells (including the overlapping proportion) included.

As for the interpretation of the results, Table 6-2 shows an example of the simulation that has been done by limiting the occurred events to the pre-calculated site cell area. This example refers to the second version of the simulator that uses the SFN reuse pattern sizes as a basis for creating the site cell areas. The related results are presented in deeper level in Publication IV by utilizing a more complete set of parameter values.

The reference site cell ($K=1$) represents the situation without SFN gain as only one radio path is present. When the simulation is done for larger SFN reuse pattern sizes, more radio paths are present. The total amount of carrier and interference components are summed, which makes it possible to obtain the SFN gain by comparing the results with wanted area location criteria. In this specific case, the radio parameters were: FFT=2K, GI=1/4, 16-QAM modulation, CR 1/2, MPE-FEC 1/2. The standard deviation value was selected to 5.5 and the location probability in the cell edge to 70 % which corresponds to 90 % area location probability. The height of the transmitter antenna was 60 meters, and the height of the terminal was 1.5 meters. The transmitter power level (EIRP) was +60 dBm. If we seek for the location area probability of 90% (which corresponds to 70% of area location probability in the site cell edge), it is now found as the 10% outage point of the results shown in Table 6-2.
Table 6-2. An example of simulation results, $C/(N+I)$ as a function of the cumulative area location probability. A total of 7 complete simulations are presented, for the SFN reuse patterns $K$ of 1, 3, 4, 7, 9, 12 and 16.

<table>
<thead>
<tr>
<th>C/(I+N), dB</th>
<th>K=1</th>
<th>K=3</th>
<th>K=4</th>
<th>K=7</th>
<th>K=9</th>
<th>K=12</th>
<th>K=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.0871</td>
<td>0.0439</td>
<td>0.0375</td>
<td>0.0274</td>
<td>0.0377</td>
<td>0.05</td>
<td>0.0709</td>
</tr>
<tr>
<td>14.1</td>
<td>0.0949</td>
<td>0.0453</td>
<td>0.0397</td>
<td>0.0286</td>
<td>0.0391</td>
<td>0.0511</td>
<td>0.072</td>
</tr>
<tr>
<td>14.2</td>
<td>0.0922</td>
<td>0.0473</td>
<td>0.0411</td>
<td>0.0296</td>
<td>0.0405</td>
<td>0.0521</td>
<td>0.0734</td>
</tr>
<tr>
<td>14.3</td>
<td>0.0947</td>
<td>0.0492</td>
<td>0.043</td>
<td>0.0314</td>
<td>0.0416</td>
<td>0.0532</td>
<td>0.0744</td>
</tr>
<tr>
<td>14.4</td>
<td>0.0973</td>
<td>0.0512</td>
<td>0.0448</td>
<td>0.0332</td>
<td>0.0433</td>
<td>0.0544</td>
<td>0.0756</td>
</tr>
<tr>
<td>14.5</td>
<td>0.0995</td>
<td>0.053</td>
<td>0.0466</td>
<td>0.0344</td>
<td>0.0447</td>
<td>0.0557</td>
<td>0.0772</td>
</tr>
<tr>
<td>14.6</td>
<td>0.1022</td>
<td>0.0552</td>
<td>0.0485</td>
<td>0.0361</td>
<td>0.0461</td>
<td>0.0572</td>
<td>0.0787</td>
</tr>
<tr>
<td>14.7</td>
<td>0.1049</td>
<td>0.057</td>
<td>0.0501</td>
<td>0.0375</td>
<td>0.0476</td>
<td>0.059</td>
<td>0.08</td>
</tr>
<tr>
<td>14.8</td>
<td>0.1076</td>
<td>0.0591</td>
<td>0.052</td>
<td>0.0388</td>
<td>0.0495</td>
<td>0.0606</td>
<td>0.0815</td>
</tr>
<tr>
<td>14.9</td>
<td>0.1107</td>
<td>0.0612</td>
<td>0.0539</td>
<td>0.0403</td>
<td>0.0514</td>
<td>0.0621</td>
<td>0.0833</td>
</tr>
<tr>
<td>15</td>
<td>0.1137</td>
<td>0.0635</td>
<td>0.0557</td>
<td>0.0423</td>
<td>0.053</td>
<td>0.0635</td>
<td>0.0848</td>
</tr>
<tr>
<td>15.1</td>
<td>0.1162</td>
<td>0.0657</td>
<td>0.0579</td>
<td>0.0438</td>
<td>0.0548</td>
<td>0.0651</td>
<td>0.0866</td>
</tr>
<tr>
<td>15.2</td>
<td>0.1194</td>
<td>0.068</td>
<td>0.0602</td>
<td>0.0455</td>
<td>0.0565</td>
<td>0.0668</td>
<td>0.0885</td>
</tr>
<tr>
<td>15.3</td>
<td>0.123</td>
<td>0.0702</td>
<td>0.0622</td>
<td>0.0474</td>
<td>0.0581</td>
<td>0.0688</td>
<td>0.0903</td>
</tr>
<tr>
<td>15.4</td>
<td>0.1263</td>
<td>0.0729</td>
<td>0.0643</td>
<td>0.0491</td>
<td>0.0601</td>
<td>0.0707</td>
<td>0.092</td>
</tr>
<tr>
<td>15.5</td>
<td>0.1294</td>
<td>0.0754</td>
<td>0.0665</td>
<td>0.0514</td>
<td>0.0618</td>
<td>0.0725</td>
<td>0.0939</td>
</tr>
<tr>
<td>15.6</td>
<td>0.133</td>
<td>0.078</td>
<td>0.0689</td>
<td>0.053</td>
<td>0.0636</td>
<td>0.0744</td>
<td>0.096</td>
</tr>
<tr>
<td>15.7</td>
<td>0.1363</td>
<td>0.0808</td>
<td>0.0715</td>
<td>0.0545</td>
<td>0.0657</td>
<td>0.0762</td>
<td>0.098</td>
</tr>
<tr>
<td>15.8</td>
<td>0.1394</td>
<td>0.0832</td>
<td>0.0738</td>
<td>0.0569</td>
<td>0.0677</td>
<td>0.0785</td>
<td>0.1003</td>
</tr>
<tr>
<td>15.9</td>
<td>0.1429</td>
<td>0.0858</td>
<td>0.0764</td>
<td>0.0592</td>
<td>0.0698</td>
<td>0.0805</td>
<td>0.1028</td>
</tr>
<tr>
<td>16</td>
<td>0.1467</td>
<td>0.0886</td>
<td>0.079</td>
<td>0.0614</td>
<td>0.0719</td>
<td>0.083</td>
<td>0.1051</td>
</tr>
<tr>
<td>16.1</td>
<td>0.1502</td>
<td>0.0916</td>
<td>0.0817</td>
<td>0.0638</td>
<td>0.0741</td>
<td>0.0854</td>
<td>0.1075</td>
</tr>
<tr>
<td>16.2</td>
<td>0.1537</td>
<td>0.0949</td>
<td>0.0847</td>
<td>0.0657</td>
<td>0.0765</td>
<td>0.0882</td>
<td>0.11</td>
</tr>
<tr>
<td>16.3</td>
<td>0.1575</td>
<td>0.0978</td>
<td>0.0874</td>
<td>0.0681</td>
<td>0.0791</td>
<td>0.0907</td>
<td>0.1125</td>
</tr>
<tr>
<td>16.4</td>
<td>0.161</td>
<td>0.1007</td>
<td>0.0906</td>
<td>0.0708</td>
<td>0.0815</td>
<td>0.0933</td>
<td>0.1152</td>
</tr>
<tr>
<td>16.5</td>
<td>0.1645</td>
<td>0.1039</td>
<td>0.0936</td>
<td>0.0731</td>
<td>0.0836</td>
<td>0.0959</td>
<td>0.1182</td>
</tr>
<tr>
<td>16.6</td>
<td>0.1681</td>
<td>0.1069</td>
<td>0.0966</td>
<td>0.0757</td>
<td>0.0863</td>
<td>0.0982</td>
<td>0.1206</td>
</tr>
<tr>
<td>16.7</td>
<td>0.1721</td>
<td>0.1098</td>
<td>0.1</td>
<td>0.0787</td>
<td>0.0892</td>
<td>0.101</td>
<td>0.123</td>
</tr>
<tr>
<td>16.8</td>
<td>0.1759</td>
<td>0.1128</td>
<td>0.1029</td>
<td>0.0813</td>
<td>0.0918</td>
<td>0.1034</td>
<td>0.1259</td>
</tr>
<tr>
<td>16.9</td>
<td>0.1796</td>
<td>0.1161</td>
<td>0.1059</td>
<td>0.084</td>
<td>0.0941</td>
<td>0.1065</td>
<td>0.1286</td>
</tr>
<tr>
<td>17</td>
<td>0.1834</td>
<td>0.1195</td>
<td>0.109</td>
<td>0.0876</td>
<td>0.0968</td>
<td>0.1095</td>
<td>0.1316</td>
</tr>
<tr>
<td>17.1</td>
<td>0.1872</td>
<td>0.1227</td>
<td>0.1123</td>
<td>0.0905</td>
<td>0.1001</td>
<td>0.1121</td>
<td>0.1345</td>
</tr>
<tr>
<td>17.2</td>
<td>0.1915</td>
<td>0.126</td>
<td>0.1155</td>
<td>0.0933</td>
<td>0.1027</td>
<td>0.1149</td>
<td>0.1373</td>
</tr>
<tr>
<td>17.3</td>
<td>0.1954</td>
<td>0.1295</td>
<td>0.1192</td>
<td>0.0966</td>
<td>0.1059</td>
<td>0.1176</td>
<td>0.1405</td>
</tr>
<tr>
<td>17.4</td>
<td>0.1992</td>
<td>0.1333</td>
<td>0.1228</td>
<td>0.0995</td>
<td>0.1089</td>
<td>0.1209</td>
<td>0.1436</td>
</tr>
<tr>
<td>17.5</td>
<td>0.2031</td>
<td>0.1369</td>
<td>0.1263</td>
<td>0.1025</td>
<td>0.112</td>
<td>0.124</td>
<td>0.1469</td>
</tr>
<tr>
<td>17.6</td>
<td>0.2072</td>
<td>0.1404</td>
<td>0.1298</td>
<td>0.106</td>
<td>0.115</td>
<td>0.1276</td>
<td>0.1503</td>
</tr>
<tr>
<td>17.7</td>
<td>0.2116</td>
<td>0.1446</td>
<td>0.134</td>
<td>0.1097</td>
<td>0.1183</td>
<td>0.1311</td>
<td>0.1538</td>
</tr>
</tbody>
</table>

When investigating the 10% area outage probability point, a clear tendency of SFN gain can be observed up to $K=7$ both in Table 6-2 and graphical presentation of it in Figure 6-17. Compared to the 1 site cell case which produces $C/(N+I)$ of 14.5 dB 90% of the locations, the area with
seven site cells produces $C/(N+I)$ of 17.4 dB with the same 10% outage criteria. The SFN gain can thus be interpreted directly by comparing these values, resulting $17.4 - 14.5 = 2.9$ dB. Then, as the number of sites grows, the SFN reuse pattern $K=9$ includes already part of the sites outside of the SFN area as the GI is not long enough for all the farthest sites.

It can be noted, though, that even the interference level produced via SFN reuse pattern size of $K=16$ of this example is still below the level that can be obtained via the SFN gain, so the balance of SFN interferences and SFN gain is still positive. In fact, as presented in Publication IV, the SFN reuse pattern size of $K=21$ is still producing around 0 dB gain in this specific case, which indicates that the theoretical maximum SFN area, that would be clean of interferences, can be exceeded in a controlled way by utilizing the above mentioned parameter values.

![SFN performance](image)  
**Figure 6-17.** An amplified view to the outage probability of 10% (area location probability of 90 %) with respective $C/(N+I)$ values for SFN reuse pattern size of $K=1...16$.

**A.5 Functional analysis**

The simulator locates the mobile terminal in the map according to the uniform distribution. If the location is not inside of any of the site cells, there is an option to discard those results. Nevertheless, all the occurred locations are saved to the log file. In both cases, the uniformity of the locations is important in order to have good cumulative presentation of the whole map. When the amount of the snap-shots is increased, also the accuracy of the results gets better.
A.5.1 Selection and reliability of the models

Propagation models

The major part of the simulations was based on the Okumura-Hata path loss prediction model [Hat80]. The model was selected for this thesis because it is relatively straightforward to implement in the simulator code as it is based on the formulas for each area type. The model is based on the practical measurements and mathematical modelling of the typical results. It fits to the simulations as in these cases there is no need to calculate the path loss in more detailed level, and its typical cell range is within the studied examples. The model can be assumed to provide sufficiently accurate results as it has been utilized widely as a basis in commercial network planning programs.

Also ITU-R P.1546-3 model was utilized in one of the cases to estimate the site cell coverage area in a large area due to the high mountain location. This model was selected because Okumura-Hata is not valid in the site area in question due to the much greater effective antenna height than Okumura-Hata supports. The ITU-R P.1546-3 model is more complicated to implement in the simulator code as it is based on the curve mapping and interpolation and extrapolation of the curves. Nevertheless, as the case utilized only one value for the frequency and effective antenna height, it was possible to create a mathematical formula by forming a regression curve. The accuracy of the produced formula is high enough for this case as the error margin analysis of A.5.2 shows. Also the model itself can be assumed to be enough accurate as indicated in [Öst06], which concluded that the model (its different variations) enhance the accuracy of the traditional models.

Simulator model

The simulations are based on the Monte-Carlo. It was selected as a base for the work because it suits well in the evaluation of the radio parameter effects over the whole investigated area. It is possible to take into account the channel types by including the effect of the path loss variations in a realistic yet relatively simple way. The model provides the possibility to investigate the inter-site effects on the power level contribution for both useful and interfering signals is possible to take into account in a large area that contains considerable amount of transmitters.

A typical solution of investigating the level of the coverage would be to divide the investigated area into small sub-regions, e.g. 100 m × 100 m to 500 m × 500 m squares. The cumulative distribution of the signal level of each region can be investigated. If the area location probability criterion for the minimum $C/N$ or $C/(N+I)$ is fulfilled, the region can be marked as functional. Nevertheless, the simulator of this work was designed in such a way that the simulations were executed over the whole investigated area once by repeating 60,001 snap-shots per investigated parameter set. As Chapter A.5.3 and A.5.4 indicate, the accuracy of this method is sufficient for
the format of the results presented in this thesis. This is due to the fact that the values are shown typically as cumulative density functions in this thesis, and the visual coverage areas are not utilized in the numerical analysis.

As the results are accurate enough for the CDF presentation of the performance, the benefit of this method is the much faster simulation time compared to the individual region simulations. As an example, each one of Figure 5-1, Figure 5-2 and Figure 5-3 required 50–60 complete set of 60,001 simulation rounds due to the altering of the parameters (antenna height or SFN reuse pattern size), i.e. each plot of these figures represent a complete simulation. The simulation time varies in this type of cases 5–60 seconds per simulation in 100 km × 100 km area, depending on the amount of the sites that are required to fulfil the whole area perfectly overlapping hexagonal area.

Nevertheless, for this type of repetitions, the separate sub-area simulations would take considerably longer time and would not increase the accuracy of the results, according to the error margin analysis presented in Chapter A.5.4. The comparison of the results obtained via the utilized simulation model was not possible during the work as the cases that had been investigated by utilizing the same method were not found. Nevertheless, the results for the SFN gain are compared in this work with the found references even if the methods have been different.

A.5.2 Accuracy of the path loss prediction models

The Okumura-Hata prediction model gives the path loss as a function of the site cell radius. In the reverse calculations, i.e. when investigating what is the maximum site cell radius as a function of the path loss, the simulator uses recursive format for maximum of 20 km distances. Publication VII presents a set of sites with the coverage calculated with Okumura-Hata except for one mountain site with the respective propagation loss calculated with ITU-R P.1546 model. The original model consists of pre-defined curves. For this special case with respective parameter settings, the ITU-curve was calculated and plotted in MICROSOFT EXCEL by utilizing the tabulated format of the original curves and by interpolating the correct curve as advised in the documentation of the model. In order to have a single formula for the simulation purposes, a regression curve was formed with EXCEL. The curve for the distances of 1–20 km was created by using the EXCEL functionality and the resulting formula is:

\[ y = 10.659 \ln(x) + 113.84 \]  \hspace{1cm} (A-12)

For the distances of 20–100 km, the linear presentation is close to the interpolated curve:

\[ y = 0.5124x + 135.55 \]  \hspace{1cm} (A-13)
Figure 6-18. The formed curve for the distances of 1–20 km of the mountain site is close to the logarithmic form, as used in Publication VII.

Figure 6-19. The interpolated curve for the distance of 20–100 km can be formed linearly.

The regression curves can now be obtained from. Figure 6-18 and Figure 6-19 show the values obtained by interpolating the tabulated values of the report ITU-R P.1546-3, and the values that can be obtained from the above mentioned regression curves.
Figure 6-20. The error margin of the estimated path loss values obtained via the original tabulated values of the model ITU-R P.1546-3 and the respective regression curves is within +0.2...–0.5 dB up to 60 km of distance. There is also a peak up to +0.8 dB in close distance which does not have significance in this case.

Table 6-3. Comparison of the values obtained by interpolating the tabulated form and the regression curves.

<table>
<thead>
<tr>
<th>d</th>
<th>L_860m_regr</th>
<th>L_860m_orig</th>
<th>Diff_reg_orig</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>113.84</td>
<td>112.99</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>121.23</td>
<td>121.61</td>
<td>-0.4</td>
</tr>
<tr>
<td>3</td>
<td>125.55</td>
<td>125.97</td>
<td>-0.4</td>
</tr>
<tr>
<td>4</td>
<td>128.62</td>
<td>128.96</td>
<td>-0.3</td>
</tr>
<tr>
<td>5</td>
<td>130.99</td>
<td>131.24</td>
<td>-0.2</td>
</tr>
<tr>
<td>6</td>
<td>132.94</td>
<td>133.10</td>
<td>-0.2</td>
</tr>
<tr>
<td>7</td>
<td>134.58</td>
<td>134.66</td>
<td>-0.1</td>
</tr>
<tr>
<td>8</td>
<td>136.00</td>
<td>136.02</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>137.26</td>
<td>137.23</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>138.38</td>
<td>138.31</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>139.40</td>
<td>139.30</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>140.33</td>
<td>140.21</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>141.18</td>
<td>141.05</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>141.97</td>
<td>141.84</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>142.71</td>
<td>142.58</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>143.39</td>
<td>143.29</td>
<td>0.1</td>
</tr>
<tr>
<td>17</td>
<td>144.04</td>
<td>143.96</td>
<td>0.1</td>
</tr>
<tr>
<td>18</td>
<td>144.65</td>
<td>144.61</td>
<td>0.0</td>
</tr>
<tr>
<td>19</td>
<td>145.22</td>
<td>145.24</td>
<td>0.0</td>
</tr>
<tr>
<td>20</td>
<td>145.77</td>
<td>145.84</td>
<td>-0.1</td>
</tr>
<tr>
<td>30</td>
<td>150.92</td>
<td>151.24</td>
<td>-0.3</td>
</tr>
<tr>
<td>40</td>
<td>156.05</td>
<td>156.28</td>
<td>-0.2</td>
</tr>
<tr>
<td>50</td>
<td>161.17</td>
<td>161.46</td>
<td>-0.3</td>
</tr>
<tr>
<td>60</td>
<td>166.29</td>
<td>166.84</td>
<td>-0.5</td>
</tr>
<tr>
<td>70</td>
<td>171.42</td>
<td>172.23</td>
<td>-0.8</td>
</tr>
<tr>
<td>80</td>
<td>176.54</td>
<td>177.44</td>
<td>-0.9</td>
</tr>
<tr>
<td>90</td>
<td>181.67</td>
<td>182.31</td>
<td>-0.6</td>
</tr>
<tr>
<td>100</td>
<td>186.79</td>
<td>186.81</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Now, an analysis for the difference of the values shown in Table 6-3 can be obtained as shown in Figure 6-20. As can be noted from Figure 6-20, the difference between the estimated path loss value of the original tabulated values and the values that can be calculated with the regression curves is not significant in this type of simulations.

A.5.3 Uniformity of the locations

In order to evaluate the level of uniformity when the terminal is located on the map, the given area can be divided into smaller pieces in $x$ and $y$ coordinates. In a uniform 2D area, the distribution of the MS locations should occur approximately equally in each slice of these sub-areas.

Let us select an example of $100 \times 100$ km area with sufficient amount of sites. The parameters for this test are: base station antenna height 100 m, MS height 1.5 m, MS antenna gain $-7$ dBi, frequency 700 MHz, standard deviation 5.5 dB, TX power $+70$ dBm, Rayleigh fading not selected, large-scale fading on, location probability 90%, small and medium city type, bandwidth 8 MHz, modulation QPSK, code rate 1/2, MPE-FEC rate 2/3, guard interval 1/4, FFT mode 8K.

This parameter set creates a hexagonal site cell layout with maximum path loss of 148.1 dB, site cell radius of 10.0 km (i.e. where the carrier is still above the minimum $C/N$ of 8.5 dB), maximum interference path loss 156.6 dB and corresponding interfering site cell radius of 18.5 km (i.e. distance where the interfering signal is still above the noise floor). The total number of transmitter sites in that area is 33, with carrier to interfering site cells proportion of 3.5 (taking into account all the sites even if the interfering signal would be less than noise floor, i.e. there are total of 410 links from which interfering links are 118).

Let’s carry out a complete simulation round and consider the distribution of the MS location by post-processing the location information. We can divide the area into 10 km slices both in $x$ and $y$ axis as shown in Figure 6-21 and investigate, what is the percentage of the occurred locations in each one of the squares. In the ideal case, each slice should contain 10% of the total occurred events in $x$-axis, and 10% per slice in $y$-axis. The total amount of simulation rounds and thus location results is 60,001 in this revision.

As can be seen from Table 6-4 and Table 6-5, the standard deviation between the 10 slices per simulation round is typically about 0.10–0.17%. Figure 6-22 shows also in graphical format the distribution of the occurred locations for $x$ and $y$ coordinates. Each slice of the figures represents 10% of the geographical area.
Figure 6-21. The uniformity of the coordinate distribution can be analyzed by slicing the $x$-axis and $y$-axis of the investigated area in 10 sub-areas and revise the percentage of the occurred locations in each slice.

Table 6-4. The percentage of the samples in each sliced area of $x$-axis. The ideal distribution would result 10% of samples in each slice. The table presents a total of 5 complete simulations with 60,001 rounds each.

<table>
<thead>
<tr>
<th>Simul #</th>
<th>x-axis, row number</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>10.13</td>
<td>10.17</td>
</tr>
<tr>
<td>3</td>
<td>10.01</td>
<td>10.19</td>
</tr>
<tr>
<td>4</td>
<td>10.31</td>
<td>9.84</td>
</tr>
<tr>
<td>5</td>
<td>10.25</td>
<td>9.99</td>
</tr>
</tbody>
</table>

Table 6-5. The percentile values as a function of $y$-axis slices. A total of five simulation rounds are presented.

<table>
<thead>
<tr>
<th>Simul #</th>
<th>y-axis, row number</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>10.01</td>
<td>9.92</td>
</tr>
<tr>
<td>3</td>
<td>9.96</td>
<td>10.11</td>
</tr>
<tr>
<td>4</td>
<td>9.93</td>
<td>10.07</td>
</tr>
<tr>
<td>5</td>
<td>10.10</td>
<td>9.95</td>
</tr>
</tbody>
</table>
As a conclusion, the random function combined with the initial randomizer functionality provides sufficiently variable values as a basis for the simulator. Furthermore, by applying 60,001 simulation rounds, the geographical distribution of the DVB-H terminal over the whole simulation area is sufficiently uniform in both x and y axis, the variation between extreme values (% of the occurred coordinate value per 1/10th size slices) being less than ±0.4 percentage points in both x and y axis.

A.5.4 Accuracy of the results

Based on five consecutive simulations with the above mentioned parameter values and 60,001 simulation rounds, the comparison of the results shows small variations between these different curves when the area location probability values are observed per RSSI value. The cumulated C/I values per dB-class behaves in constant way regardless of the different random schemes which is an indication that the used number of the simulation rounds per complete simulation is sufficiently high. As the resolution of the C/I scale is of 0.1 dB and the whole scale of the simulator’s table is -50.0 ... +50.0 dB, there is a total of 1001 elements in the table. Assuming that all the table elements would be in active use for storing the C and I values, the average count of the events per table element is 60,001 / 1001 = 60. This is statistically sufficiently high value especially because the most populated and thus significant area of the S-curve occurs around 0–30 dB range.

The accuracy can be investigated by lowering the amount of simulation rounds until the cumulative C and I distribution starts varying from the full scale version. Table 6-6 shows the standard deviation of the C/I distribution’s dB values with different number of simulation round values when 5 consecutive simulation rounds are compared with each others. The starting case was 60,001 simulation rounds per simulation, which was divided to half for each of the consecutive simulations. For each case (simulation round number) a total of five simulations was
carried out. The respective maximum and minimum values was investigated in 8.5 dB point in order to see the variations of the results in probability % scale. The respective results are shown in Table 6-6. Secondly, the $C/(N+I)$ value variation in 5% point of probability scale was observed to see the effect in dB values. The results are presented in Table 6-7.

Table 6-6. The analysis of probability variations when $C/I = 8.5$ dB reference point is observed in each simulation. Table shows the respective variations in probability values.

<table>
<thead>
<tr>
<th>Rounds per simulation</th>
<th>Probability for $C/I$ point (8.5 dB), Min</th>
<th>Probability for $C/I$ point (8.5 dB), Max</th>
<th>Difference of probabilities, max-min, % unit</th>
<th>Average</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>60,001</td>
<td>4.25</td>
<td>4.34</td>
<td>0.09</td>
<td>4.31</td>
<td>0.04</td>
</tr>
<tr>
<td>30,000</td>
<td>4.27</td>
<td>4.55</td>
<td>0.28</td>
<td>4.36</td>
<td>0.12</td>
</tr>
<tr>
<td>15,000</td>
<td>3.87</td>
<td>4.35</td>
<td>0.48</td>
<td>4.12</td>
<td>0.17</td>
</tr>
<tr>
<td>7,500</td>
<td>4.00</td>
<td>4.40</td>
<td>0.40</td>
<td>4.18</td>
<td>0.16</td>
</tr>
<tr>
<td>3,750</td>
<td>4.05</td>
<td>4.72</td>
<td>0.67</td>
<td>4.39</td>
<td>0.26</td>
</tr>
<tr>
<td>1,875</td>
<td>4.00</td>
<td>4.53</td>
<td>0.53</td>
<td>4.22</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 6-7. The analysis of the variations of the interpretation of $C/I$ value when 5% probability point is observed.

<table>
<thead>
<tr>
<th>Rounds per simulation</th>
<th>$C/I$ for prob. point (5%), Min</th>
<th>$C/I$ for prob. point (5%), Max</th>
<th>Difference of $C/I$, max-min, dB</th>
<th>Average</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>60,001</td>
<td>9.3</td>
<td>9.6</td>
<td>0.3</td>
<td>9.46</td>
<td>0.11</td>
</tr>
<tr>
<td>30,000</td>
<td>9.1</td>
<td>9.6</td>
<td>0.5</td>
<td>9.38</td>
<td>0.18</td>
</tr>
<tr>
<td>15,000</td>
<td>9.4</td>
<td>10.0</td>
<td>0.6</td>
<td>9.72</td>
<td>0.23</td>
</tr>
<tr>
<td>7,500</td>
<td>9.2</td>
<td>9.9</td>
<td>0.7</td>
<td>9.68</td>
<td>0.28</td>
</tr>
<tr>
<td>3,750</td>
<td>8.9</td>
<td>9.6</td>
<td>0.7</td>
<td>9.32</td>
<td>0.28</td>
</tr>
<tr>
<td>1,875</td>
<td>9.1</td>
<td>10.1</td>
<td>1.0</td>
<td>9.58</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Figure 6-23 shows the effect of the number of the simulation rounds on the accuracy of the results. When observing the cumulative distribution curve in the most typical $C/I$ range, i.e. approximately in the minimum threshold area for the QPSK and 16-QAM cases, the effect can be seen clearly in visual format. It can be noted that 60,001 simulation rounds produces smooth and constant curves, i.e. their variance is sufficiently low in order to interpret the $C/I$ and probability mapping in sufficiently accurate way.

By considering Figure 6-23, and more specifically the 5 % criteria, Table 6-8 can be created to indicate the variance of the results of each case.
Figure 6-23. Comparison of the effect of the number of the simulation rounds per complete simulation. A total of 5 simulations are presented in each case. A part of the S-curve is shown around the 5 % FER point.
Table 6-8. The accuracy analysis of the simulation cases.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>$P_{TX}(1)$</th>
<th>$P_{TX}(2)$</th>
<th>$P_{TX}(3)$</th>
<th>$P_{TX}(4)$</th>
<th>$P_{TX}(5)$</th>
<th>$\bar{x}$</th>
<th>Diff (min - max)</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,875</td>
<td>9.05</td>
<td>9.25</td>
<td>9.40</td>
<td>10.05</td>
<td>10.10</td>
<td>9.57</td>
<td>1.05</td>
<td>0.48</td>
</tr>
<tr>
<td>3,750</td>
<td>8.90</td>
<td>9.20</td>
<td>9.40</td>
<td>9.45</td>
<td>9.60</td>
<td>9.31</td>
<td>0.70</td>
<td>0.27</td>
</tr>
<tr>
<td>7,500</td>
<td>9.20</td>
<td>9.70</td>
<td>9.80</td>
<td>9.80</td>
<td>8.85</td>
<td>9.47</td>
<td>0.95</td>
<td>0.43</td>
</tr>
<tr>
<td>15,000</td>
<td>9.40</td>
<td>9.60</td>
<td>9.75</td>
<td>9.85</td>
<td>10.05</td>
<td>9.73</td>
<td>0.65</td>
<td>0.25</td>
</tr>
<tr>
<td>30,000</td>
<td>9.00</td>
<td>9.35</td>
<td>9.45</td>
<td>9.45</td>
<td>9.55</td>
<td>9.36</td>
<td>0.55</td>
<td>0.21</td>
</tr>
<tr>
<td>60,001</td>
<td>9.30</td>
<td>9.45</td>
<td>9.45</td>
<td>9.50</td>
<td>9.55</td>
<td>9.45</td>
<td>0.25</td>
<td>0.09</td>
</tr>
</tbody>
</table>

The analysis can be still done more detailed by observing the cumulative histogram of the standard deviation values as a function of the number of simulation rounds. In this analysis, the standard deviation of five consecutive simulations is observed for each dB category, and the standard deviation values is collected as a histogram with the resolution of 0.001 (i.e. with 0.1% resolution of the probability).

As can be observed from Figure 6-23, the five simulation results of 60,001-round case provides a good correlation and thus accuracy, 75 % of the standard deviation values being maximum 0.1 %, and all the results being within 0.4 %. Also 30,000 and 15,000 simulation rounds would pro-
vide an accuracy of 0.5 % in probability scale whilst the 7,500 and 3,750 rounds provides about 0.9 % accuracy, and 1875 rounds less than 1.5 %.

As a conclusion, 60,001 simulation rounds provide sufficient accuracy for the simulation results. It can be assumed that higher number does not increase the accuracy considerably in practical interpretations of the performance; Table 6-6 shows that the maximum error in interpretation of the dB values in typical probability range is about 0.3 dB. With typical CPU power the complete simulation with 60,001 rounds takes only few minutes in the most demanding cases presented in this thesis. Furthermore, the amount of data is still manageable with typical post processing software that might limit the maximum row number to about 65,000.

It can be estimated that the reliability of the results is sufficiently high for the presented examples in the radio propagation level simulations. This claim is based on the assumption that the higher protocol layers are functioning ideally.
Appendix B  Publications

B.1  Radio network planning studies

The main contribution of this thesis for the general radio network planning area is presented in Publications I, V and VI.

Publication I contains the investigations of the balancing of the site parameters and network costs. The objective of this part was to create a method that can be used as an iterative element in the cost-efficient network planning process. Publication I also presents selected case examples how the optimal cost can be obtained in SFN area. This publication clarifies the topic because the CAPEX and OPEX optimisation of the DVB-H networks analysis as a function of the radio network planning parameters was not found in the presented way by the publication of the study.

Publication V clarifies the DVB-H radio network coverage planning principles in a dense urban area with selected case examples. It shows the useful coverage areas when the parameters are selected in such a way that they do not create SFN interference in the investigated area. Based on this study, the importance of the radio propagation model adjustment is shown. It is also proved that the basic theoretical prediction models can be applied in the initial phase of the network planning with a sufficiently good correlation with the more advanced coverage tools. These results can be used as a basis for the investigation of the effects of the parameter value variations, i.e. when the sites start to cause interferences. Publication VII shows the related interference analysis via simulations. As the service area is the same, Publications V and VII can be used as a pair for a coverage and interference analysis in a realistic urban network. The studies presented in this thesis show the estimated interference behaviour.

The radiation of the DVB-H transmitter site can be a limiting factor, which should be taken into account in all phases of the radio network planning and site selection process. Publication VI presents the analysis of EMC and human exposure limits of DVB-H transmitter sites. The method and related case results might move the optimal power level that is derived from the radio link budget, and might result a need for modifications of the initially planned transmitter and antenna types. The general safety zone calculations of mobile and broadcast networks can be found in various sources, but these case studies were done especially for DVB-H in order to complete the radio network process.
B.2 Field measurement methodology

In order to assure the required quality level of the DVB-H radio network, it is essential to carry out field measurements as a basis for the network fine-tuning. The field measurement related studies with new analysis method are presented in Publications II, VIII, IX and XI.

Publication II, and its extended version in Publication IX, shows a method that can be applied for the fast revisions of the network performance with respective data collection, post-processing and analysis. The case examples and their results of the Publications show the importance of the parameter adjustment as a function of the radio channel type in outdoor environment. The presented method for the post-processing of the measurement data as well as for the respective analysis and case results are based on the already published data collection software of the DVB-H terminals. The post-processing method and the analysis gives additional value, e.g. for the WingTV field measurement documentation [Bou06], [Apa06a] and [Apa06b] which clarifies the planning process of the DVB-H radio network. This thesis also analyses the accuracy of the presented measurement method of MPE-FEC gain in more detailed level compared to the principles presented in [Dvb06] and [Dvb09].

Publication VIII continues from the previous studies and shows the field measurement method, post-processing and analysis with respective results in indoor and outdoor environments. In addition to the methodology, the results indicate the logical set of values for the error correction related parameters which extend the results obtained in [Apa06a] and [Apa06b].

B.3 Simulation methodology

A DVB-H radio performance simulator was developed for carrying out analysis of the Single Frequency Network (SFN) aspects. The summary of the principle and functionality of the simulator is presented in Appendix A. The simulation based studies are used in Publications III, IV, VII and X.

Publication III presents a principle that can be applied for the simulations of the interference levels in over-sized SFN area. The results show the effect of the antenna height and transmitter power level on the error rate. The simulation method can be used for the estimation of the severity of the errors, and it provides information about the optimal setting of the antenna heights and transmitter power levels that still fulfil the final radio reception quality requirement even if the theoretical SFN limits are exceeded. The simulator is based on the geographical area that is filled with uniformly distributed cells.
Publication IV shows the further development of the above mentioned simulator. It is based on the SFN reuse patterns of the transmitters that define the number of the transmitters in the SFN area. This method gives means for estimating the SFN gain as a function of the number of the transmitter sites and their radio parameters. The SFN area can also be extended, and the simulation results show the effect of the increased SFN interference levels. The results can be used in order to balance the SFN gain and interference level, which is useful in the selection of the related radio parameter values in the radio network planning process.

Publication VII presents a further development of the above mentioned simulation principles. It shows that the basic idea can be applied also in the practical environment by setting the site specific location, antenna height and transmitter power level. It also combines two propagation prediction models, i.e. Okumura-Hata for the basic sites and ITU-R P.1546-3 for large coverage sites. The simulations show the distribution of the carrier and interferences as a function of the radio parameter values in a real urban environment. The simulation results can be used for the estimation of the relation between the realistic coverage obtained in Publication VII and the SFN interference levels that are caused by the radio parameter adjustment.

Publication X is an extended version of Publication IV, and it compiles the presentations of the simulator in the Publications III, IV and VII.
The aim of this doctoral dissertation is to investigate advanced DVB-H radio network planning and optimisation. This dissertation presents the results of measurement techniques, network coverage and quality estimation, technological and economical optimisation, as well as error correction and single frequency network performance. The outcome includes proposed DVB-H radio network planning and optimisation methods that can be applied to the further investigation of detailed parameters in the radio link budget. There are also case studies that show the functionality of the presented methods with typical performance values.