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Approximate inference for disease mapping with sparse Gaussian processes

Jarno Vanhatalo,∗† Ville Pietiläinen and Aki Vehtari

Gaussian process (GP) models are widely used in disease mapping as they provide a natural framework for modeling spatial correlations. Their challenges, however, lie in computational burden and memory requirements. In disease mapping models, the other difficulty is inference, which is analytically intractable due to the non-Gaussian observation model. In this paper, we address both these challenges. We show how to efficiently build fully and partially independent conditional (FIC/PIC) sparse approximations for the GP in two-dimensional surface, and how to conduct approximate inference using expectation propagation (EP) algorithm and Laplace approximation (LA). We also propose to combine FIC with a compactly supported covariance function to construct a computationally efficient additive model that can model long and short length-scale spatial correlations simultaneously. The benefit of these approximations is computational. The sparse GPs speed up the computations and reduce the memory requirements. The posterior inference via EP and Laplace approximation is much faster and is practically as accurate as via Markov chain Monte Carlo. Copyright © 2010 John Wiley & Sons, Ltd.

Keywords: sparse Gaussian process; compact support covariance; expectation propagation; Laplace approximation

1. Introduction

Latent Gaussian models are widely used in disease mapping. Such models assume a latent Gaussian field, which is observed indirectly from noisy areally referenced data. The data are usually realizations of mortality or morbidity counts that are modeled with Poisson distribution. The Poisson rate is a function of a relative risk which is given a spatial prior via a Gaussian field, or a Gaussian process (GP) as it is called here.

There are two major challenges while using latent Gaussian models for disease mapping: (i) the inference is analytically intractable due to the non-Gaussian observation model, which leads to the need for approximate inference schemes and (ii) the inference requires inversion of the covariance matrix, which scales as \(O(n^3)\) as a function of data size \(n\). In this paper, we will show how the inference can be conducted efficiently and accurately by combining several distinct approximations.

The techniques considered in this paper are inspired by the approximate inference via expectation propagation (EP) and Laplace approximation in GP classification [1–3], and by the sparse GP approximations in machine learning [4–6]. The aim of the paper is to analyze the techniques in the spatial modeling context and show how they can be used for a detailed statistical analysis. We will consider the Laplace approximation and EP with an approximate integration over the hyperparameters as an alternative to Markov chain Monte Carlo (MCMC), and use the sparse GP approximations to speed up computations. We also describe the practical details of implementation.

GP is a stochastic process that is completely specified by its mean function and covariance function [7–9]. The covariance function governs the smoothness properties of the process, and the effective range of correlation and the variability of the process are governed explicitly by the covariance function parameters. A common choice for reducing the computational cost in
spatial models has been to restrict the GP to a Gaussian Markov random field (GMRF) [10–13]. A GMRF is specified by assuming a conditional independence (Markov property) between a set of locations. That is, the full conditional of a latent variable depends only on a small number of other latent variables, called the neighbors. The conditional independence assumption leads to a computationally efficient model since the resulting precision matrix is sparse. However, in general, the GMRF models have the feature that the prior is tied to a specified set of locations rather than being defined in a spatially continuous way, and hence, they cannot be used directly to make continuous predictions [8].

An alternative to GMRF is to give computationally efficient approximations for the covariance matrix. In the machine learning literature, these approximations are called sparse GP approximations, where the full rank covariance matrix is formed as a function of low rank matrices, and possibly a (block)diagonal matrix [4, 5, 14, 15]. In the spatial modeling context, a similar approach is achieved from different starting points, in which, for example, the spatial process is projected in a lower dimensional subspace, or approximated with a kernel convolution or basis functions [16–19]. Instead of approximating the covariance, one can also use compact support (CS) covariance functions. CS covariance functions give zero correlation among data points that are far enough from each other and form naturally sparse covariance matrices that are computationally efficient to handle [7, 20, 21]. In this work, we will combine sparse approximations and the CS covariance function to construct a computationally efficient additive model. The sparse approximations work well on long length-scale phenomena but fail with short length scale (see Section 4.2), and CS covariance functions are fast only with short length scale. Thus, the proposed model combines the good global properties of sparse approximations and the good local properties of CS covariance functions, keeping the computation time reasonable at the same time.

The traditional approach for an approximate inference in spatial modeling has been MCMC. MCMC methods are computationally very intensive thus motivating the search for alternative techniques. Recently, there has been much work on analytical approximations for GP models. For example, in GP classification with a logit or probit link function, the widely studied methods include variational Bayes approximations [22, 23], Laplace approximation [1, 3], and EP [2, 3]. In these settings, the covariance function parameters are fixed at posterior mode, and the conditional posterior of latent values is given a Gaussian approximation. Nickisch and Rasmussen [24] gave an extensive comparison of the different approximation schemes in classification. Recently, in the spatial modeling context, Rue et al. [13] have worked on integrated nested Laplace approximation (INLA) for GMRF models. Here, we will show that in disease mapping Laplace approximation and EP give practically identical results with moderate size MCMC sample and that their results can be improved with approximately integrating over the hyperparameters.

This paper is organized as follows. In Section 2, we build the disease mapping model and describe the GP prior. In Section 3, we review the Laplace method and the EP algorithm and discuss the methods to marginalize over the hyperparameters. In Section 4, we review the fully (FIC) and partially (PIC) independent conditional sparse approximations for the GP prior. We also describe how the approximations should be built in the spatial case, and discuss their limitations. The FIC sparse GP model with EP is similar to the work by Cornford et al. [17], who considered the sequential method for choosing the inducing inputs, and variational Bayes and EP for the approximate inference. Later, Snelson [25] showed that, in certain circumstances, FIC and sequential design are the same. However, Cornford et al. [17] excluded detailed analysis of the sparse approximations and the EP implementation. The use of PIC for spatial data is new to our knowledge. In Section 5, we propose to add FIC with CS covariance function to construct a computationally efficient additive model that is able to capture simultaneously long and short length-scale spatial correlations. In Sections 6 and 7, we confirm our theoretical discussion with experiments, and in Section 8 we discuss the results.

2. Gaussian processes in disease mapping

The disease mapping model constructed in this work follows the general approach discussed, for example, by Best et al. [11].

2.1. Disease mapping model

The starting point is to aggregate the data into \( n \) areas, with co-ordinates \( \mathbf{X} = \{ \mathbf{x}_i \}_{i=1}^n \), counts of deaths \( \mathbf{y} = \{ y_i \}_{i=1}^n \), and background populations \( \mathbf{p} = \{ p_i \}_{i=1}^n \). The observed mortality is modeled as a Poisson process

\[
y_i \sim \text{Poisson}(e_i \mu_i),
\]

where \( e_i \) is the standardized expected number of deaths and \( \mu_i \) stands for the relative risk in the area \( i \). The expected number of deaths is evaluated from the explanatory variables of the population and the mortality in the area \( i \) [26]. Inside each area, the number of deaths and the background population are divided into \( R \) groups \( \{ y_{i,r}, p_{i,r} \}_{r=1}^R \) according to the explanatory covariates (age, gender, and scholarly degree). The standardized expected number of deaths is then evaluated as

\[
e_i = \sum_{r=1}^R \left( \frac{\sum_{p=1}^n y_{i,p} p_{i,r}}{\sum_{p=1}^n p_{i,r}} \right) p_{i,r}.
\]

The object in the inference is the relative risk, which is assumed to be similar in areas close to each other. As the relative risk is bounded to be positive, the common practice is to introduce a set of latent variables \( \mathbf{f} = \{ f_i \}_{i=1}^n \), which are related to the relative risk through a log transformation \( f_i = \log(\mu_i) \). The spatial prior is then formalized in the latent space. We will also write
the likelihood as a function of $f$

$$p(y|f) = \prod_{i=1}^{n} p(y_i|f_i) = \prod_{i=1}^{n} \text{Poisson}(y_i | e_i \exp(f_i)),$$  

(3)

where we have left out $p$ for brevity.

2.2. Gaussian process prior

GP is a type of a continuous stochastic process, which defines a probability distribution over functions [7]. Thus, we can model the latent variables as realizations of a latent function $f(x) : \mathbb{R}^2 \rightarrow \mathbb{R}$ at input locations $X$, and conduct the inference directly in the function space. Giving a GP prior for the latent function implies that the set of latent variables $f = \{f(x_i)\}_{i=1}^{n}$, indexed by the co-ordinates $X$, have a multivariate Gaussian distribution,

$$p(f|X) = \mathcal{N}(m, K_{ff}),$$  

(4)

where $m$ is the mean and $K_{ff}$ the covariance. Here, the prior mean is set to zero, $m = 0$, which induces prior mean one for the relative risk. Setting $m = 0$ is justified since the data are empirically standardized with (2), for which reason the relative risk will be one if there are no spatial variations. The assumption in the empirical standardization is that there are enough data so that the uncertainty in the empirical estimate for the country wide risk in different groups is negligible.

The covariance matrix is constructed from a covariance function $k$, which represents the prior assumptions of the smoothness of the latent function. Each element of the covariance matrix is given as $[K_{ff}]_{ij} = k(x_i, x_j, \theta)$, where $\theta$ denotes the hyperparameters. We are free in our choice of covariance functions, as long as the covariance matrices produced are symmetric and positive semidefinite ($v^T K_v \succeq 0, \forall v \in \mathbb{R}^{n}$). An example of a stationary covariance function is the squared exponential

$$k_{se}(x_i, x_j) = \sigma^2_{se} \exp(-r^2/l^2),$$  

(5)

where $\theta = \{\sigma^2_{se}, l\}$, and $r = |x_i - x_j|$ is the Euclidean distance between the inputs $x_i$ and $x_j$. Here, $\sigma^2_{se}$ is the scaling parameter, and $l$ is the length scale, which governs how fast the correlation decreases as the distance increases. The squared exponential is very smooth and, thus, suits well for modeling global (long length-scale) phenomena. Also in spatial statistics, widely used are Matérn covariance functions [7, 8], such as

$$k_{ma}(x_i, x_j) = \sigma^2_{ma}(1 + \sqrt{3}r) \exp(-\sqrt{3}r).$$  

(6)

This covariance function is only once mean square differentiable and thus much rougher than the squared exponential.

An interesting class of covariance functions is the class of compactly supported functions, which form naturally sparse covariance matrices. When used to model short length-scale phenomena, these lead to computational and memory savings since most of the elements in their covariance matrices are zero. A full support covariance function cannot be cut arbitrarily to obtain a CS since the resulting function would not, in general, be positive definite. One class of CS covariance functions are piecewise polynomials, such as

$$k_{pp} = \sigma^2_{pp}(1 - r/j)^{\frac{j-2}{2}}((2 + 4j + 3)(r/l)^2 + (3j + 6)r/l + 3)/3,$$  

(7)

where $j = |D/2| + 3$ (see for example [7, 20]). The function $k_{pp}$ is positive definite up to the input dimensions $D$. Gneiting [27] has proposed a method to construct CS covariance functions that preserve the smoothness properties of the squared exponential covariance functions, and thus can be used to approximate full support functions.

In many practical situations, a spatial prior with a covariance function with only one length scale might be too restrictive since such a construction can effectively model only one phenomenon. For example, the overall relative risk might vary rather smoothly across the whole area of interest, but at the same time it can have fast local variations. In this case, a more reasonable model would be

$$f(x) = g(x) + h(x),$$  

(8)

where the latent value function is a sum of two functions, of which one is slowly varying, whereas the other is fast varying. We can place GP prior for both the functions $g$ and $h$ with different covariance functions. The prior for the additive model becomes

$$p(f|X) = \mathcal{N}(f|0, K_{g,g} + K_{h,h}),$$  

(9)

The multiple length-scale model could also be formed using specific covariance functions. For example, the rational quadratic covariance function can be seen as a scale mixture of squared exponential covariance functions [7], and could fit well for data that contain both local and global phenomena. However, using sparse approximations with the rational quadratic would prevent it from modeling local phenomena (see Section 4.2). For this reason, we consider the additive model (9), as it makes possible an accurate and computationally efficient sparse approximation for GP.

In Figure 1, we have plotted the correlation structure of $k_{se}$, $k_{pp}$, and $k_{se+pp}$ covariance functions with one-dimensional input. The figure shows also the latent value functions drawn from GP with these covariance functions.
The posterior of the latent variables samplers require thousands of evaluations, which effectively restricts the MCMC approach for only moderate size data sets. To produce almost i.i.d. samples one would need to evaluate the log posterior hundreds of times, and in practice the most effective

This is related to the choice of width of population prior in the hierarchical normal model discussed by Gelman [28].

The half-Student’s $t$-distribution works as a weakly informative prior. We assume that the spatial correlations are $a$ priori short and can adjust the range of our beliefs with the scale parameter $A$. However, when using small degrees of freedom, for example $v=4$, we allow the posterior of the length scale to concentrate into larger values if data justify this. Similarly, the process variance that is mainly governed by $\sigma^2$ is assumed to be $a$ priori small, but by using small degrees of freedom we allow it to grow if necessary in light of data.

3. Conducting the posterior inference

In this section, we discuss computationally efficient methods to conduct the posterior inference. The treatment will be easier if we concentrate on the latent values. The posterior of relative risk is straightforward to compute afterward. The posterior of the latent values is

$$p(f|\mathcal{D}) = \int p(f, \theta|\mathcal{D}) \, d\theta = \frac{1}{Z} \int p(y|f)p(f|X, \theta)p(\theta) \, d\theta,$$

where the normalization constant $Z = \int p(y|f)p(f|X, \theta)p(\theta) \, df$, and we have denoted the data by $\mathcal{D} = \{X, y, p\}$. Neither the normalization constant nor the marginalization are analytically tractable due to the Poisson observation model, and one needs to use approximate methods.

The traditional approach has been to use MCMC methods to sample from the joint posterior of $f$ and $\theta$. For this, one needs to evaluate the unnormalized joint posterior density, or its logarithm $\log p(f, \theta|\mathcal{D})$, at every Monte Carlo step. The computationally heavy term in that is the log of the GP prior

$$\log p(f|X, \theta) = -\frac{1}{2} \log |K_{ff}| - \frac{1}{2} f^T K_{ff}^{-1} f - \frac{n}{2} \log(2\pi),$$

where the inversion and the determinant of the covariance matrix scale as $O(n^3)$. Even with a perfect MCMC sampler that would produce almost i.i.d. samples one would need to evaluate the log posterior hundreds of times, and in practice the most effective samplers require thousands of evaluations, which effectively restricts the MCMC approach for only moderate size data sets.

In this work, we consider first an empirical Bayes approach, where we give an analytic approximation for the conditional posterior of the latent variables $p(f|\mathcal{D}, \theta)$ at the posterior mode of the hyperparameters

$$\hat{\theta} = \arg \max_{\theta} p(\theta|\mathcal{D}).$$
The posterior mode \( \hat{\theta} \) is found by giving an analytic approximation \( q(\theta|\mathcal{D}) \) for \( p(\theta|\mathcal{D}) \), which is then optimized to its (local) maxima using gradient-based optimization algorithms. Evaluating the density of \( q(\theta|\mathcal{D}) \) scales also as \( O(n^3) \), and it has to be evaluated at each optimization iteration. However, finding \( \hat{\theta} \) requires typically only around 10–30 optimization steps, and as will be shown in Section 6.4 this is much faster than MCMC. Two analytic approximations for \( p(f|\mathcal{D}, \theta) \) are discussed in Sections 3.1 and 3.2.

We can also (approximately) marginalize over \( \theta \) by taking a weighted average of the approximate conditional posteriors \( q(f|\mathcal{D}, \theta_i) \) at locations \( \theta_i \) that represent the marginal posterior of hyperparameters \( p(\theta|\mathcal{D}) \) well enough. The resulting posterior \( p(f|\mathcal{D}) = \sum \omega_i q(f|\mathcal{D}, \theta_i) \) is a mixture of normal distributions with weights \( \omega_i \). If the evaluation points \( \theta_i \) are chosen appropriately, we need only a few of them and the computational complexity remains sensible. This kind of an approach has been used, for example, by Rue et al. [13] with GMRF models and will be discussed in Section 3.3.

### 3.1. Laplace method

In this section, we describe an analytic approximation for the conditional posterior of latent values that is based on the Taylor expansion at the mode. Motivated by Williams and Barber [1] and Rasmussen and Williams [7] the approximation scheme is called the Laplace method, but essentially the same approximation is named Gaussian approximation by Rue et al. [13].

Doing a second-order Taylor expansion of \( \log p(f|\mathcal{D}, \theta) \) around the mode \( \hat{f} \), gives us a Gaussian approximation

\[
p(f|\mathcal{D}, \theta) \approx q(f|\mathcal{D}, \theta) = \mathcal{N}(f|\hat{f}, H),
\]

where \( \hat{f} = \arg \max \ p(f|\mathcal{D}, \theta) \) and \( H^{-1} = -\nabla \nabla \log p(f|\mathcal{D}, \theta)_{f=\hat{f}} \) is the Hessian of the negative log conditional posterior at the mode [7, 29]. The Hessian is given by

\[
\nabla \nabla \log p(f|\mathcal{D}, \theta) = -K_{ff}^{-1} - W,
\]

where \( W_{ij} = e_i \exp(f_i) \) and \( W_{ij} = 0 \) if \( i \neq j \).

The mode \( \hat{f} \) is found by minimizing \( -\log p(f|\mathcal{D}, \theta) \) with respect to the latent values. This can be done efficiently, for example, via Newton’s method [1, 7] using the gradient information \( \nabla \log p(f|\mathcal{D}, \theta) \) and the Hessian (13). After evaluating the Hessian at the mode the conditional posterior can be written as

\[
\mathcal{N}(f|\hat{f}, (K_{ff}^{-1} + W)^{-1}).
\]

To find the (approximate) posterior mode of the hyperparameters the marginal posterior of the hyperparameters is written as \( p(\theta|\mathcal{D}) \propto p(\mathcal{D}|\theta)p(\theta) \), where

\[
p(\mathcal{D}|\theta) = \int p(y|f)p(f|\mathcal{D}, \theta)df,
\]

is the marginal likelihood. The marginal likelihood is analytically intractable, but one can use the Laplace method to find an approximation, \( q(\mathcal{D}|\theta) \), for it. This is obtained by doing a Taylor expansion for the log of the integrand in (15) around \( \hat{f} \), which gives a Gaussian integral over \( f \) multiplied by a constant (for details see Appendix A). The hyperparameters can then be optimized by maximizing the approximate log marginal posterior

\[
\log p(\theta|\mathcal{D}) \approx \log q(\theta|\mathcal{D}) \propto -\frac{1}{2} \hat{f}^T K_{ff}^{-1} \hat{f} + \log p(y|\hat{f}) - \frac{1}{2} \log |B| + \log p(\theta),
\]

where

\[
|B| = |K_{ff}|K_{ff}^{-1} + W| = |I + W^{1/2}K_{ff}W^{1/2}|.
\]

The reason for modifying matrix \( B \) by multiplying \( K_{ff} \) by \( W^{1/2} \) from the left and right is to ensure the numerical stability [7]. The gradients of the approximate marginal posterior (16) can be solved analytically, which enables the use of gradient-based optimization to find \( \hat{\theta} = \arg \max \ q(\theta|\mathcal{D}) \). The gradient evaluation is summarized in Appendix B.

### 3.2. Expectation propagation algorithm

The EP algorithm is a general method for approximating integrals over functions that factor into simple terms [2]. The Laplace method constructs normal approximation at the posterior mode and approximates the posterior covariance via the curvature of the density at that point. EP, for its part, tries to minimize the Kullback–Leibler divergence from the true posterior to its approximation.

We again concentrate on the conditional posterior of the latent values

\[
p(f|\mathcal{D}, \theta) = \mathcal{N}(f|\hat{f}, H),
\]

which consist of a Gaussian prior, \( n \) Poisson terms, and the normalizing constant. This is approximated by EP as

\[
p(f|\mathcal{D}, \theta) \approx \frac{1}{Z_{EP}} p(f|\mathcal{D}, \theta) \prod_{i=1}^{n} t_i(f_i|\tilde{Z}_i, \tilde{\mu}_i, \tilde{\sigma}_i) = \mathcal{N}(f|b, \Sigma),
\]

Copyright © 2010 John Wiley & Sons, Ltd.

Statist. Med. 2010, 29 1580–1607
where the Poisson likelihood terms have been replaced by site functions \( t_i(f_i|\tilde{Z}_i, \tilde{\mu}_i, \tilde{\sigma}_i^2) = \tilde{Z}_i N(\tilde{\mu}_i, \tilde{\sigma}_i^2) \) and the normalizing constant by \( Z_{EP} \).

With fixed hyperparameters, EP algorithm proceeds as follows. First, we initialize the site parameters \( \tilde{Z}_i, \tilde{\mu}_i, \) and \( \tilde{\sigma}_i^2 \), after which each of them is updated sequentially. At each iteration, first the particular site term is left out of the posterior and the others marginalized out. This results in a cavity distribution

\[
q_{-i}(f_i) \propto \int p(f|X, \emptyset) \prod_{j \neq i} t_j(f_j|Z_j, \tilde{\mu}_j, \tilde{\sigma}_j^2) \, df_j.
\]  

(19)

The second step is to find a Gaussian that best approximates the cavity distribution multiplied by the exact likelihood for that site. The distribution \( q_{-i}(f_i)p(y_i|f_i) \) is called tilted posterior marginal. The fit is measured with respect to the Kullback–Leibler divergence, KL\((q_{-i}(f_i)p(y_i|f_i)||\hat{q}(f_i))\), where \( \hat{q}(f_i) \) is the approximating Gaussian. In the case of a Gaussian approximating distribution, the Kullback–Leibler divergence is minimized by matching the first and second moments of the approximation to those of the tilted posterior marginal [30]. After the moments of \( \hat{q}(f_i) \) are solved, the parameters of the local approximation \( t_i \) are updated so that the match with the desired moments is achieved. Finally, the parameters of the approximate posterior (18) are updated:

\[
\Sigma = \left( K_{ff}^{-1} + \hat{\Sigma}^{-1} \right)^{-1} \text{ and } \hat{b} = \Sigma^{-1} \hat{\mu},
\]

where the Poisson likelihood terms have been replaced by site functions

\[
t_i(f_i|\tilde{Z}_i, \tilde{\mu}_i, \tilde{\sigma}_i^2) = \tilde{Z}_i N(\tilde{\mu}_i, \tilde{\sigma}_i^2)
\]

and evaluating the variance and the mean of the product of two Gaussians. This is fast to compute since all the parameters can be solved analytically.

3.2.1. Computation. The dominant part in the computational time in EP is the update of the posterior covariance. As only one site term is updated at each round of iteration, the covariance can be updated by a rank-one update in time \( O(n^2) \). However, since there are \( n \) local approximations to be updated this results in a total of \( O(n^3) \) computational time [7], in addition to computing the marginal likelihood approximation (20) and its derivatives scale as \( O(n^3) \) due to the \( n \times n \) matrix \( K_{ff} \).

In general, the moments of the tilted posterior marginal are analytically unsolvable, but can be evaluated, for example, by quadrature integration. Gaussian quadrature (also used by Zoeter and Heskes [31]) proved to be the most efficient method since the distributions \( q_{-i}(f_i)p(y_i|f_i) \) are very close to Gaussian. In this work, the integration was done with the adaptive Gauss-Kronrod quadrature, which gives the solution approximately in user defined absolute and relative error accuracy [32]. The absolute accuracy was set to \( 10^{-8} \) and the integration limits to \([\mu - 6\sigma, \mu + 6\sigma] \), where \( \mu \) and \( \sigma \) are the mean and standard deviation of the normal approximation of \( q_{-i}(f_i)p(y_i|f_i) \). The normal approximation was obtained by using a Laplace approximation for the likelihood term and evaluating the variance and the mean of the product of two Gaussians. This is fast to compute since all the parameters can be solved analytically.

3.3. Marginalization over the hyperparameters

The Laplace method and the EP algorithm give an approximation for the conditional posterior \( p(f|\emptyset, \emptyset) \) (equations (14) and (18)) and up to a normalization for the marginal posterior \( p(\emptyset|\emptyset) \) (see equations (16) and (20)). Using the approximations \( q(\emptyset|\emptyset) \) we can explore the log marginal posterior of the hyperparameters to conduct a numerical integration over \( \emptyset \). In this section, we will consider three approaches for this, a grid search similar to the approach used by Rue et al. [13], an approximate Monte Carlo integration, and a central composite design (CCD) [13].

With every method, we first transform the hyperparameters through a logarithm and conduct the integration over \( \gamma = \log(\emptyset) \). The reason for the transformation is that the posterior \( p(\emptyset|\emptyset) \) is usually closer to Gaussian than \( p(\emptyset|\emptyset) \) and that \( \gamma \in \mathbb{R} \), whereas the length scale and the magnitude are bounded to be positive.

3.3.1. Grid search. The marginal posterior of the latent variables can be approximated with a finite sum

\[
p(f|\emptyset) \approx \sum_{i=1}^{M} p(f|\emptyset, \gamma_i)p(\gamma_i|\emptyset) \Delta \gamma
\]

(21)

over the values \( \gamma_i \) with area weights \( \Delta \gamma \). The first step in exploring \( \log p(\gamma|\emptyset) \) is to find its posterior mode \( \gamma \) using the Laplace method or EP. After this we evaluate the negative Hessian of \( \log p(\gamma|\emptyset) \) at the mode, which would be the inverse covariance.
of the mode increases to exponential with the dimension of the hyperparameters space. For example, the number of nearest neighbors of the mode increases to $O(3^d)$, which results in 728 grid points already for $d=6$. If we take also the second neighbors, the number of grid points increases as $O(5^d)$, which results in 15,624 grid points for six hyperparameters.

3.3.2. Monte Carlo integration. We can use Laplace method's and EP's marginal likelihood estimate to sample the hyperparameters from their (approximate) marginal posterior $q(\gamma | \mathcal{D})$ with standard MCMC methods like, for example, hybrid Monte Carlo [33]. During the sampling, we can save the conditional posterior approximations $q(f(\mathcal{D}, \gamma))$ and make the final inference by taking the average over several normal distributions. As the latent values are marginalized out the sample chain will converge and mix considerably faster than when sampling the full posterior $p(f(\mathcal{D}, \gamma))$. This approach is reasonable with a moderate data size, $n$, but for large data sets this will be computationally too heavy since the Markov chain samples are dependent on each other. Thus, in order to speed up the marginalization, we need more efficient ways than Markov chain to sample from the posterior. In optimal situations we could draw independent samples, but since this is impossible we suggest to use importance sampling with quasi Monte Carlo samples (see, for example [34, 35]).

We use a Normal or Student-$t$-distribution centered at the mode $\mathbf{\hat{\gamma}}$ and covariance $\mathbf{P}$ approximated with the negative Hessian of the log posterior as a proposal distribution. We sample from the proposal distribution $g(\gamma) \sim \mathcal{N}(\mathbf{\hat{\gamma}}, \mathbf{P})$ (or $g(\gamma) \sim t_\nu(\mathbf{\hat{\gamma}}, \mathbf{P})$) and evaluate the integral as follows:

$$
p(f(\mathcal{D})) = \frac{1}{\sum_{i=1}^{M} w_i} \sum_{i=1}^{M} q(f|\mathcal{D}, \gamma_i) w_i,
$$

where $w_i=q(\gamma_i) / g(\gamma_i)$ are the importance weights. The normal proposal distribution is also illustrated in Figure 2(b). Importance sampling is adequate only if the importance weights do not vary substantially and, thus, the goodness of the Monte Carlo integration can be monitored using the importance weights. The worst scenario occurs when the importance weights are small with high probability and with small probability get very large values (that is the tails of $q$ are much wider than those of $g$). We monitor the cumulative normalized weights and the estimate of the effective sample size $M_{\text{eff}} = 1 / \sum_{i=1}^{M} \hat{w}_i^2$, where $\hat{w}_i = w_i / \sum w_i$ [29, 36, 37].

In some situations, the naive Gaussian or Student-$t$ proposal distribution is not adequate since the posterior distribution $q(\gamma | \mathcal{D})$ may be non-symmetric or the covariance estimate $\mathbf{P}$ is poor. In these situations, we found the scaled Student-$t$ proposal distribution, proposed by Geweke [36], to be efficient. In this approach, the scale of the proposal distribution is adjusted along
each main direction defined by \( \mathbf{P} \) so that the importance weights are maximized. In the experiments, this scaling more than doubled the number of effective samples.

The key property of a random sequence is its uniformity, so that any contiguous sub-sequence is well spread according to the distribution. Drawing independent and identically distributed samples from the Normal or Student-\( t \) distribution is straightforward but not the most optimal way in the sense of uniformity. For this reason, we suggest to use Quasi Monte Carlo algorithms [35], which utilize quasi random samples like Hammersley sequences [38] that are distributed more uniformly in the parameter space.

The rate at which the error in Monte Carlo integration decreases, is independent of the dimensionality of the hyperparameter vector and, thus, the importance sampling procedure is more efficient than grid search in high parameter dimensions. However, as discussed earlier one still needs hundreds of i.i.d. samples from the posterior to get reliable results. In the next section, we discuss one more approach to approximate the integrals.

### 3.3.3. Central composite design.

Rue et al. [13] suggest a CCD for choosing the representative points from the posterior of the hyperparameters when the dimensionality \( d \) is moderate or high. In this setting, the integration is considered as a quadratic design problem in a \( d \)-dimensional space with the aim in finding points that allow for estimating the curvature of the posterior distribution around the mode. Here, we use fractional factorial design points augmented with a center point and a group of \( 2d \) star points. The design points are all on the surface of a \( d \)-dimensional sphere with radius \( \sqrt{d} \) and the star points consist of \( 2d \) points along each axis at a distance \( \pm \sqrt{d} \). This is illustrated in Figure 2(c). The number of the design points grows very moderately, for example for \( d = 6 \) we need only 45 points. The fractional factorial design is discussed in detail by Sanchez and Sanchez [39].

The design points are searched after transforming \( \gamma \) into \( \mathbf{z} \) space, which is assumed to be a standard Gaussian variable. The integration weights can then be determined from the statistics of a standard Gaussian variable \( E[\mathbf{z}^2] = d \), \( E[\mathbf{z}] = 0 \), and \( E[1] = 1 \). This results in integration weights

\[
\Delta = \left[ (n_p - 1) \exp \left( -\frac{d^2 \sigma^2}{2} \left( t^2_0 - 1 \right) \right) \right]^{-1} \tag{24}
\]

for the points on the sphere and \( \Delta_0 = 1 \) for the central point (see Appendix D for a more-detailed derivation). The CCD integration speeds up the computations considerably compared to the grid search or Monte Carlo integration. The accuracy is between the empirical Bayes estimate and the full integration with grid search or Monte Carlo. Rue et al. [13] and Martino [40] report good results with this integration scheme, and it also worked well in our experiments. For a more-detailed treatment of the method, see [40].

### 3.4. Assessing the approximation error

There are three sources for approximation error: the normal approximation of the conditional posterior \( q(\theta | \mathcal{D}) \), the approximate marginal posterior \( q(\theta) | \mathcal{D} \), and the numerical integration over \( \theta \). We will show in Section 6.1 that in practice all these approximations are very accurate. However, we need a way to assess the approximations so that we can detect possible problems.

The Laplace approximation for \( q(\theta | \mathcal{D}) \) (16) is up to a normalization formally equivalent to the Laplace approximation of the marginal posterior density that was proposed by Tierney and Kadane [41], which has error rate \( O(n^{-1}) \). The asymptotics of the error of the Laplace approximation is also discussed by Rue et al. [13]. They conclude that the accuracy of \( q(\theta | \mathcal{D}) \) in (16) is related to the effective number of parameters \( p_D(\theta) \) in \( \mathbf{f} \) conditionally on \( \theta \) so that the approximation is the better when the smaller \( p_D(\theta) \) is compared to the number of data points, \( n \). The effective number of parameters can be approximated with [42]

\[
p_D(\theta) \approx n - \text{tr}(\mathbf{K}_{\theta f}^{-1}(\mathbf{K}_{\theta f}^{-1} + \mathbf{W})^{-1}), \tag{25}
\]

which can be used to monitor the accuracy of the normal approximation for the conditional posterior. For EP approximation this can be evaluated by replacing \( \mathbf{W} \) with \( \Sigma \). The number of effective latent variables also measures to what extent the prior correlations are preserved in the posterior of the latent variables given \( \theta \). For non-informative data \( p_D(\theta) = 0 \) and the posterior approximation is exact. In order to assess the goodness of the conditional posteriors we can evaluate \( p_D(\theta_i) \) for each \( \theta_i \) in the integration set. In our experiments, \( p_D(\theta_i) \) has been small relative to the number of data points \( n \) (typically 0.04n–0.1n). The EP’s approximation for \( p(\theta | \mathcal{D}) \) is studied in length by Nickisch and Rasmussen [24] in classification setting and more generally by Paquet et al. [43] who also provide the means to evaluate correction terms for \( Z_{EP} \). The results reported so far suggest that the EP estimate for the marginal likelihood \( q(\theta | \mathcal{D}) \) should be more accurate than the one from the Laplace approximation, since EP matches the first two moments of the approximation with the real posterior. However, if one doubts the accuracy of the approximation it is possible to evaluate few of the correction terms to see if the results are altered.

The error due to the numerical integration over \( \theta \) can be monitored by comparing results with the increasing number of integration points. We can monitor whatever statistics we think is important, for example mean or variance or the KL divergence. In practice different statistics converge at different rates, for example estimating the mean \( E[\mathbf{f} | \mathcal{D}] \) requires less integration points than the variance \( \text{Var}(\mathbf{f} | \mathcal{D}) \).

The most crucial approximation is the assumption of the Gaussian form for \( p(\mathbf{f} | \mathcal{D}, \theta) \). If this does not hold we will be able to infer well only the posterior mean and variance of the latent variables at best. To check for the normality of the marginal posteriors \( p(\mathbf{f} | \mathcal{D}, \theta) \) we can again use the perturbation corrections for the EP solution [43]. The corrections do not change the first and
second moments of the approximation since these are consistent in EP but they correct the higher cumulants. An easy validation of the normality is to evaluate the first-order correction, since this can be evaluated with terms that are already computed during the EP algorithm. One might be tempted to use the correction terms in any situation, since this would provide more accurate results. The drawback, however, is that the corrected posterior approximation is no longer Gaussian and, for example, prediction to new point becomes harder.

All the methods to assess the approximations can be checked routinely. In our implementation these are checked automatically and the user is warned if something seems to be wrong.

4. Sparse approximations to Gaussian process

In the previous section, we discussed how the inference can be sped up from MCMC via the analytic approximations. There, the speedup was obtained by the reduction in the number of function evaluations, but the methods still scaled as $O(n^3)$ in number of data $n$. Next, we review two sparse approximations for the GP prior that reduce the dependency of the computational time to data from $O(n^3)$ to $O(m^3)$, where $m \ll n$, and analyze their properties from the spatial analysis point of view.

4.1. Fully and partially independent conditional

Here, we give a short review of the FIC and PIC sparse approximations. Readers interested in detailed derivations of the approximations should refer to the original papers [4, 44] or for a more general perspective on the unifying view on sparse approximations [5].

The approximations are based on introducing an additional set of latent values $u = \{u_i\}_{i=1}^m$, called inducing variables, that correspond to a set of input locations $X_u$, inducing inputs. The latent value prior is approximated as

$$p(f|X) \approx q(f|X, X_u) = \int q(f|X, X_u, u)p(u|X_u)\,du,$$  \hspace{1cm} (26)

where $f$ is interpreted to be conditional on $u$ through the inducing conditional $q(f|X, X_u, u)$. The above decomposition does not in itself entail any approximation if we were to use the exact conditional $p(f|u) = N(K_{uf}K_{uu}^{-1}u, K_{ff} - Q_{ff})$, where $Q_{ab} = K_{ab}K_{bb}^{-1}K_{ba}$ and $[K_{ij}]_{ij} = K(x_i, x_j)$). However, in FIC framework the latent values are assumed to be conditionally independent given $u$, in which case the inducing conditional factorizes into $q(f|X, X_u, u) = \prod q(f|X, X_u, u)$. In PIC, instead of treating all the latent values conditionally independent of each other, they are set into blocks and the blocks are conditionally independent of each other. The latent values within a block have a multivariate normal distribution with original covariance, but the correlation between the blocks is zero given the inducing variables. The approximate conditional of both FIC and PIC can be summarized as

$$q(f|X, X_u, u) = N(K_{uf}K_{uu}^{-1}u, mask(K_{ff} - Q_{ff}, M)),$$

where the function $\text{mask}(K_{ff} - Q_{ff}, M)$, with matrix $M$ of ones and zeros, returns a matrix $\Lambda$ of size $M$ and elements

$$\Lambda_{ij} = \begin{cases} [K_{ff} - Q_{ff}]_{ij} & \text{if } M_{ij} = 1 \\ 0 & \text{otherwise} \end{cases}$$

An approximation with $M = I$ corresponds to FIC and an approximation where $M$ is block diagonal and corresponds to PIC.

The inducing inputs are given a zero-mean Gaussian prior $u \sim N(0, K_{uu})$ so that the approximate prior over the latent values is

$$q(f|X, X_u) = N(0, Q_{ff} + \Lambda),$$  \hspace{1cm} (27)

where the matrix $Q_{ff}$ is of rank $m$ and $\Lambda = \text{mask}(K_{ff} - Q_{ff}, M)$ is a sparse matrix of size $n \times n$. This leads to computational savings since the crucial computations only require $O(nm^2)$. The other advantage is the reduction in memory requirements from $O(n^3)$ to $O(nm)$. Intuitively, PIC approaches FIC in the limit of a block size one and the exact GP in the limit of a block size $n$. A formal treatment of this is given by Snelson [25]. We have made explicitly visible the dependence of the approximate prior $q(f|X, X_u)$ on the inducing inputs because, although the inducing variables are marginalized out from the approximate prior, the approximation still depends on the choice of the locations of the inducing inputs.

4.2. Properties of the approximations

The prior covariance of FIC and PIC can be seen as a non-stationary covariance function of its own

$$k_{\text{FIC/PIC}}(x_i, x_j, M, X_u) = \begin{cases} [K_{ff}]_{ij} = k(x_i, x_j) & \text{if } M_{ij} = 1 \\ [Q_{ff}]_{ij} = [K_{ff} - K_{uu}]_{ij} & \text{otherwise} \end{cases}$$  \hspace{1cm} (28)

where the inducing inputs $X_u$ and the matrix $M$ are free parameters similar to hyperparameters. In the works by Snelson and Ghahramani [4, 44] and Lawrence [45], the inducing inputs were treated as extra hyperparameters, which were optimized alongside.
Figure 3. The correlation has been computed for three locations marked with x. Locations of inducing inputs are marked with * and in subplot 3(f) dotted lines denote the PIC block edges. The hyperparameters $\theta$ are the same in all the figures. See text for discussion: (a) The full GP; (b) the FIC approximation; (c) the FIC approximation; (d) the FIC approximation; (e) the FIC approximation; and (f) the PIC approximation.

$\theta$. For PIC, Snelson and Ghahramani [44] constructed the block structure with simple clustering scheme. The effect of these extra parameters is discussed by Snelson [25] for high dimensional regression problems, and his results show that the approximations are efficient in many cases. In this paper, FIC and PIC are analyzed for spatial modeling. We are interested in approximating the full GP as close as possible to the approximations and consider how this can be done by keeping the computations feasible at the same time.

Figure 3 illustrates the approximations compared to the exact correlation structure, with hyperparameters $\theta$ fixed to the same values for all models. Figure 3(a) shows the exact correlation computed for 3 locations with the squared exponential covariance function. Figure 3(b) shows that if the inducing inputs are located appropriately, FIC produces correlation similar to the exact one. Figure 3(c) shows that if the distance between inducing inputs is too large compared to the characteristic length scale of the covariance function, FIC approximation fails and the effective correlation structure has larger length scale than the original and the highest correlation might be somewhere else than in the closest neighborhood. Furthermore, additional simulation studies showed that the induced effect to the marginal likelihood makes the hyperparameter values corresponding to the longer length scales more likely. Figure 3(d),(e) shows that not only the number of inducing inputs, but also their locations are important. In both cases, there are as many inducing inputs as in Figure 3(b). In Figure 3(d), the horizontal distance between the inducing inputs is too large compared to the actual length scale, increasing the effective length scale in that direction. In Figure 3(e), the locations of the inducing inputs have been chosen randomly and the goodness of the approximation varies in different areas. These examples illustrate also that if the locations of the inducing inputs were optimized, the interpretation of the produced effective correlation structure may be difficult and may lead to overfitting. Figure 3(f) shows that PIC can be used to improve the approximation locally. If the blocks in PIC are chosen in a sensible way, most of the high correlations will be approximated exactly and, thus, PIC also produces better marginal likelihood approximation than FIC.

Exact results would be obtained in FIC by having $m=n$ and inducing input in every data point location, or in PIC by having a single block with size $b=n$. In practice, we have to choose the maximum limit for $m$ and $b$ so that we can still compute the result. Reducing $m$ increases the average distance from the data points to the inducing inputs limiting the smallest useful length scale. If the inducing inputs have been spread evenly, it is easy to estimate the approximate lower limit for the length scale and this can be taken into account in the overall data analysis. As a rule of thumb, with evenly spread inducing inputs the shortest length scale that FIC is able to infer is the distance between two adjacent inducing inputs. Increasing $b$ improves the approximation locally allowing also shorter length scales although the approximation can still be poor at the edges of the blocks. As the correlation information passes through inducing inputs, it is useful to put the inducing inputs at the corners of the blocks and if the block edges are long, it is useful to add inducing inputs also along the edge. This was verified with a simulation study. In spatial cases, it is easy to put inducing inputs in an even grid and form even square blocks. Alternative even grids could be triangular or hexagonal, but based on a simulation study the differences to square grid are small.

In spatial cases, it is easy to put inducing inputs in an even grid and form even square blocks. Alternative even grids could be triangular or hexagonal, but based on a simulation study the differences to square grid are small.

The covariance function used has also some effect on the behavior of the approximations. For example, exponential covariance has thicker tail than squared exponential and thus inducing inputs can be slightly further apart before approximation fails on tails.
Above we have considered the covariance structure of a model with one covariance function. The two-covariance function case is more difficult as will be shown in the experiments. With FIC all the correlations are induced through the inducing inputs and, thus, modeling very short length-scale phenomena becomes unpractical since one would need infeasibly many inducing inputs to capture high variability. PIC on the other hand can capture short length scales within a block, but its shortcomings are the discontinuities in the correlation structure.

4.3. Computations with FIC and PIC

The computational savings with FIC/PIC are obtained by using the Woodbury-Sherman-Morrison lemma to invert the covariance matrix in (27) as

\[
(Q_{eff} + \Lambda)^{-1} = \Lambda^{-1} - \mathbf{V}\mathbf{V}^T,
\]

where \(\mathbf{V} = \Lambda^{-1}K_u\text{chol}([K_{uu} + K_{uf}\Lambda^{-1}K_{uf}^{-1}])\) (for proof, see [46]). A similar result for the determinant is given as

\[
|Q_{eff} + \Lambda| = |\Lambda||K_{uu}^{-1}||K_{uu} + K_{uf}\Lambda^{-1}K_{uf}|.
\]

With FIC the computational time is dominated by the matrix multiplications, which need time \(O(m^2n)\). With PIC the cost also depends on the sizes of the blocks in \(\Lambda\). If the blocks were of equal size \(b \times b\), the time for inversion of \(\Lambda\) would be \(O(n/b \times b^2) = O(nb^2)\). With blocks at most the size of the number of inducing inputs, that is \(b = m\), the computational cost in PIC and FIC are similar. However, in practice, PIC is faster since already with a small block size we can save in the number of inducing inputs.

The inference with Laplace approximation relies on evaluating the approximate log marginal posterior (16) and its derivatives, which can be evaluated efficiently using the above lemmas. The implementation is, in principle, straightforward manipulation of the Woodbury–Sherman–Morrison lemma (29), but in practice this requires care in implementation. For this reason, we have included the implementation in Appendix C.

In EP, the problematic part is the update of the posterior covariance. Recently, it was presented how the posterior update can be done in \(O(m^2)\) for each site with FIC, resulting in total \(O(mn^2)\) computation time [47]. The approach is called a generalized FITC. The basic idea is to write the posterior covariance as

\[
((Q_{eff} + \Lambda)^{-1} + \Sigma^{-1})^{-1} = D + PR^T R^TP^T,
\]

where \(D\) is diagonal, \(P\) is an \(n \times m\) matrix, and \(R\) is an \(m \times m\) upper triangular matrix. At the beginning \(D = \Lambda\), \(P = K_{ef}\), and \(R = \text{chol}_{\text{upper}}(K_{uu})^{-1}\) (where \(\text{chol}_{\text{upper}}\) is the upper triangular Cholesky decomposition). At each iteration the update of \(D\) and \(P\) are, respectively, \(O(1)\) and \(O(m)\) operations, and the update of \(R\) is \(O(m^2)\) operation via rank 1 Cholesky update. The posterior marginals needed for the cavity distribution can be solved as \(\sigma^2 = D_{ii} + ||RP^T||\) and \(b_i = v_i + P^T\gamma\) in time \(O(m)\). Here, the parameters \(\nu = D\Sigma^{-1}\mu\) and \(\gamma = R^T \mu\) are updated in \(O(m)\) time at every iteration (for details see [47]).

The extension of the generalized FITC to generalized PIC is straightforward by following the equations in [47]. Only matrix \(D\) is changed to block diagonal, which affects the operations of \(P, D, v, \mu\) and \(\gamma\) that become at maximum \(O(bm)\) or \(O(b^2)\) operations. The update of \(R\) remains exactly the same as in FIC. Thus, if the block size in PIC is close to the number of inducing inputs the total cost in time is similar to FIC.

5. Combining the sparse approximation with compact support covariance

The FIC and PIC approximations work well for phenomena, whose length scale is long enough compared to the distances between the inducing inputs. In this section, we propose a new sparse GP model that combines the good global properties of FIC sparse approximation and the good local properties of CS covariance function.

5.1. Additive sparse GP model

As discussed in Section 4.2, the covariance matrix in FIC approximate prior (28) can be interpreted as a realization of a special kind of covariance function \(k_{FIC}\). By adding up the FIC with CS covariance function, for example (7), we are able to construct a sparse GP model for the two-component problem (8) with prior

\[
p(f | X, X_u, \theta) = N(0, Q_{eff} + \Lambda + K_{CS}^T) = N(0, Q_{eff} + \Lambda).
\]

We refer to this later as the CS+FIC model. Here, the matrix \(\Lambda = \Lambda + K_{CS}^T \Lambda f\) is sparse with the same sparsity structure as in \(K_{CS}^T\).

The sparse \(\Lambda\) is fast to use in computations and cheap to store since only the non-zero elements need to be saved and used in calculations.

The implementation of the CS+FIC model follows the guidelines given in Section 4.3. The inverse and determinant of the covariance matrix \(Q_{eff} + \Lambda\) will be evaluated using equations (29) and (30) by plugging \(\Lambda\) in place of \(\Lambda\). However, the matrix \(\Lambda\) is sparse without a (block)diagonal structure and, thus, its inverse will not be sparse. In the following section, we show, how to overcome this problem.
5.2. Computation with sparse additive model

The key role in the computations with CS+FIC model is played by the sparse Cholesky factorization. In this section, we will consider Cholesky factorization of symmetric positive definite matrix $A$ which is a lower triangular matrix such that $A=LL^T$. For full matrix it can be found in time $O(n^3)$, but for sparse matrices this is faster since the sparsity is preserved in the Cholesky factorization. The factorization time depends on the sparsity structure of the matrix $A$. It can be reduced by permuting the columns and rows of the matrix so that the number of the non-zero elements in $L$ is minimized (see, for example [48, 49]). After finding the Cholesky decomposition of the matrix $\hat{A}$, we can efficiently evaluate the terms needed in the log posterior cost function and its derivatives. For example log $|\hat{A}|=2\sum_{i=1}^n \log L_{ii}$ and $\hat{f}^T\hat{A}^{-1}\hat{f}$ is evaluated by first solving the linear equation $LL^Tv=f$ and then evaluating $\hat{f}^Tv$. The terms, where we multiply an $n \times m$ matrix with $\hat{A}^{-1}$, for example $\Lambda^{-1}K_{t,u}$, are analogous to solving $m$ linear equations.

The terms that need most concern are of the form $\text{tr}(\hat{\Lambda}^{-1}\hat{\Sigma}/\hat{\vartheta})$, which occur, for example, in the gradients of the approximate log marginal likelihoods (16) and (20) (see Appendix C). The matrix $\hat{B}=\hat{\Lambda}/\hat{\vartheta}$ has non-zero elements at most for all $B_{ij}$, for which $[\hat{\Lambda}]_{ij}\neq 0$. Thus, if we denote $Z=\hat{\Lambda}^{-1}$ we can write $\text{tr}(ZB) = \text{tr}(Z_{sp}B)$, where $Z_{sp}$ is a sparse representation of $Z$, in which $Z_{sp}ij\neq 0$ only if $B_{ij}\neq 0$. We can obtain such a matrix by using an algorithm introduced by Takahashi et al. [50] (see also [51, 52]).

The algorithm is derived as follows. First, determine the Cholesky decomposition of $\hat{A}$. Then, we can write

$$L^TZ = L^{-1}. \tag{33}$$

Next, we take the diagonal of the Cholesky triangle, $A = \text{mask}(L, I)$, and write the equation (33) as

$$AZ + (L^T - A)Z = L^{-1}. \tag{34}$$

Subtracting the second term on the left-hand side, and multiplying by $A^{-1}$, we obtain

$$Z = A^{-1}L^{-1} - A^{-1}(L^T - A)Z. \tag{35}$$

Now, we can give a recursive formula for the elements of the inverse as

$$Z_{ij} = \frac{\delta_{ij}}{A_{ij}} - \frac{1}{A_{ij}} \sum_{k=i+1}^n L_{ik}Z_{kj}, \quad j \geq i, i = n, \ldots, 1. \tag{36}$$

We could find the dense inverse by looping $i$ from $n$ to 1 and $j$ from $n$ to $i$ and filling the lower triangular of $Z$ according to symmetry. To find the sparse inverse we evaluate only a small fraction of the elements.

Let us denote by $C$ an adjacency matrix, which has $C_{ij} = 1$ if $L_{ij} \neq 0$ or $L_{ji}^T \neq 0$ and zero otherwise. Here we consider $L_{ij}$ non-zero even if its numerical value was zero, but if it is symbolically nonzero. That is, it has to be evaluated when solving for sparse Cholesky factorization (see, for example [49]). To find the sparse inverse, we need to evaluate exactly the elements $Z_{ij}$ such that $C_{ij} \neq 0$. To justify this, consider the recursive formula (36). The algorithm needs at least all the elements $Z_{ij} : C_{ij} \neq 0$ since these are the elements that are needed for the diagonal of $Z$. From the Cholesky factorization it follows that $C_{ij}$ is nonzero if for any $k < i, j$ the elements $C_{ik}$ and $C_{kj}$ are nonzero [49]:

$$k < i, j \quad C_{ik} \neq 0, C_{kj} \neq 0 \Rightarrow C_{ij} \neq 0.$$  

Thus, we can find the sparse inverse by looping $i$ from $n$ to 1 and at each $i$ evaluating only the elements $Z_{ij}, j \in \{j > i, C_{ij} \neq 0\}$ using equation (36).

Now, the Laplace approximation is straightforward to implement using the above sparse matrix routines. In EP, we need one more trick to keep the computations reasonable. The updates of the posterior covariance and mean are done similarly to FIC and PIC with the exception of updating matrix $D$ in (31). Updating matrix $D$ itself would force it to become a dense matrix as the EP algorithm proceeds through all the data points. For this reason we never evaluate the matrix $D$ explicitly, but we evaluate all the elements we need from it implicitly. Using the matrix inversion lemma (29) we can write

$$D = (\hat{\Lambda}^{-1} + \hat{\Sigma}^{-1})^{-1} = \hat{\Lambda} - \hat{\Lambda}(\hat{\Lambda} + \hat{\Sigma})^{-1}\hat{\Lambda} = \hat{\Lambda} - \hat{\Lambda}\hat{\Sigma}^{-1/2}(\hat{\Sigma}^{-1/2}\hat{\Lambda}\hat{\Sigma}^{-1/2} + I)^{-1}\hat{\Sigma}^{-1/2}\hat{\Lambda} = \hat{\Lambda} - \hat{\Lambda}\hat{\Sigma}^{-1/2}(L_{LDL}D_{LDL}L_{LDL}^T)^{-1}\hat{\Sigma}^{-1/2}\hat{\Lambda}. \tag{37}$$

There are two things to note in the above formulation. First, the term $\hat{\Sigma}$ might have arbitrary large terms and, thus, we do not want to use it explicitly in calculations but rather work with $\hat{\Sigma}^{-1/2}$ [7]. This leads to the modification from line 1 to line 2. In the last line we have written $\hat{\Sigma}^{-1/2}\hat{\Lambda}\hat{\Sigma}^{-1/2} + I$ as its LDL Cholesky decomposition, which consists of a lower diagonal matrix $L_{LDL}$.
which has ones in the diagonal, and a diagonal matrix $D_{DL}$. The terms we need from $D$ at the iteration $i$ are at the $i$-th column of the matrix. The $i$-th column can be evaluated as

$$D_{ij} = \hat{\Lambda}_{ij} - \hat{\Sigma}^{-1/2}\left(L_{DL}D_{DL}^T\right)^{-1}\hat{\Sigma}^{-1/2}\hat{\Lambda}_{ij},$$

where we have to solve a linear equation, multiply the result by a sparse matrix from the left, and subtract two sparse vectors.

At each EP iteration, there is change in only one column of $\hat{\Sigma}^{-1/2}$ and in one row and one column of $\hat{\Sigma}^{-1/2} + I$. The former is cheap to update since we need to change only the non-zero elements in the particular column. The change in the latter term, on the other hand, also affects the LDL Cholesky decomposition, which would lead to heavy computations if it was evaluated from scratch each time. However, the change in a row and column $i$ of $\hat{\Sigma}^{-1/2} + I$ affects only the row $i$ and the columns $k > i$ of the matrices $L_{DL}$ and $D_{DL}$, and thus we can find the new LDL Cholesky decomposition by updating only these terms. This can be done efficiently with the algorithm introduced by Davis and Hager [53]. After the first round of EP iteration, all the diagonal elements of $\hat{\Sigma}$ are nonzero and, thus, the non-zero pattern of the LDL Cholesky decomposition remains the same throughout EP iterations. For this reason we have to find the symbolic factorization only once at the beginning of EP algorithm. This leads to considerable speedup compared to the general case [53].

5.3. Computational complexity and memory requirements of CS+FIC

The computational complexity and memory requirements of CS+FIC depend on the number of non-zero elements in $L = \text{chol}[\hat{\Lambda}]$ (nnz$(L) \geq$ nnz$(\hat{\Lambda})$, where nnz$(L)$ is the number of non-zero elements in $L$). The fill-in of the Cholesky factorization can be reduced using permutation algorithms such as (approximate) minimum degree ordering (AMD) or nested dissection [49]. The time needed for permutation is, in general, negligible compared to the time needed for other evaluations. Thus, the essential part of the implementation is to use good permutation algorithms.

An estimate for the nnz$(L)$ is given, for example, by Davis [49] or George et al. [54], who consider nested dissection algorithm in case of two dimensional $N \times N$ lattice with $n = N^2$ nodes. In this case, the nested dissection leads to asymptotically optimal ordering with $O(n \log n)$ nonzeros in $L$ and $O(n^{3/2})$ time for computing the Cholesky factorization. After finding the Cholesky factorization of $\hat{\Lambda}$, evaluating its determinant is $O(n)$ operation and $\text{f}^T \hat{\Lambda}^{-1} \text{f}$ is $O(n \log n)$ operation.

The computational complexity of evaluating the sparse inverse depends on the number of non-zero elements in the columns of $L$. If $\gamma_k$ denotes the number of non-zero elements outside the diagonal of column $k$ of $L$, then the computational cost for finding the sparse inverse is $O(\sum_{k=1}^n \gamma_k(\gamma_k+1))$. To get an intuition of the computation time we can consider banded and dense covariance matrices as limiting cases. Finding the sparse inverse of a banded covariance matrix requires time $O(\sum_{k=1}^n k(b/2)^2)$, where $b$ denotes the band width, and finding the full inverse is $O(\sum_{k=1}^n (k-1)k) = O(n^3/3)$ operation. In the two-dimensional lattice, the average $\gamma_k$ is $O(\log n)$, which gives an estimate for the recursion time $O(n \log(n)^2)$.

The modifications for the LDL Cholesky decomposition in EP are done using the row modification algorithm of the sparse Cholesky decomposition [53]. The update is optimal in the sense that it requires time proportional to the number of non-zero elements in $L_{DL}$ that change. Since at iteration $i$ only the row $k$ and the columns $k > i$ of $L_{DL}$ are updated, the average time for updating LDL decomposition is $O(1/n \sum_{i=1}^n \sum_{k=1}^n \gamma_k) \approx O(1/n \sum_{i=1}^n (n-l+1) \log n) = O(n \log n)$. Thus, the total time for EP with CS+FIC model scales as $O(n^2 \log n)$.

To conclude the CS+FIC model scales with Laplace approximation as $O(n \log(n)^2)$ and with EP as $O(n^2 \log n)$. The memory requirement in both cases is $O(\max(nm, n \log n))$.

6. Simulation studies

So far, we have described how the posterior inference with the GP model can be sped up by using approximations for integration and sparse GPs. In the present section, we give experimental results that confirm our theoretical discussion. First, in Section 6.1, we compare the Laplace method and EP to an MCMC solution. In Section 6.2, we compare the performances of sparse GP models for data sets with two spatial phenomena, one with short and the other with long length scale. In Section 6.4 we consider the computational speedup.

All the experiments in this section use simulated data. The expected number of deaths is evaluated from real mortality data from Finland aggregated into lattice with $10 \times 10$ km grid cells, which results in 3206 data points. The log relative risk for the cells, $\ell_l$, is drawn from a (dense) GP with squared exponential covariance function, whose parameters are varied in the experiments. The numbers of deaths, $y_l$, are drawn from Poisson distribution with mean $\exp(\mu_l + \ell_l \exp(\ell_l))$.

We will use two predictive performance tests to compare the different inference schemes and sparse approximations. The first test is based on the expected log predictive density (ELPD). The ELPD at cell $i$ is given as

$$\text{ELPD}_i = E_{\tilde{y}_i} \left[ \log \left( \int p(y_i|f_i)p(f_i|\Sigma)\,df_i \right) \right],$$

where $p(f_i|\Sigma)$ is the marginal posterior density of latent value $f_i$ and $E_{\tilde{y}_i}[\cdot]$ is the expectation over $p(y_i|\tilde{f}_i)$, where $\tilde{f}_i$ is the simulated latent value at data point $i$. In case of MCMC solution, the integration over the latent values is done by averaging over the latent
value samples. In case of EP, and Laplace approximation, the integration was conducted by Gaussian quadrature. The ELPD of the true model at cell \( i \) is

\[
\text{ELPD}^\text{true}_i = \mathbb{E}_p[\log p(y_i | \tilde{f}_i)].
\]

The ELPD values are compared to the true values by evaluating the mean of the differences between the true and inferred ELPD values

\[
\Delta \text{ELPD} = \frac{1}{n} \sum_{i=1}^{n} (\text{ELPD}^\text{true}_i - \text{ELPD}_i).
\]

The other test statistic evaluated was the root mean squared error between the predictive mean of the latent value and the real simulated latent value

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\text{E}[f_i | \mathcal{D}] - \tilde{f}_i)^2}.
\]

### 6.1. Comparing the inference methods

In this section, we assess the goodness of the methods discussed in Section 3. We will consider long MCMC simulations as the golden standard and compare the EP and Laplace approximation to them. For this we compare the following solutions:

- MCMC solution for the conditional posterior of latent variables \( p(\mathbf{f} | \mathbf{y}, \mathcal{D}) \).
- EP and Laplace approximation for the conditional posterior of latent variables \( q(\mathbf{f} | \mathbf{y}, \mathcal{D}) \).
- Full MCMC solution, in which we sample from \( p(\mathbf{y} | \mathbf{f}, \mathcal{D}) \), and from which we can extract the marginals \( p(f_i | \mathcal{D}) \), \( p(f_i | \mathcal{D}) \), and \( p(\sigma^2_f | \mathcal{D}) \).
- The integrated EP and Laplace approximation for the marginal posterior of the latent variables, \( q(\mathbf{f} | \mathcal{D}) \), where the marginalization over the hyperparameters is conducted via grid search, importance sampling, and CCD method.
- The marginal posterior of the hyperparameters evaluated using EP and Laplace approximations for the marginal likelihood. This is obtained by evaluating \( q(\theta | \mathcal{D}) \) (equations (16) and (20)) in a grid of hyperparameter values, after which the marginal distribution is evaluated by summing over all but one dimension of \( \theta \) and normalizing the answer.
- The log marginal likelihood \( \log p(\mathcal{D} | \theta) \) approximated by EP, Laplace approximation, and MCMC. This is evaluated for a \( 7 \times 9 \) grid of hyperparameter values around the mode.

The MCMC sampling from the posterior distribution is described in [55]. We sampled 2000 approximately independent samples from both \( p(\theta, \mathbf{f} | \mathcal{D}) \) and \( p(\mathbf{f} | \mathbf{y}, \mathcal{D}) \) using 10 distinct chains (this was obtained by saving only every 300th sample from the original chain). The convergence of the sample chains was analyzed with a potential scale reduction factor (PRSF) [56], and a Kolmogorov–Smirnov (KS) test [57] between different chains. The sample autocorrelation was estimated using Geyer’s initial monotone sequence estimator [58]. We discarded all the latent variables whose autocorrelation was over 2 to ensure the reliability of the results. In the sample chain from the conditional posterior there were 36 and in the sample chain from the joint posterior 91 such latent variables out of the total 3206. The sample autocorrelation of hyperparameters was about 5. The MCMC solution for marginal likelihood \( p(\mathcal{D} | \theta) \) was evaluated using annealed importance sampling [24, 59]. The temperature changes were taken with step size 0.005 and the latent variables were whitened before sampling as described in [55]. We sampled 100 realizations for each hyperparameter configuration and took the average of these to be the final estimate for \( p(\mathcal{D} | \theta) \).

The data studied are simulated as described above using the squared exponential covariance function with magnitude \( \sigma^2_f = 0.1 \) (which corresponds in approximately 0.12 variance for the relative risk) and length scale 200 km (the maximum width and height of Finland are approximately 600 and 1200 km, respectively). The data set will later be called \textit{simul200}. We analyze the data with FIC with squared exponential covariance function. The hyperparameters are given priors \( h_\text{se} \sim \text{half-t}(4, 50) \) and \( \sigma^2_\text{se} \sim \text{half-t}(4, 0.3) \). The length scale is given rather narrow prior to verifying that the half \( t \)-distribution really enables the posterior mass to concentrate in larger values if prior and data are in conflict. As will be seen below the prior does not overly restrict the posterior with this data. We placed the inducing inputs in 100 km x 100 km lattice and call the model \textit{FIC100}. In this construction, the length scale of the spatial phenomenon is so long that FIC represents very closely full GP (see the discussion in Section 4.2 and the results in [55]).

As there is no easy way to compare the full posterior, we examine the marginal distributions. Figure 4 shows scatter plots of the mean and the variance of the posterior of the latent variables for MCMC vs the Laplace approximation and Figure 5 shows the comparison of the MCMC with the Laplace solution for the marginals of the hyperparameters. The EP solution looked exactly the same as the Laplace approximation. From the Figure 4(a) we can see that the Gaussian distribution, obtained either with the Laplace method or EP, is a very accurate approximation for the conditional posterior \( p(\mathbf{f} | \mathbf{y}, \mathcal{D}) \). The Laplace and EP approximation at the posterior mode of hyperparameters, \( q(\mathbf{f} | \mathbf{y}, \mathcal{D}) \), also estimate very accurately the mean of the marginal posterior \( p(f_i | \mathcal{D}) \) but underestimates slightly its variance as described in the Figure 4(b). The integrated Laplace approximation and the full MCMC are compared in the Figure 4(d), from which it is seen that the grid-based integration gives very accurate results as well. The importance sampling and CCD integration methods gave similar results to the grid-based integration. The accuracy of the grid-based integration and the marginal likelihood estimate of Laplace approximation and EP is further confirmed by Figure 5, which shows the marginal posterior of hyperparameters. The MCMC solution and Laplace approximation give identical results here also.
Figure 4. Scatter plots of the mean and variance of the posterior of latent variables for MCMC vs Laplace approximation: (a) Laplace approximation $q(f|\hat{\theta}, \mathcal{D})$ vs MCMC for $p(f|\hat{\theta}, \mathcal{D})$; (b) Laplace approximation $q(f|\hat{\theta}, \mathcal{D})$ vs MCMC for $p(f|\mathcal{D})$; (c) Laplace approximation $q(f|\hat{\theta}, \mathcal{D})$ vs integrated Laplace approximation $q(f|\mathcal{D})$; and (d) integrated Laplace approximation $q(f|\mathcal{D})$ vs MCMC for $p(f|\mathcal{D})$.

Figure 5. The marginal posterior of the hyperparameters for simul200 data set. The histogram shows the full MCMC solution and the full line integrated Laplace approximation. The joint posterior of the log hyperparameters, $\gamma = \log(\hat{\theta})$, is shown in Figure 2: (a) Marginal posterior of length scale $p(l|\mathcal{D})$ and (b) marginal posterior of magnitude $p(\sigma|\mathcal{D})$.

The log marginal likelihood $\log p(\mathcal{D}|\theta)$ is equal to all the methods, EP, Laplace approximation, and annealed importance sampling, down to the first decimal place in all the studied grid cells. The log marginal likelihood for the mode was $-4477.6$. Thus, both EP and Laplace approximation give very accurate approximations for the marginal likelihood and thus their approximation for the posterior surface is nearly exact.

We studied the latent value posteriors more carefully with the KS test [57], which compares the empirical cumulative density functions of two sample sets, $s_1$ and $s_2$, as

$$\sqrt{n} \sup_{s_1} |F_n(s_1) - F_n(s_2)|,$$

where $n$ is the number of samples in the chain, and $F_n(s)$ is an empirical distribution function. The statistics from the KS test can be compared to the statistics of a repeated test for i.i.d. sample chains to get, for example, 95 per cent confidence limit [57]. By comparing the latent value samples from MCMC to the samples drawn from the posterior distribution of EP (18) and the Laplace approximation (14) with the KS statistics, we get an estimate of how many of the marginal posteriors are similar with certain confidence level. We conducted the KS test with 95 per cent confidence level, which was found by 10 000 tests between two identically normally distributed samples. The KS test makes no assumptions of the distribution, but it assumes that the samples are independent. Thus the MCMC sample chain has to be well converged and thinned.

The KS statistics was under the 95 per cent confidence level in over 93 per cent of the cells with both EP and the Laplace approximation. The statistics are visualized in Figure 6. In Figure 7, we show the marginals for three cells with different amount of population and death cases (see the figure for details).
Figure 6. The results from KS test between MCMC, EP, and Laplace approximation. The histograms show the distribution of the mean KS statics for MCMC samples compared 200 times with posterior samples drawn from EP or Laplace approximation. The figures on the right show the mean and standard deviation of these tests plotted in ascending order. The straight dashed line in all the figures is the limiting value for the 95 per cent confidence level: (a) EP compared with MCMC and (b) Laplace approximation compared with MCMC.

Figure 7. The posterior densities of the latent values in three cells in data simul200 and model FIC100. The histogram shows the MCMC samples and the full line of the EP approximation. The Laplace approximation is invisible as it is under the EP's line: (a) $y=0, p=4$; (b) $y=5, p=314$, and (c) $y=40, p=10964$.

We also conducted the predictive performance tests but did not find any significant difference between any of the above mentioned inference schemes. The mean $\Delta$ELPD statistics was $0.005 \pm 0.025$ and the RMSE was around 0.091 for all the models.

6.2. Comparing the FIC and PIC approximations

The performance of the FIC and PIC approximation are compared with four simulated data sets. These are simul200 (Section 6.1), and data sets whose Gaussian fields have magnitude $\sigma^2_{\text{se}}=0.1$ and length scales 20, 50, and 100 km. These will be called, respectively, simul20, simul50, and simul100. We constructed 50 realizations of each data and averaged the results over them. FIC has either 43 inducing inputs in $100\times100$ km, or 152 inducing inputs in $50\times50$ km lattice. The corresponding model names are FIC100 and FIC50. The blocks in PIC are of size $100\times100$ km, and the inducing inputs are placed either in the corners of the blocks ($m=43$), or in the corners and in the middle of the edges ($m=100$). The models are called PIC100A and PIC100B, respectively. The hyperparameters are given priors $l_{\text{se}} \sim \text{half-t}(4,50)$ and $\sigma^2_{\text{se}} \sim \text{half-t}(4,0.3)$, with the same justifications as in the previous section.

The inference is conducted via Laplace method and EP and the performance is evaluated by $\Delta$ELPD and RMSE statistics. The results are shown for EP in Figures 10 and 11. The Laplace approximations performed similarly to EP. In RMSE statistics there was no difference. In Figure 8, we show the latent value posterior surfaces when the FIC and PIC models work well and poorly.

The posterior modes of the hyperparameters in simul200 were approximately $l=225$ km and $\sigma^2=0.15$ with all the models. This is reasonable since the sparse approximations have to induce the correlations through the inducing inputs, which means that the effective distances between data points are longer than in dense GP.

With simul100 the posterior mode of hyperparameters of FIC100 model was approximately $l=140$ km and $\sigma^2=0.2$, which is too large compared to the length scale of the simulating process and leads to oversmoothing shown in Figure 8(c). The effective distance of FIC50 is still short enough for simul100 but it also oversmooths simul50. With simul20 the posterior mode of hyperparameters of FIC models were approximately $l=18$ km and $\sigma^2=0.09$. With this short length scale, FIC is able to find
Figure 8. Examples of latent value posterior surfaces for simul100 data set. The real latent surface is shown in Figure 8(a). In Figure 8(b) is a prediction with PIC, where the block structure is clearly visible as the model has too few inducing inputs. Figure 8(c) is a prediction with FIC that has too few inducing inputs, which leads to oversmoothing. Figure 8(d) shows prediction with FIC and PIC models that are constructed correctly. The white areas are either outside Finland’s borders or are uninhabited: (a) Simulated latent surface; (b) prediction of PIC100A; (c) prediction of FIC100; and (d) prediction of PIC100B (FIC50 was similar).

correlations only between data points that are next to an inducing input and the models broke down completely resulting in a spotty map.

For PIC, it is favorable to model the correlation structure exactly inside the block, and thus, the posterior modes of the hyperparameters in PIC models were very close to the hyperparameter values of the simulating process in simul100, simul50, and simul20 data sets. With PIC, the problem is that the correlation between blocks gets weaker as the number of inducing inputs is reduced, which results in sharp edges in the predicted latent value surface as illustrated in Figure 8(b). Placing inducing inputs in the middle of the block edges improved PIC as shown in Figure 8(d).

From Figure 9, it can be seen that PIC models work equally well deep inside the blocks. Thus, the average model performance over the cells does not necessarily change much even if we add more inducing inputs on the block boundaries. This explains why the difference between PIC100A and PIC100B is rather small in Figures 10(b) and 11(b). However, adding inducing inputs also on the block boundaries reduces discontinuities in the posterior surface significantly.

6.3. Simulated data with two spatial phenomena

In this section, we apply additive sparse GP models to simulated data set with two spatial phenomena. The data were created similarly to the data sets discussed in Section 6.2. The underlying latent function was constructed with zero mean GP with covariance function \( k_{se}(\cdot, \cdot) + k_{pp}(\cdot, \cdot) \). The hyperparameters for the covariance functions were \( \sigma^2_{se} = 0.06 \) and \( l_{se} = 200 \text{km} \) for squared exponential, and \( \sigma^2_{pp} = 0.04 \) and \( l_{pp} = 100 \text{km} \) for piecewise polynomial. The models constructed were FIC and PIC with \( k_{se}(\cdot, \cdot) + k_{pp}(\cdot, \cdot) \) covariance function, and CS+FIC where the FIC part used squared exponential and the CS part the piecewise polynomial function. The hyperparameters were given priors \( l_{se} \sim \text{half-t}(4, 20), \sigma^2_{se} \sim \text{half-t}(4, 0.3), l_{pp} \sim \text{half-t}(4, 5) \) and \( \sigma^2_{pp} \sim \text{half-t}(4, 0.3) \), which encompass the prior belief that the piecewise polynomial should adapt to the short and the squared exponential to the long length-scale phenomena. The inducing inputs and block structure for FIC and PIC models were the same as in Section 6.2. The inducing inputs in CS+FIC model were set to a regular 100 km \( \times \) 100 km grid.

The results for EP are presented in Figure 12. CS+FIC was the best model in both the performance tests. We have left out the FIC100 because it was clearly the worst model, and would have spread the limits in the figures too much. As the deviations in
Figure 9. Examples of latent value posterior surfaces for simul100 data set and PIC100A and PIC100B models. The maps show the inducing inputs and the vertical cross sections. The plot next to the map shows the predictive mean (full line), 95 per cent posterior interval (shaded area), and the true latent value (dashed line) on the cross sections. In the leftmost cross section of the PIC100A model, the discontinuities are most clearly visible. Comparing that to the leftmost cross section in PIC100B shows how the inducing inputs make the correlation continuous. From the cross sections, it can also be seen that the uncertainty increases toward north as less people live there than in the south: (a) Prediction with PIC100A; (b) cross sections of PIC100A; (c) prediction with PIC100B; and (d) cross sections of PIC100B.

the performance of PIC and CS + FIC model overlap slightly, we conducted pairwise comparison to see the relative order of the models. CS + FIC was the best in each of the 50 simulated data sets. The difference in ΔELPD between CS + FIC and the second best model PIC100B was in average $2 \times 10^{-3}$, which is also the difference in the medians in Figure 12(a).

FIC was able to model well the long length-scale phenomenon, but it oversmoothed the relative risk too much. The PIC100B works better than PIC100A because it also has inducing inputs in the edges of the blocks. The main advantage of CS + FIC is that it has a continuous correlation structure. PIC and CS + FIC model equally well the long length-scale phenomenon and the short length-scale phenomenon inside the blocks. However, PIC is worse than CS + FIC near the block edges.

6.4. Computational speed

In this section, we will consider the speed of the different inference schemes and sparse GPs. All the results are recorded with Intel(R) Pentium(R) D CPU 3.00 GHz computer with 2 GB memory and the code is implemented with Matlab 7.4.
In Section 6.1, the time needed to find the EP and Laplace approximation for \( p(\mathbf{f}, \theta | \mathcal{D}) \) and one approximately independent MCMC sample from the same distribution (that is optimization of \( \theta \) is excluded from the times) were, respectively, 14, 3, and 17 cpu seconds. In the experiments in Sections 6.2 and 6.3, the hyperparameters were initialized so that finding the mode \( \hat{\theta} \) with EP and Laplace approximation took about 10–25 iterations with all the models. The time needed for one optimization step ranged from 5 to 20 s with Laplace approximation and from 15 to 900 s with EP depending on the model and data. The optimization took less than 5 min for all other models but CS+FIC, if it were optimized with EP. We also run full MCMC (that is, we sampled from \( p(\mathbf{f}, \theta | \mathcal{D}) \)) for some of the simulated data sets above from the same initial hyperparameter values as with Laplace approximation and EP. The MCMC sampler needed about 500–800 steps for convergence and it took approximately 100 cpu seconds to draw one approximately independent sample from \( p(\mathbf{f}, \theta | \mathcal{D}) \). The problem was the slow convergence and mixing of the hyperparameters.

There are a number of parameters that affect the computational speed of the sparse GPs (the number of inducing inputs, block size, the sparsity of \( \hat{\lambda} \), etc.). In general we can summarize that FIC and PIC are equally fast, if they have the same number of inducing inputs and the block size of PIC is about as the number of inducing inputs (\( m \approx b \)). As we need to add more inducing inputs into FIC and PIC to model short length scales it is interesting to compare the speed of CS+FIC with the speed of FIC and PIC with the same predictive performance. For this, we constructed such PIC and FIC models that they worked...
The piecewise polynomial covariance function is used for local correlations and presumably its length scale should be very short. The squared exponential covariance function is used for long length-scale correlations for which reason its length scale is given a wide prior. As the covariance function is additive the final analysis was conducted using CS + FIC, which outperformed the PIC model slightly. The inducing inputs were set in a 25 km × 25 km lattice resulting in 560 inducing inputs. PIC had 871 inducing inputs on a 20 km × 20 km lattice. The times for inference with Laplace approximation were 440 (FIC), 220 (PIC) and 130 (CS + FIC) seconds and with EP 8410 (FIC), 1490 (PIC), and 4130 (CS + FIC).

7. Experiment with real data: alcohol-related diseases in Finland

In the previous section we examined the properties of the approximate inference schemes and the sparse GPs with simulated data. Here, we apply the methods for the real disease mapping problem. We studied the deaths on alcohol-related diseases in Finland during 2001–2005. The data are aggregated into a lattice with 5 km × 5 km cells. This leads to spatially sparse data since large areas of Finland are uninhabited, and only 10 608 out of 13 946 cells (that is 76 per cent) contain any observations.

We analyzed the data with several GP models and chose the best among them. The first step was to use only one covariance function and FIC. This model was followed by additive models with two and three covariance functions and PIC sparse approximation. The best model had an additive covariance function \( k_{se}(\cdot, \cdot) + k_{ma}(\cdot, \cdot) + k_{pp}(\cdot, \cdot) \). The squared exponential covariance function is used for long length-scale correlations for which reason its length scale is given a wide prior \( l_{se} \sim \text{half}-t(4, 50) \). The Måtérn covariance function is used for moderate length correlations and its length scale is given little narrower prior \( l_{ma} \sim \text{half}-t(4, 20) \). The piecewise polynomial covariance function is used for local correlations and presumably its length scale should be very short; so we gave it \( l_{ppcs2} \sim \text{half}-t(4, 0.3) \) prior.

As the covariance function is additive the final analysis was conducted using CS + FIC, which outperformed the PIC model slightly. The inducing inputs were set in a 25 km × 25 km lattice resulting in 560 of them. The inference is conducted via EP and Laplace approximation with a MAP estimate for the hyperparameters and by marginalizing over them with the CCD integration described in Section 3.3.3.

As the most common spatial prior in disease mapping is the conditional autoregressive (CAR) model, it is interesting to compare our GP prior with it. A CAR model closest to our approach is the INLA [13], where the posterior of the relative risk is evaluated using Laplace approximation for the conditional posterior of the latent variables and the integration over hyperparameters is conducted using the same CCD approximation as here. When with GP the correlation between two cells is defined by the covariance function and the distance between them, with CAR the correlation is induced by the neighborhood structure. The crucial choices then are the size of the neighborhood, which affects the smoothness, and whether the empty cells are included into the model or not. In the latter case the effective distance between two cells will grow if there are empty areas between them, and thus would be very different in northern Finland from southern Finland (see Figure 13). However, if the empty cells are included into the model, the correlation structure will be the same throughout the country but the size of the data set will increase. Along with the present data set including empty cells the size of the data will grow to 31 per cent.

We tested CAR model with two neighborhoods, one with 8 nearest neighbors, and the other with 20 nearest neighbors. The best model out of these was the smaller neighborhood so that all the empty cells were included into the model. The same model performed the worst if the empty cells were excluded, and the model with the larger neighborhood placed between these two models. The results are reported for the best and worst CAR model to illustrate the importance of keeping also the empty cells.

In Figure 13 we have plotted the posterior median of the relative risk of the GP model and the two CAR models. The GP model and the CAR model with empty cells seem to give similar results for the overall shape of the relative risk surface, but the CAR model without empty cells predicts the relative risk much differently from the other two. Figure 14 shows the posterior probability that the risk has increased, and again there is only a small difference between GP and CAR with empty cells. To compare the models in more detail, we plotted the mean and variance of the latent variables into scatter plots shown in Figure 15(a). Now, we can observe a clear difference between the CAR and GP models. CAR model gives certain cells much higher variance.
than GP, but the posterior mean does not differ that dramatically between the models. The cells that CAR gives much higher variance than GP are located on the borders of Finland, and in case of CAR model without empty cells also in Lapland. Thus, the posterior precision of latent variables in CAR models is highly altered by the number of the neighbors. Similar results have also been reported, for example, by Rue and Held [10, page 105]. Overall, the CAR model gives certain cells very awkward values, since the expectation of the latent variables ranges from $-20$ to $0.7$ and the variance from $4 \times 10^{-4}$ to $3 \times 10^4$, whereas with GP the expectations are between $-0.9$ and $0.7$, and the variances between $0.004$ and $0.23$.

The predictive performance of the different models is evaluated using 10-fold cross-validation [60]. The data are divided into 10 groups so that $s(i)$ is the set of data points in the group where the $i$-th data point belongs. The comparison is done using the log predictive density diagnostics

$$\frac{1}{n} \sum_{i=1}^{n} \log p(y^\text{rep}_i | y^{s(i)}, X^{s(i)})$$

where $y^\text{rep}_i$ denotes the posterior predictive replicate of the number of deaths in the cell $i$ given the data in the groups where data point $y_i$ is excluded, $(y^{s(i)}, X^{s(i)})$, and $n$ is the number of data points. This is equivalent to conditional predictive ordinate diagnostics [61]. The statistics were $-0.4666$ (GP with MAP estimate), $-0.4665$ (GP with integration), $-0.4838$ (CAR without empty cells), and $-0.4669$ (CAR with empty cells). The standard deviation of the diagnostics were 0.0055. In pairwise comparison the CAR model without empty cells was significantly worse than others but there was no statistically significant difference between the other models. The small difference in the predictive densities results from the fact that the variance of the Poisson observation model increases at the same rate with its mean. For this reason the differences in the posterior of the relative risk have small influence on the predictive density.
Figure 15. Scatter plots of the mean and the variance of the latent variable comparing the CAR model with empty cells, GP with integration over hyperparameters and GP with point estimate for the hyperparameters: (a) GP versus CAR with integration over hyperparameters and (b) GP with and without integration over hyperparameters.

Figure 16. The posterior median of the long length-scale components and the short length-scale component of the relative risk in alcohol-related diseases: (a) The $k_{pa}(-, ·)$ component and (b) the $k_{pp}(-, ·)$ component.

An advantage in using the GP model instead of CAR model is that we can investigate the long and short length-scale phenomena separately. This is illustrated in Figure 16, which shows the $k_{pp}(-, ·)$ and the $k_{se}(-, ·) + k_{ma}(-, ·)$ components of the relative risk surface. The posterior modes of the hyperparameters were $l_{pp} = 11.5 \text{ km, } \sigma^2_{pp} = 0.059$, $l_{se} = 217 \text{ km, } \sigma^2_{se} = 0.097$, $l_{ma} = 17 \text{ km, }$ and $\sigma^2_{ma} = 0.036$. When the long and short length-scale phenomena are separated the country wide differences are more clearly visible than when plotting the overall relative risk, since the sharp local changes are filtered which improves the contrast between different parts of Finland. Similarly, when we examine only the short length-scale phenomenon we can better see the local changes in the relative risk and study, for example, the differences inside cities or counties.

Optimizing the hyperparameters of CS+FIC into their mode took about 10 min (12 optimization steps) with Laplace approximation and the integration required an extra 50 min with CCD (this time comprises evaluating the Hessian with finite differences and the 45 design points). INLA gave the results in about 4 min for the model without empty cells and in about 10 min for the model with empty cells. In theory, the inference time with INLA scales between $O(n \log(n)^2)$ and $O(n^2 \log(n))$ with spatial data [13] and, thus, the 150 per cent increase in inference time is more than expected in this case. Supposedly INLA convergences slower if there are cells without data in the model. With more empty cells in the data INLA would slow down even more drastically, whereas the inference time with GP would remain the same. Much of the difference between the actual inference times between GP and CAR model comes from INLA’s more efficient implementation. Our GP models have been implemented with Matlab scripts whereas INLA is a standalone program written with C. However, even with the present implementation GP is only slightly slower than INLA.

8. Discussion

Here, we discuss the results presented in the experiments. We also discuss briefly the possible future research directions motivated by this work. The code, with demos, used in this paper is publicly available at http://www.lce.hut.fi/research/mm/gpstuff/.
8.1. The approximate inference

The results in Section 6.1 show that the Laplace method and the EP algorithm are effective approximations for the conditional posterior $p(\theta|D)$ and for the marginal likelihood $p(D|\theta)$. From Figures 4 and 7, we can see that EP and Laplace approximation give practically the same posterior marginal approximations. The Poisson likelihood is very close to normal in case of large $p$ and notably smaller $y$ (Figures 7(b),(c)), and the Gaussian approximation should presumably work well in that case. However, the posterior density is very close to Gaussian also when both $p$ and $y$ are small (Figure 7(a)) since then the normal prior dominates the latent value posterior.

The difference between EP and the Laplace approximation is that EP fits the posterior moments better. In classification, this is crucial since the posterior of the latent values is rather far from normal [3, 24]. With the data and model used in this work, the posterior seems to be very close to normal, for which reason the performance of the Laplace approximation and EP are practically equal. The benefit from using Laplace approximation, however, is that it is much faster than EP (Section 6.4).

The accuracy of the approximate integration over hyperparameters is dominated by the choice of the integration method and its parameters. The approximation for the marginal likelihood from EP and the Laplace approximation are so accurate that their influence on the integration is negligible. Overall, the results seem to be rather insensitive to the marginalization over the hyperparameters. The posterior variance of the latent variables increases as we integrate over the hyperparameters but their expectation remains practically unaltered (see Figures 4 and 15). The predictive performance of the model is as good with point estimate as with the integrated results. The most accurate integration method is the grid search with small step size. However, with a large number of hyperparameters (over 4) this is inefficient in which case importance sampling and CCD give good approximations.

Based on the above discussion we propose the following for an inference procedure: (1) find the mode $\hat{\theta}_{MP}$ with Laplace approximation, (2) find the mode $\hat{\theta}_{EP}$ with EP starting from $\hat{\theta}_{MP}$, (3) compare the results from the Laplace approximation and EP, (4) if the results are far apart check the model, the optimization, and the first-order correction terms for EP, (5) for the final results conduct the integration using the grid search, the importance sampling or CCD depending on the number of hyperparameters.

8.2. The sparse Gaussian processes

The results in Section 6.2 show that the predictive performance of the FIC and PIC decreases as the length scale of the spatial phenomenon decreases. With FIC this results first in oversmoothing and when the model breaks down completely in a spotty map. With PIC the decrease in the model performance leads to sharp discontinuities between the blocks that are visible also in the map. In Section 6.3, it was illustrated how CS + FIC enhances the analysis over PIC since its correlation structure is continuous.

The computational speed of the sparse approximations depend on, among others, the number of inducing inputs, the block size, the sparsity of $\Lambda$ and the initial values of hyperparameters. Thus, the results in Section 6.4 are only indicative on that respect. However, we can rather safely summarize that in case of one long length-scale spatial phenomenon FIC and PIC are equally fast. In case of both short and long length-scale spatial phenomena, FIC is the slowest, CS + FIC is the fastest with Laplace approximation, and PIC with EP.

Different sparse approximations fit for different kinds of data, for which reason we suggest the following: (1) conduct a crude analysis with FIC and PIC with sparsely located inducing inputs and one covariance function, (2) conduct analysis with PIC with two covariance functions, (3) if there seems to be additive phenomena conduct final analysis with CS + FIC, (4) otherwise tune PIC or FIC so that the block size and the inducing inputs are set well enough for one length scale.

8.3. Hyperprior

The reviewers were worried that the heavy tails of the Student-t distribution could allow for extreme values of the length scale, which would lead to very long range spatial correlation that is nonzero far beyond the extent of the study region. However, this would happen only with extreme amounts of data. The number of background population and death cases are usually so small that the data do not contain enough information to completely overrule the prior. We could also use a uniform prior on the range of data, but this would give equal probability for all length scales in its range. A Gamma prior on the other hand would give much more mass for small values than the half-t-distribution.

To study the sensitivity of the models to the hyperprior, we run simulation experiments with different half-t priors as well as with uniform prior. Overall the results were not very sensitive to the prior specification. If the half-t prior was too narrow compared to the true value of the length scale, the posterior of the length scale tends to concentrate on smaller values than with uniform prior. As the length scale increased the magnitude tends to increase as well and the predictions remained alike. With very extreme true length-scale values the half-t prior restricted the posterior better than the uniform prior. In general, the predictive accuracy of the model is not very sensitive to the hyperparameter values as will be discussed next.

8.4. Robustness of the models and methods

The reviewers were concerned about the robustness of the approximations in case of model misfit. The model misfit is related more to the observation model than to the GP prior or the normal approximation. If the data contained outliers or observations with clearly higher variance than what the Poisson observation model predicts, the posterior of the relative risk would be forced to shift towards the observations. However, the posterior distribution would still be proportional to the Poisson likelihood times the log Gaussian prior, and thus the Normal approximation for the latent value posterior would be as justified as without outliers.
In the presence of outliers, the model would try to fit to the data by shortening the length scale and increasing the magnitude of the covariance function since this enables rougher latent value surface. At the extreme the length scale would converge to zero and the latent field would become isotropic with covariance matrix $\sigma^2 I$.

If the data contain only few outliers, the Gaussian prior will most likely overrule the Poisson likelihood and oversmooth the relative risk on these areas. On the other hand, if the bulk of the data is overdispersed the latent field can become practically isotropic and the relative risks uncorrelated. This is, however, easy to observe from the hyperparameters. In our experiments with real data sets we sometimes observe that the length scale converges to very small value, practically smaller than the cell size. There are two main reasons for this. The more common reason is that a GP model with only one covariance function is overly simple. Many times the data contain long correlations together with sharper local effects, in which case overly flexible model fits the data better than overly smooth. This can be easily fixed by adding more components to GP. The other, and more troublesome reason is the overdispersion. In this case, an additive model adapts to data by pulling the shorter length scale close to zero and modeling the long length-scale effect with the other covariance function. In these situations we could use a more robust negative-Binomial observation model. However, its implementation for the framework discussed in this paper is still under construction.

The reviewers also pointed out that the hyperparameters may not be well identified from the data. The nonidentifiability of the hyperparameters in spatial modeling is well treated in the literature. For example, recently Zhang [62] considered the asymptotics in estimating the parameters of Matérn class covariance functions. He shows that in a fixed region two GPs with Matérn covariance function cannot be correctly distinguished from each other with probability one no matter how many sample data are observed. Also the length scale, $l$, or the magnitude, $\sigma^2$, are not consistently estimable, since these two parameters are tied together. A quantity $\sigma^2/l$ can be consistently estimated from the data, and it is more important to interpolation (and thus for predictive performance) than individual parameters as long as the parameters are in a sensible range. These results are asymptotic and, do not necessarily hold with finite data. However, they still show that identifying the hyperparameters in GP models can be problematic. The object of the inference in our work is, however, the relative risk that is a function of the latent variable and, thus, not affected that severely by the identification problems in hyperparameters. In general, the predictive performance of the model seems to be rather insensitive to the choice of the hyperparameters, which is also seen from the experiments in this paper.

8.5. Gaussian process or CAR model

Our findings on the performance of the GP and CAR models in disease mapping context were rather different from the earlier results given by Best et al. [11]. They compared several different spatial models with a simulated data set and concluded that a multivariate normal prior (same as GP prior for fixed set of locations) smooths the relative risk surface too much whereas CAR model (or Besag York Mollié model in their terminology) worked better. The results in Section 7, however, show that the predictive performance of GP and CAR model are practically equal but GP is more consistent in its results. CAR model might give unnaturally large or small expectations or variances for relative risk in cells that have only few neighbors. The CAR model also suffers from empty areas either in model performance, if these areas are left out, or in computational time, if they are included in the model. Presumably, the reason for the differing results is that Best et al. [11] used the GP model with single covariance function and their data did not have empty areas, whereas our model was additive and data areally very sparse. Our experience is also that GP models with only one covariance function tend to give smooth results, but with several components it can adapt to very fast changes as well. In addition the choice of the covariance functions matter. Best et al. [11] also criticize GP for its slowness. However, with the techniques described in this work we can overcome this deficiency and with areally very sparse data sets even gain speedup compared to CAR since we can exclude all the empty cells from the analysis, which would degrade the performance of the CAR model.
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Appendix A: Laplace approximation for the marginal likelihood

In this section, we summarize the derivation of the Laplace approximation for the marginal likelihood. Earlier treatment of the approximation with GP prior is given in [1, 7].

The Taylor series of the log conditional posterior of the latent values around $\hat{f}$ is

$$
\log p(f|D, 0) \approx \log p(\hat{f}|D, 0) + \frac{1}{2} \left[ \nabla \nabla \log p(f|D, 0) \right]_{f = \hat{f}} (f - \hat{f}) + \cdots,
$$
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where the linear term has vanished, because \( \hat{f} \) is the mode of log posterior [7, 29]. Close by \( \hat{f} \) the higher terms become negligible and the approximation is effectively a sum of constant and a logarithm of Gaussian term. Thus we can approximate the conditional posterior as

\[
p(\phi|\phi,0) \approx q(\phi|\phi,0) = N(\phi|\hat{\phi},H).
\]

To approximate the marginal likelihood by Laplace method, we write it as follows:

\[
p(\phi|0) = \int p(y|\phi)p(\phi|0)d\phi = \int \exp(g(\phi))d\phi,
\]

and make a Taylor expansion of \( g(\phi) \) around \( \hat{\phi} \). This gives us

\[
g(\phi) \approx g(\hat{\phi}) - \frac{1}{2}(\phi - \hat{\phi})^T(K^{-1}_{\phi\phi} + W)(\phi - \hat{\phi}) + \cdots.
\]

Taking only the first two terms and plugging them into (A1) gives

\[
p(\phi|0) \approx q(\phi|0)
\]

\[
= \exp(g(\hat{\phi})) \int \exp\left( -\frac{1}{2}(\phi - \hat{\phi})^T(K^{-1}_{\phi\phi} + W)(\phi - \hat{\phi}) \right) d\phi
\]

\[
= p(y|\hat{\phi}) \frac{1}{(2\pi)^n/2} |K_{\phi\phi}|^{-1/2} \exp\left( -\frac{1}{2}(\phi - \hat{\phi})^T K^{-1}_{\phi\phi} (\phi - \hat{\phi}) \right) |2\pi|^{n/2} |K_{\phi\phi}|^{-1/2}
\]

where the last two terms are the result from the integral. Now by taking the logarithm of this we obtain the approximate log marginal likelihood

\[
\log q(\phi|0) = \log p(y|\hat{\phi}) - \frac{1}{2} \phi^T K^{-1}_{\phi\phi} \phi - \frac{1}{2} \log |K_{\phi\phi}| - \frac{1}{2} \log |K_{\phi\phi}|^{-1} + W
\]

\[
= \log p(y|\hat{\phi}) - \frac{1}{2} \phi^T K^{-1}_{\phi\phi} \phi - \frac{1}{2} \log |B|.
\]

where \( B = |K_{\phi\phi}|K^{-1}_{\phi\phi} + W = |I + W^{1/2}K_{\phi\phi}W^{1/2}| \).

### Appendix B: Gradients of the Laplace approximation of the marginal likelihood

The gradients of the approximate marginal likelihood with respect to the hyperparameters are derived in [1, 7]. Here we summarize the derivation so that we can use the results in Appendix C.

The gradient of the approximate marginal likelihood at the posterior mode \( \hat{f} \) is

\[
\frac{\partial \log q(\phi|0)}{\partial \theta_j} = \frac{\partial \log q(\phi|0)}{\partial \theta_j} \bigg|_{\text{explicit}} + \sum_{i=1}^{n} \frac{\partial \log q(\phi|0)}{\partial \hat{f}_i} \frac{\partial \hat{f}_i}{\partial \theta_j}
\]

which is a sum of explicit and implicit terms. The explicit term can be written as

\[
\frac{\partial \log q(\phi|0)}{\partial \theta_j} \bigg|_{\text{explicit}} = \frac{1}{2} \hat{\phi}^T K_{\phi\phi}^{-1} \frac{\partial K_{\phi\phi}}{\partial \theta_j} \hat{\phi} - \frac{1}{2} \text{tr}\left( (W^{-1} + K_{\phi\phi})^{-1} \frac{\partial K_{\phi\phi}}{\partial \theta_j} \right)
\]

The terms in the implicit derivative are

\[
\frac{\partial \log q(\phi|0)}{\partial \theta_j} = -\frac{1}{2} |K_{\phi\phi}^{-1} + W|^{-1} \frac{\partial^3 \log p(y|\hat{\phi})}{\partial \theta_j^3}
\]

\[
\frac{\partial \hat{\phi}}{\partial \theta_j} = (I + K_{\phi\phi}W)^{-1} \frac{\partial K_{\phi\phi}}{\partial \theta_j} \nabla \log p(y|\hat{\phi}).
\]

Setting \( w_1 = K_{\phi\phi}^{-1} \hat{\phi}, w_2 = [\partial \log q(\phi|0)/\partial \hat{\phi}] (I + K_{\phi\phi}W)^{-1} \) and denoting \( w_3 = [\nabla \log p(y|\hat{\phi})]^T \) we can write the gradient as

\[
\frac{\partial \log q(\phi|0)}{\partial \theta_j} = \frac{1}{2} w_1^T \frac{\partial K_{\phi\phi}}{\partial \theta_j} w_1 - \frac{1}{2} \text{tr}\left( (W^{-1} + K_{\phi\phi})^{-1} \frac{\partial K_{\phi\phi}}{\partial \theta_j} \right) + w_2 \frac{\partial K_{\phi\phi}}{\partial \theta_j} w_3.
\]

For numerical stability we use \( (W^{-1} + K_{\phi\phi})^{-1} = W^{1/2}(I + W^{1/2}K_{\phi\phi}W^{1/2})^{-1}W^{1/2} \).
Appendix C: Laplace approximation with sparse Gaussian processes

With FIC, PIC, and CS+FIC, the covariance matrix $K_f$ in the approximate marginal likelihood (A3) is changed to $Q_f$ + $\hat{\Lambda}$, where $\hat{\Lambda}$ is sparse. Now, the second term in the marginal likelihood can be evaluated efficiently from

$$-\frac{1}{2} f^T (Q_f + \hat{\Lambda})^{-1} \hat{f} = -\frac{1}{2} f^T \hat{\Lambda}^{-1} \hat{f} + \frac{1}{2} f^T VV^T \hat{f},$$

where $V = \hat{\Lambda}^{-1} K_{fu} \text{chol}([K_{uu} + K_{uf} \hat{\Lambda}^{-1} K_{fu}]^{-1})$. The determinant of the matrix $B$ can also be evaluated more efficiently from the relation

$$|B| = |I + W^{1/2} K_{fu} K_{uu}^{-1} W^{1/2} + W^{1/2} \hat{\Lambda} W^{1/2} + W^{1/2} \hat{\Lambda} W^{1/2} + W^{1/2} K_{fu} \hat{\Lambda}_2^{-1} K_{uf} W^{1/2}|,$$

since here $\hat{\Lambda}_2 = I + W^{1/2} \hat{\Lambda} W^{1/2}$ has the same sparsity structure as $\hat{\Lambda}$.

The second term in the gradient of the marginal likelihood is:

$$\text{tr} \left( \left( W^{-1} + \hat{\Lambda} + Q_f \right)^{-1} \hat{f} \left( \frac{\partial \hat{f}}{\partial f} \right)^T \right) = \text{tr} \left( W^{1/2} \hat{\Lambda}_2^{-1} - V_2 V_2^T W^{1/2} \left( \frac{\partial \hat{f}}{\partial f} \right)^T \right),$$

where $V_2 = \hat{\Lambda}_2 W^{1/2} K_{fu} \text{chol}([K_{uu} + K_{uf} W^{1/2} \hat{\Lambda}_2^{-1} W^{1/2} K_{fu}]^{-1})$. With FIC and PIC this can be evaluated as described in [55]. With CS+FIC the evaluation is similar to FIC but we need to use the sparse inverse algorithm for all the terms that contain $\hat{\Lambda}_2^{-1}$.

To evaluate the first and the third terms in the gradient we need the vectors $w_1$, $w_2$, and $w_3$. After this the first term in the gradient of the marginal likelihood is evaluated as described in [55] and the third term similar to that. The vectors $w_1$ and $w_3$ are straightforward to evaluate, but the vector $w_2$ needs more consideration. The first term in the implicit derivative (B1) can be written as

$$\frac{\partial \log q(\theta | \mu)}{\partial \hat{f}} = -\frac{1}{2} \text{mask}(\hat{\Lambda}_3^{-1} - V_3 V_3^T) \frac{\partial^3}{\partial f^3} \log p(y | \hat{f})$$

$$= -\frac{1}{2} \text{mask}(\hat{\Lambda}_3^{-1} - V_3 V_3^T) \frac{\partial^3}{\partial f^3} \log p(y | \hat{f})$$

$$= -\frac{1}{2} \text{mask}(\hat{\Lambda}_3^{-1} - V_3 V_3^T) \frac{\partial^3}{\partial f^3} \log p(y | \hat{f}) - \frac{1}{2} \text{mask}(V_3 V_3^T) \frac{\partial^3}{\partial f^3} \log p(y | \hat{f}),$$

where $\hat{\Lambda}_3 = \hat{\Lambda}^{-1} + W$ and $V_3 = \hat{\Lambda}_3^{-1} V_{\text{chol}}([I - V^T \hat{\Lambda}_3^{-1} V]^{-1})$. For FIC and PIC this is easy to evaluate, since the $\hat{\Lambda}$ is (block)diagonal. With CS+FIC we have to evaluate the inverse of $\hat{\Lambda}_3$ as follows:

$$\hat{\Lambda}_3^{-1} = (\hat{\Lambda}^{-1} + W^{-1})^{-1} W^{-1} = \hat{\Lambda} W^{1/2} (W^{1/2} \hat{\Lambda} W^{1/2} + I)^{-1} W^{-1/2}.$$  \hspace{1cm} (C3)

This is semi-optimal since we have the inverse of $W$ in the equation, and the elements in $W$ can be very close to zero. However, taking the square root first improves the numerical stability compared to the inversion of $W$. Using the above equation we can efficiently evaluate $V_3$ using sparse matrix routines, after which the diagonal of mask($V_2 V_2^T$) is obtained with $O(nm)$ operations. The term mask($\hat{\Lambda}_3^{-1} - V_3 V_3^T$) can be evaluated using the sparse inverse algorithm. First, we evaluate the sparse inverse of $W^{1/2} \hat{\Lambda} W^{1/2} + I$, and take the inner product between each row of $\hat{\Lambda} W^{1/2}$ and the corresponding row of the sparse inverse. After this each inner product is multiplied by the corresponding diagonal of $W^{1/2}$. Now, we can evaluate $w_2 = \frac{\partial \log q(\theta | \mu)}{\partial \hat{f}} (I + \hat{\Lambda} W + Q_f W)^{-1}$ by using matrix inversion lemma for $(I + \hat{\Lambda} W + Q_f W)^{-1}$.

Appendix D: The weights for CCD method

To determine the integration weights for the design points, we assume $p(\theta | \varphi)$ to be standard Gaussian after re-parameterization. Thus $E[\theta | \theta] = d$ and $\int p(\theta) d\theta = 1$, where $d$ is the dimensionality of $\theta$. This gives the integration weights for the points on the sphere with radius $\sqrt{d}$. Owing to the symmetry, the integration weights are equal for the points on the sphere.

$$E[\theta | \theta] = \sum_k \theta_k p(\theta_k) \Delta_k = (n_p - 1) d \Delta_k^2 (2\pi)^{-d/2} \exp \left( -\frac{d^2}{2} \right) \Delta = d,$$  \hspace{1cm} (D1)
where \( n_p \) is the number of the points on the sphere. From (D1) it follows that

\[
\Delta = \left( (n_p-1)l_0^2 (2\pi)^{-d/2} \exp \left( -\frac{d^2 r_0^2}{2} \right) \right)^{-1}. \tag{D2}
\]

Integral over \( p(\theta) \) is approximated with \( p(\theta)\Delta_0 + \sum_k p(\theta_k)\Delta_k \). Thus the weight of the central point is

\[
\Delta_0 = \frac{1 - \sum_k p(\theta_k)\Delta_k}{p(\theta)} = \frac{1 - (n_p-1)(2\pi)^{-d/2} \exp \left( -\frac{d^2 r_0^2}{2} \right) \Delta}{(2\pi)^{-d/2}} = (2\pi)^{d/2} \left( 1 - \frac{1}{r_0^2} \right) \tag{D3}
\]

The weights can be rescaled so that

\[
\Delta_0 = 1 \tag{D4}
\]

\[
\Delta = \left( (n_p-1) \exp \left( -\frac{d^2 r_0^2}{2} \right) (l_0^2 - 1) \right)^{-1} \tag{D5}
\]

The more-detailed discussion on the CCD method is provided by Martino [40]. There is, however, a typographical error in the case of integration weights (equation on page 18 of paper IV).
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