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Abstract

The ground state properties of a quantum-mechanical many-electron system can be effectively modeled by its total electron density only, which is the key idea of the density-functional theory (DFT) methods. However, electronic excitations to higher energy states are not adequately described by the standard DFT formalism. To model the optical properties, for example, absorption and emission and response to time-dependent fields such as laser fields, the extension to time-dependent DFT (TDDFT) has become a popular method.

In this Thesis, the TDDFT methods are utilized to calculate the optical properties of various nanostructures including fullerenes and fullerene derivatives, silicon nanocrystals and metal-polymer hybrid structures. The main focus is in the determination of their photoabsorption spectra using a real-space implementation of TDDFT. By these calculations we study how different structural variations and changes in the chemical environment affect the electronic and optical properties of the materials.

For carbon and boron nitride fullerenes, variations in their size, geometry and doping are found to have a clear impact on their photoabsorption spectra. The results strengthen the view that optical absorption can be effectively used in the experimental characterization of such structures, for example in distinguishing between different isomers.

The photoabsorption is observed to be strongly affected by the chemical environment for both silicon nanocrystals and small silver nanoclusters. When silicon nanoclusters are embedded in silica, the size dependence of their absorption edge is found to change due to major changes in the electronic structure. For the silver clusters, the presence of a polymer is found to bring the absorption edge down to the visible range in some of the studied cases. These calculations shed light to the experimental observations of unexpected absorption from such structures in the visible range.
Tiivistelmä


Tämän työn laskujen perusteella muutokset hiili- ja booriniitrifullereenien koon ja kappaleiden geometriassa ja seostuksessa vaikuttavat selvästi niiden optiseen absortiospektriin. Tulokset antavat tukea sille, että optisen alueen spektroskopia voidaan käyttää tällaisten rakenteiden kokeelliseen tunnistamiseen, esimerkiksi eri isomeereen erottamiseen toisistaan.
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Chapter 1

Introduction

In recent decades, the advances in materials and nanostructure fabrication methods have enabled rapid progress towards real nanotechnology and even beyond. Simultaneously, the capabilities of computational science have improved from reliable modeling of a few atoms to systems of hundreds or even thousands of atoms. This is due to the increase in computational power and the development of efficient theoretical and computational methods and techniques.

As the length and time scales of these two approaches come close to each other, new possibilities in nanotechnology appear. Not only more accurate ways of probing and modeling materials become available, but also the possibility of designing and tailoring materials to suit specific needs opens up. In this area, the interplay between computational and experimental research to both directions is emphasized.

The behaviour of nanoscale systems is governed by the laws of quantum mechanics rather than classical mechanics. The electronic and structural properties of matter are determined by the electron wave functions. However, the computational complexity of such systems is very high. An $N$ electron system has namely $3N$ degrees of freedom (three spatial degrees of freedom for each electron) and thus the quantum-mechanical wave function spans a huge Hilbert space. Luckily, a many-electron system can be effectively modeled by its total electron density only, reducing the number of degrees of freedom to three spatial coordinates for the whole system. This is the idea behind the flourishing field of the density-functional theory (DFT) methods [1] founded in the 1960’s [2, 3].

However, electronic excitations to higher energy states are not adequately accessible through the standard DFT formalism. Thus many important physical properties remain beyond its scope. These include the electronic phenomena occurring in time, for example, optical properties such as absorption, emission and response to time-dependent fields such as laser fields.
The DFT formalism can be extended to excited states and time-dependent phenomena, resulting in the time-dependent density-functional theory (TDDFT) [4, 5]. The foundations of TDDFT were discovered in the 1980’s [6]. During the last decade, a boom both in the applications of TDDFT and in the development of new theoretical methods and their implementation has taken place in the field.

In this Thesis, the TDDFT method is utilized to calculate the optical properties of various nanostructures. The studied materials include fullerenes and fullerene derivatives, silicon nanocrystals and metal-polymer hybrid structures. The main focus is in the determination of their photoabsorption spectra using a real-space implementation of TDDFT. By these calculations we study how different structural variations and changes in the chemical environment affect the electronic and optical properties of the materials.
Chapter 2

Interaction of light with nanostructures

The properties of nanosized materials such as clusters are strongly altered compared with bulk materials and, in addition, totally new phenomena appear. These changes are often due to quantum confinement and other quantum effects. In the interaction with light, continuous scattering and absorption are replaced by resonant interactions when the size of the structure decreases to the scale where each atom counts. In this case, the photon energy needs to match the energy difference of the discrete energy levels of the quantum system. In atoms, molecules and nanoparticles, these individual resonances or electron-hole excitations are often found at optical frequencies and they merge to collective modes such as surface plasmon resonances when the system size increases.

2.1 Electromagnetic response

We briefly review the basic processes of light-matter interaction that are essential to the theme of this Thesis.

Photoluminescence is the process where a substance first absorbs photons by exciting electrons into higher energy states and then emits photons by de-exciting (see Fig. 2.1). The time scale of the whole process is typically very small, of the order of 10 nanoseconds. The individual absorption or emission events happen in femtosecond time scales.

The simplest photoluminescence process where the absorbed and the emitted photons have the same energy is called resonant radiation. In practice, cases where internal energy transitions occur before the emission of the photon are of greater interest. The most studied process is fluorescence, where part of the
photon energy is dissipated, leading to emission in lower energy compared with absorption. Another example process that we want to mention is the light amplification by stimulated emission. In this is the emission process, a photon identical to the original one is created in the emission, resulting in a cascade effect in the material.

Optical absorption is a fundamental property of all materials. It determines not only the colour of the material but also many other of its optical properties. Optical absorption is often addressed in computational characterization of matter. This is due to the short time scale and the simplicity of the process, which make it easy to model. Optical absorption is an example of an external perturbation affecting an electron system.

When the more general case of a many-electron system in a time-dependent external field is considered, two cases can be distinguished: the linear and the nonlinear response.

Linear response occurs when certain variables describing the response of matter, such as electronic polarization, are proportional to the variables describing the change in the environment, such as the electric field strength of incoming radiation. In the linear response of molecules and solids, an external field causes a small perturbation in the initial ground state of the system. Within this model, many important physical quantities can be accessed, such as polarizabilities, dielectric functions, excitation energies, photoabsorption spectra and van der Waals coefficients which describe dispersion interactions.

Non-linear response occurs, for example, when matter is in an intense laser field.
or when a high-energy projectile such as a proton is scattered by a molecule. In very intense laser fields, some exotic physical phenomena take place. For example, high-harmonic generation occurs when an electron of the atom, molecule or even surface absorbs several photons and then returns to the ground state by absorbing a single photon. This photon has then an integer multiple energy of the driving field. Another example is the above-threshold ionization spectrum. If the intensity of the laser is large enough, the electrons can ionize for any frequency of the applied field through nonlinear processes, not only if the laser frequency is larger than the ionization potential.

Besides the study of the optical properties, the excited-state phenomena play a major role in the research areas of reaction mechanisms and molecular electronics, but they are not addressed in this Thesis. Especially, the \textit{ab initio} molecular dynamics [7] and electron transport [8, 9] are areas where the methodology used in this work – the time-dependent density-functional theory – has great potential.

Different spectroscopies are commonly used in the study of the optical and dielectric properties of materials, including nanomaterials [10]. The most important techniques include electronic absorption of photons (UV-vis), photoluminescence (PL), infrared absorption (IR), Raman scattering, dynamic light scattering and time-resolved techniques, such as transient absorption and time-resolved luminescence. These techniques are based on measuring the absorption, scattering or emission of light.

2.2 Ground-state properties of atomic clusters

We briefly point out a few selected ground-state properties that are related to work reported in this Thesis.

The geometrical atomic structure is the starting point in any description of a cluster or a molecule. However, there is no single experimental technique that could provide direct information on the structure. Clusters and larger molecules are too large for most spectroscopic techniques and too small for diffraction probes. However, a combination of trapped ion electron diffraction [11] together with photoelectron spectroscopy and theoretical \textit{ab initio} calculations [12] can be useful in determining cluster geometries. Studying the reactions with different reagent molecules can be used to gather indirect information (see, e.g., Ref. [13]), but the chance of misinterpretations often remains high. Raman spectroscopy and matrix isolated clusters are recently used in structural determination, but the effect of the matrix on the geometry may not be neglected. Optical spectroscopy can also be used in structure determination, but careful analysis, often including comparisons to theoretical calculations, is needed. Due to all this, competent computational methods are of major importance in determining the cluster and
molecule geometries. The correctness of the calculated geometries must then be verified by comparing the calculated and measured properties of the clusters or molecules.

In the computational structure determination, the minimum energy configurations are searched. Different ground-state properties of candidate structures are usually calculated. In this Thesis, the main ground-state properties of interest are the optimized equilibrium geometries and energy-related quantities, which include ground state energies, energy level structures and energy gaps. They are calculated using the density-functional formalism whose basic theory is presented in Sec. III. Recent advances in computational structure determination include especially global structure optimization techniques (see, e.g., [14]).

Let us make a few brief notes on energy comparisons. When comparing the different structures, total energy differences between the different structures are usually considered instead of absolute energies. The binding energies are often used for clusters that are composed of only one element. The binding energy per atom in a neutral cluster is

\[ E_b = -\frac{(E_n/n - E_0)}{n}, \]

where \( n \) is the number of atoms and \( E_n \) the total energy of the cluster, and \( E_0 \) is the energy of a free atom. However, the concept of relative stability is often of greater importance in practice. It is measured by the energy gain of adding one atom in the system as

\[ \Delta E_n^0 = -((E_n - E_{n-1}) - E_0), \]

The relative stability can be studied in collision or photoinduced fragmentation experiments. The products of the fragmentation process often carry the signatures of the most stable clusters.
Chapter 3

Density-functional theory

In the density-functional theory (DFT) [1], the many-body problem of interacting electrons in an external potential is converted to a simpler problem of non-interacting electrons in an effective potential. As in many other approaches, the nuclei are treated as fixed bodies (the Born-Oppenheimer approximation). Usually, also the relativistic effects are neglected here but can be included in a straightforward way at the scalar-relativistic level. Spin-orbit interactions are then included in a perturbative way.

3.1 Kohn-Sham equations

The static non-relativistic many-electron Schrödinger equation describes the system of $N$ particles as

$$\hat{H}\{r_i\}\Psi\{r_i\} = E\Psi\{r_i\}. \tag{3.1}$$

Above, $E$ denotes the total energy of the system and the Hamiltonian consists of terms related to the kinetic energy and to the interactions of electrons with themselves and with an external potential as

$$\hat{H}\{r_i\} = \frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i<j}^{N} U(r_i, r_j) + \sum_{i=1}^{N} v_{\text{ext}}(r_i), \tag{3.2}$$

where atomic units ($e = \hbar = m_e = 1$) are used as throughout this Thesis. The external potential usually includes the Coulomb interaction between the electrons and the nuclei. The total particle number $N$ is obtained by an integration of the amplitude of $\Psi\{r_i\}$ over the whole space.

The exact solution of this equation is a most complex computational task as the wave function of the $N$ electron system, $\Psi\{r_i\}$, is a function of $3N$ spatial
coordinates. The Hohenberg-Kohn theorem [2] from 1964 states that it is enough to know the ground-state density of the system, $n(r)$, to determine all its ground-state properties. More precisely, for a non-degenerate ground state of fermions with a given interaction, $n(r)$ uniquely determines the external potential $v_{\text{ext}}(r)$ that produced $n(r)$. Hence also the Hamiltonian is known. This theorem created the basis for the density-functional theory, whose name comes from the main content of the Hohenberg-Kohn theorem explained above: all the properties of the electron system are functionals of $n(r)$. Later, the theorem was proven also for degenerate ground states [15].

A practical way of implementing the Hohenberg-Kohn theorem for electronic-structure calculations was presented by Kohn and Sham the very next year 1965 [3]. An auxiliary electron system of non-interacting electrons with exactly the same total electron density is introduced. This fictitious Kohn-Sham system obeys a simple one-particle Schrödinger equation

$$\hat{H}_{\text{KS}} \psi_j(r) = \varepsilon_j \psi_j(r),$$

with the ground state density

$$n_0(r) = \sum_{j=1}^N |\psi_j(r)|^2,$$

where $\psi_j(r)$ are the Kohn-Sham orbitals and $\varepsilon_j$ the Kohn-Sham eigenvalues. The Kohn-Sham Hamiltonian reads

$$\hat{H}_{\text{KS}}[n] = -\nabla^2 \frac{1}{2} + v_{\text{KS}}(r),$$

where the effective external potential, namely the Kohn-Sham potential, is usually decomposed as

$$v_{\text{KS}}[n](r) = v_{\text{ext}}[n](r) + v_{\text{H}}[n](r) + v_{\text{xc}}[n](r).$$

Above, the first term is the external potential and the second term is the classical electron-electron Hartree interaction. The last term is the exchange-correlation potential which includes all other many-body effects.

The set of equations (3.3)—(3.6) are called the Kohn-Sham equations. Their solution minimizes the total energy functional $E[n] = T_0[n] + E_{\text{ext}}[n] + E_{\text{H}}[n] + E_{\text{xc}}[n]$, where $T_0[n]$, $E_{\text{ext}}[n]$, $E_{\text{H}}[n]$ and $E_{\text{xc}}[n]$ are the kinetic, external potential, Hartree and exchange-correlation terms, respectively. As the exact form of $E_{\text{xc}}[n]$ as well as

$$v_{\text{xc}}[n] = \frac{\delta E_{\text{xc}}[n]}{\delta n} \bigg|_{n=n(r)}$$

remain unknown, approximations must be used to evaluate this exchange-correlation term.
3.2 Exchange and correlation functionals

The simplest way to approximate the exchange-correlation functional is the local density approximation (LDA) [3, 16]. Its energy functional is

\[ E_{\text{LDA}}^{xc} = \int n(r) \varepsilon_{\text{xc}}^{\text{HOM}}(n(r)) d^3r, \]  

(3.8)

where \( \varepsilon_{\text{xc}}^{\text{HOM}}(n) \) is the exchange-correlation energy per electron for a homogeneous electron gas with the density \( n \). LDA thus assumes that the exchange-correlation effects at \( r \) are fully defined by the local electron density at \( r \). All nonlocal dependences are neglected.

Despite its simplicity the LDA functional works surprisingly well for many inhomogeneous electron system even though it does not reach the accuracy required in computational chemistry. For example, LDA typically overbinds giving too short bond lengths. For electron systems with strong spatial variation in the density, the drawbacks are emphasized. In addition, the asymptotic behaviour of the LDA potential far from nuclei is wrong. Therefore, properties such as the ionization potential have large errors. Introducing the Kohn-Sham orbitals directly in the energy functional so that the self-energy of the Hartree term and the exchange part cancel out exactly can solve this problem. The first and still usable proposal of this was the self-interaction corrected LDA (SIC-LDA) by Perdew and Zunger in 1981 [17].

Gradient expansions were considered already in the original work of Hohenberg and Kohn [2]. However, it took a couple decades of research until the nowadays flourishing family of generalized gradient approximations (GGAs) came into existence [18, 19]. They take into account also the local density gradient at each point as

\[ E_{\text{xc}}^{\text{GGA}} = \int n(r) \varepsilon_{\text{xc}}^{\text{GGA}}(n(r), \nabla n(r)) d^3r. \]  

(3.9)

When determining the function \( \varepsilon_{\text{xc}}^{\text{GGA}}(n, \nabla n) \), a whole ensemble of exact constraints is applied to the gradient expansion. In a few GGAs, some free parameters also remain to be fixed by experiments. In the course of time, advanced implementations of GGA have been developed, the most popular of which is the PBE (Perdew-Burke-Ernzerhof) [20]. A further extension are the meta-GGAs (MGGAs) [21], where also the kinetic energy density is taken into account.

The GGAs and MGGAs improve the shortcomings of LDA, reaching the chemical accuracy in some cases, but still struggle more or less with the same problems. To improve the performance of the DFT methods, non-local functionals such as BLYP (Becke-Lee-Yang-Parr) [19, 22] have been developed. Hybrid functionals [1] such as B3LYP [23–25] include a fraction of the exact exchange of the
Hartree-Fock theory, calculated by using the Kohn-Sham orbitals. Even though the hybrid functionals often overcome the problems of LDA and (M)GGAs, they usually have a highly empirical character which, in a strict sense, is in conflict with the principles of DFT. Another, promising group of advanced functionals are the orbital-dependent functionals [26].

3.3 Pseudopotentials and basis sets

In practice, the Kohn-Sham orbitals are often expanded in a finite set of basis functions $\chi_\mu$ when solving the Kohn-Sham equations numerically. Cartesian Gaussians are the most used basis functions. Other common choices are Slater type orbitals, plane waves or piecewise defined functions on a numerical grid.

When the Kohn-Sham orbitals are approximated by a linear combination of basis functions, the Kohn-Sham equations become a finite-dimensional matrix equation. Thus all operators become finite matrices and all the matrix elements are integrals of the type

$$X_{\mu\nu} = \int \chi_\mu(\mathbf{r})X[n]\chi_\nu(\mathbf{r})d^3\mathbf{r}.$$  \hspace{1cm} (3.10)

The processing of such integrals is one of the main parts of practically all the DFT calculations. For the diagonalization of the ensuing eigenvalue problem there exists efficient methods of numerical linear algebra.

Instead of treating all the electrons separately, pseudopotentials are often used in electronic-structure calculations especially for solids. In this approach, only the chemically active valence electron states are considered explicitly, which results in considerable reduction in the basis set size. The core electrons are treated together with the nuclei as rigid ion cores.

The use of pseudopotentials reduces the number of electron states to be considered. But the most important simplification is the substitution of all-electron valence wave functions, which oscillate rapidly near the nuclei, by smooth pseudo wave functions. The presentation of pseudo wave functions requires much less basis functions than that of the all-electron wave functions.

The pseudopotentials are derived from atomic reference states. In norm-conserving pseudopotentials, pseudo and all-electron valence eigenstates are required to be identical outside the core cutoff radius $r_c$. The larger the core cutoff radius, the softer the potential. That is, the calculations converge faster but are less accurate in reproducing realistic features in different chemical environments.
Chapter 4

Time-dependent density-functional theory

The DFT formalism presented in the previous Chapter cannot be used to extract information on excited states. The reason is that even though the Hohenberg-Kohn theorem holds, it is only an existence proof and does not provide a practical way to write the excitation energies as a functional of the ground state density. However, the excited states can be successfully studied by an analogue to DFT, namely by the time-dependent density-functional theory (TDDFT).

Before discussing the TDDFT methods, we summarize other approaches that can be used to access the excited-state properties of matter. To begin, the unoccupied Kohn-Sham states can be used as very crude estimates of the excited single-particle states. Actually, the Kohn-Sham eigenstates (wave functions and eigenvalues) do not represent any physical quantities. The highest occupied ground state energy makes an exception as its eigenvalue represents the first ionization potential.

More advanced methods to access the excited state properties by the ground-state theory are, among others, $\Delta_{\text{SCF}}$ (delta self-consistent field) [27] and ensemble DFT (see Ref. [28] and references therein). However, these approaches are not very accurate.

Beside the DFT-based methods, there exist several approaches for accurate quantum mechanical calculations of excitation energies. The most important ones are the configuration interaction (CI) method [29, 30], quantum Monte Carlo (QMC) simulations [31, 32], coupled-cluster (CC) expansions to many-body perturbation theory [33] (MP2 etc.) and the Green’s function method based on the GW approximation [34, 35]. These methods do not have the advantageous scaling property of DFT so they can only be applied to small systems except for the GW-Bethe-Salpeter equation method (GW-BSE), which has been developed.
actively in recent years and offers an alternative to the TDDFT formalism especially for extended solid-state systems [36]. There is also evidence that such many-body perturbation theory methods and TDDFT could be developed hand in hand or even combined, because they share same kinds of challenges [37].

### 4.1 Extension of DFT to the time regime

Let us consider the time-dependent, non-relativistic Schrödinger equation

\[ i \frac{\partial \Psi(\{r_i\}, t)}{\partial t} = \hat{H}(\{r_i\}, t) \Psi(\{r_i\}, t), \quad (4.1) \]

where the initial wave function \( \Psi_0 \) is given. By this equation we want to describe \( N \) mutually interacting electrons in a time-dependent external potential. It should be noted that this problem differs significantly from that of Eq. (3.1) for the ground state. Mathematically, it is an initial value problem whereas the ground-state Schrödinger equation is a boundary value problem. However, it turns out that an analogous statement to Hohenberg-Kohn theorem can be proven for the time-dependent problem. Namely, the Runge-Gross theorem [6] states that there is a one-to-one correspondence between the time-dependent external potential \( v_{ext}(r,t) \) and the time-dependent electron density \( n(r,t) \).

This extension to time-domain is nontrivial and its proof is divided into two parts as follows. Let us consider two electron densities, \( n(r,t) \) and \( n(r',t) \), evolving from a common initial state under the influence of two external potentials, \( v_{ext}(r,t) \) and \( v_{ext}(r',t) \), that differ by more than a purely time-dependent function. Firstly, it can be shown that \( v \) and \( v' \) produce different current densities \( j \) and \( j' \), using the equation of motion for the current densities. In the second part, the different current densities are shown to produce different electron densities by the continuity equation. The time-dependent potentials are required to be Taylor expandable around the initial time in the original proof. This is a mild condition that is certainly true for all physical potentials.

As in the time-independent case, we can now solve the Schrödinger equation and get all the properties of the system if we know the electron density. It is straightforward to construct a time-dependent Kohn-Sham scheme. The time-dependent Kohn-Sham equations attain the form

\[ i \frac{\partial \psi_j(r,t)}{\partial t} = \left( -\frac{\nabla^2}{2} + v_{KS}[n](r,t) \right) \psi_j(r,t), \quad (4.2) \]

where

\[ v_{KS}[n](r,t) = v_{ext}[n](r,t) + v_{H}[n](r,t) + v_{xc}[n](r,t) \quad (4.3) \]
The Hartree term remains the same as in the ground-state case in Eq. (3.6). As challenging as it is to find a good exchange-correlation functional for the ground-state as described in Sec. 3.2., the time dependence brings yet another problem to it. Namely, the potential at \((r, t)\) depends not only on the density \(n(r, t)\) but on all \(n(r, t')\) for \(0 \leq t' \leq t\). The potential thus has a causal connection to the history of the density. In short, the system has memory.

The simplest way to handle this situation is to ignore the memory effect and assume that the functional is local in time. This is called the adiabatic approximation, which is expressed as

\[
v_{xc}^{\text{adia}}[n](r, t) = v_{xc}[n(t)](r). \tag{4.4}
\]

For this approximation to be valid, the time-dependent potential must change slowly, that is, adiabatically.

The adiabatic approximation works surprisingly well in practice, also in many cases where its validity is all but self-evident. Today, almost all the applications of TDDFT use the adiabatic approximation. By far the most common approximation within TDDFT is the adiabatic LDA (ALDA). More accurate approximations with memory effects are being developed [38]. For example, the Keldysh formalism allows to construct exchange-correlation potentials with memory via its relation to non-equilibrium Green functions [39]. A related question arising with approximations containing memory is their initial-state dependence [38].

There are two parallel alternatives for calculating the optical spectra within TDDFT. They are the linear response formalism, which is presented in Sec. 4.2, and direct propagation in time presented below.

By utilizing the time-dependent Kohn-Sham equations the electronic excitations can be accessed as follows. The system under study is weakly perturbed at \(t = 0\) at all frequencies. This can be expressed as

\[
\psi_j(r, \delta t) = e^{i\kappa\gamma} \psi_j(r, 0), \tag{4.5}
\]

where \(\gamma = x, y, z\) and \(\kappa\) is a small momentum given to the electron. Then the system is let to evolve in time by propagating the time-dependent Kohn-Sham equations. To get the optical absorption spectrum of a finite system, the dipole moment of the system is recorded as a function of time and Fourier-transformed to frequency space. More specifically, the dynamical polarizability \(\alpha_{\gamma}(\omega)\) is essentially the Fourier transform of the dipole moment \(p\) as

\[
\alpha_{\gamma}(\omega) = \frac{1}{\kappa} \int dt e^{i\omega t} (p(t) - p(0)) = -\frac{1}{\kappa} \int d^3r \gamma \delta n(r, \omega), \tag{4.6}
\]

where \(\delta n(r, \omega)\) denotes the density deviation from the ground state. Finally, the photoabsorption cross section is proportional to the imaginary part of the
dynamical polarizability as

\[ S(\omega) = \frac{2\omega}{3\pi} \text{Im} \sum_{\gamma} \alpha_{\gamma}(\omega), \quad (4.7) \]

where \( S(\omega) \) is the dipole strength function and the average over all the three spatial components has been taken. In this procedure, the Thomas-Reiche-Kuhn f-sum rule,

\[ N = \int d\omega S(\omega), \quad (4.8) \]

is obeyed.

The approach presented above was first demonstrated by Yabana and Bertsch in 1996 [40]. This method can be easily utilized also in the cases of nonlinear response or large perturbations. Typical examples are high-harmonic generation (emission of radiation at odd-integer multiples of the frequency of the applied laser field) or above-threshold ionization in intense laser fields.

However, there are some cases where the TDDFT method fails in describing the electronic excitations. For example, the Rydberg states are not reproduced when using the adiabatic LDA [41]. This is mainly due to the wrong asymptotic behaviour of the exchange-correlation potential in the local-density and gradient-corrected approximations. When the system is extended as, for example, in long conjugated polymers, the situation gets even worse. Generally, the use of the TDDFT method to calculate the optical spectra is currently restricted essentially to finite systems. Different approaches have been studied to correct the shortcomings of the method in extended systems, see Ref. [37]. Another shortcoming of the TDDFT method is that it cannot describe charge-transfer excitations easily. The third problem is the final-state interactions such as those between electrons and holes that make excitons (bound states), cf. Rydberg states [36].

4.2 Linear-response formalism

In order to get the linear excitation spectrum, it is also possible to use the linear-response theory to evaluate directly the susceptibility \( \chi \). The first complete formulation of the response theory used today was done in 1985 [42].

The starting point for a linear-response calculation is a ground-state DFT calculation, including a sufficient number of unoccupied Kohn-Sham states. The first-order correction to the ground-state density must produce the same density
change in both the interacting and the Kohn-Sham system,
\[ \delta n(r,t) = \int dt' \int d^3r' \chi(r,r',t-t') \delta v_{ext}(r',t') \]
\[ = \int dt' \int d^3r' \chi_{KS}(r,r',t-t') \delta v_{KS}(r',t'), \tag{4.9} \]
where \( \chi \) and \( \chi_{KS} \) are the linear density-response functions of the interacting system and the Kohn-Sham system, respectively. To get the relation between the potentials, we recall Eq. (4.3), which gives
\[ \delta v_{KS}(r,\omega) = \delta v_{ext}(r,\omega) + \int d^3r' \frac{\delta n(r,\omega)}{|r-r'|} + \int d^3r' f_{xc}(r,r',\omega) \delta n(r',\omega) \tag{4.10} \]
in the frequency space. Above, we have introduced the Fourier transform of the time-dependent kernel
\[ f_{xc}(r,r',t-t') = \frac{\delta v_{ext}(r,t)}{\delta n(r',t')} \tag{4.11} \]
By Fourier transforming Eq. (4.9) to the frequency space and using linear perturbation theory, the Dyson-like equation
\[ \chi(r,r',\omega) = \chi_{KS}(r,r',\omega) + \int d^3r'' \int d^3r''' \chi_{KS}(r,r'',\omega) \times \left( \frac{1}{|r''-r'''|} + f_{xc}(r'',r''',\omega) \right) \chi(r''',r',\omega) \tag{4.12} \]
is obtained for the \( \chi \) of the interacting system.

The full solution of Eq. (4.12) is still numerically difficult. Following the notation by Casida [43] and Petersilka [44], the problem can be turned into solving the eigenvalue problem
\[ Q F_I = \Omega^2_I F_I \tag{4.13} \]
after a considerable amount of algebra. Above, \( \Omega_I \) denotes the \( I \)th excitation energy and the eigenvectors \( F_I \) can be used to obtain the oscillator strengths. The matrix elements of \( Q \) are given by
\[ Q_{ij,kl} = \delta_{i,k} \delta_{j,l} \omega_{kl}^2 + 2 \sqrt{\omega_{ij}} K_{ij,kl} \sqrt{\omega_{kl}}, \tag{4.14} \]
where \( i \) and \( k \) run over the unoccupied states and \( j \) and \( l \) over the occupied states. \( \omega_{ij} = \varepsilon_i - \varepsilon_j \) are the differences between the energy eigenvalues of the single-particle states. \( K \) is a coupling matrix with elements
\[ K_{ij,kl}(\omega) = \int \int \psi_i^*(r) \psi_j^*(r) \left( \frac{1}{|r-r'|} + f_{xc}(r,r',\omega) \right) \psi_k(r') \psi_l(r') d^3r d^3r'. \tag{4.15} \]
Above, adiabaticity has been assumed. Consequently, the matrix \( Q \) is independent of the excitation energy. For exchange-correlation functionals with memory this does not hold and the non-linear eigenvalue problem, \( Q(\Omega_I)F_I = \Omega_I^2 F_I \), has to be solved self-consistently.

Several exchange-correlation kernels \( f_{xc} \) have been proposed during the years (see Ref. [36] for a listing). There are two approaches to search for a good exchange-correlation kernel \( f_{xc} \). One can first find a good time-dependent exchange-correlation potential to derive the kernel from, or directly search for a good exchange-correlation kernel.

The standard exchange-correlation potentials are adiabatic, leading to very simple kernels. Recently, the development of improved linear-response kernels derived from many-body perturbation theory has been successful [4, 37]. Two different classes of such approaches are being developed. The first one is based on approximated exchange-correlation functionals or on the Sham-Schlüter equation, which impose the many-body density equal the DFT one. The second class assumes the Kohn-Sham and quasiparticle states to be the same, targeting to a kernel which can account for the electron-hole interaction and the excitonic effects provided by the Bethe-Salpeter equation. This development brings TDDFT a promising method to calculate the electronic spectra even for extended systems [4].

### 4.3 Computational considerations

For few-atom clusters and small molecules, the linear response formalism is the ideal method because the prefactor of the real-time propagation is considerably large. A typical calculation requires \( O(10000) \) time-steps of \( O(0.001) \) fs each. However, the computational cost of the linear methods increases roughly as \( N^3 \). The bad scaling limits their usability to the accurate treatment of systems with only a few dozen atoms taking into account the current computational resources. The linear scaling of the real-time propagation is thus overwhelmingly favourable for systems with more than a few tens of atoms. For large systems, the bottleneck of linear-response methods is the calculation of the unoccupied Kohn-Sham states. Namely, the recommended number of fully converged unoccupied states is at least 4–8 times the number of occupied states.

Nowadays, a linear-response TDDFT method, typically the Casida method, is included in all advanced computational chemistry packages that are based on DFT. The only widely available real-time implementation of TDDFT has been the OCTOPUS code [45, 46]. Recently, another electron-structure package, namely the GPAW [47, 48] has been extended to include also the real-time TDDFT.
In the following some technical details of the implementation of the OCTOPUS are shortly reviewed. The same information mainly holds also for the GPAW code.

The time-dependent Kohn-Sham equations are solved on a three-dimensional real-space grid. The real-space TDDFT method does not support artificial periodicity in contrast to supercell calculations in the momentum space. In other words, only localized structures such as molecules and clusters can be calculated in the real-space formalism. The wave functions and electron density become zero at the boundary of the grid domain. The key parameter that governs the accuracy of the calculations is the grid spacing, whose value is usually about 0.2–0.3 Å. Charged systems can be treated with no extra difficulty.

The kinetic energy operator is approximated by a high-order finite difference expansion on grid points. The different time-propagation methods of the time-dependent Schrödinger equation that are implemented in OCTOPUS are discussed in Ref. [49].

Currently, about 500 electronic states is the maximum computationally manageable system size in our real-time calculations. The pseudopotential approach is used to reduce the number of electrons by removing the chemically inert core electrons. In all the work reported in this Thesis, the Troullier-Martins norm-conserving pseudopotentials are used [50]. The GPAW code uses projector augmented waves (PAW) potentials [51] instead.

In all previous considerations, the spin variables are omitted for simplicity. However, it is straightforward to derive all the formalism and computer programs for the two spin components.
Chapter 5

Materials and results

5.1 Fullerenes

The flourishing research of different carbon nanostructures started by the discovery of fullerenes by Kroto and coworkers in 1985 [52]. The first nanotubes were produced in 1991 [53], though since the 1950’s, previous experimental evidence of them existed. Later, various other carbon structures have been produced and studied, for example onions, cones and tubules [54]. The latest major discovery is the graphene synthesis [55]. A recent Finnish discovery are the so the called nanobuds which are fullerenes bonded to carbon nanotubes [56]. Here, we concentrate on selected fullerenes and fullerene derivatives.

The fullerene structure can be modified in a variety of ways. The size can be varied from $C_{20}$ to cages that consist of hundreds of atoms. What is even more important, the fullerenes can be doped endohedrally, exohedrally and substitutionally. This makes them a flexible material which can be functionalized and whose properties can be tuned. Many potential uses have been suggested for fullerenes, for example, as hydrogen storage or solar cell material. Medical applications such as drug delivery, use as lubricant and even as rocket fuel have also been suggested, but no true commercial applications have appeared so far. [57]

5.1.1 Small fullerenes

The buckminsterfullerene $C_{60}$ consists of 12 pentagons and 20 hexagons and is the smallest fullerene which follows the isolated pentagon rule (IPR). However, also many highly curved and strained smaller fullerenes with less hexagons are stable down to the smallest fullerene $C_{20}$, which is built of solely 12 pentagons. The crossover from chain or ring structures to fullerenes as the most stable $C_n$ isomers takes place around $n = 26–30$ (see, e.g., Ref. [58]).
Soon after the discovery of the buckminsterfullerene, fullerenes with a wide mass range were routinely produced by gas-phase methods. However, their synthesis and isolation in macroscopic quantities has been extremely difficult. So far, the only small fullerene produced in the solid state is $C_{36}$ [59].

The structures and ground state properties of small fullerenes have been studied extensively by computational methods (see, e.g., Refs. [60, 61]). $C_{20}$, $C_{28}$, $C_{36}$, $C_{44}$, $C_{50}$ and especially $C_{32}$ have been in the scope because they are produced in abundance in gas phase experiments.

The energies of the different isomers are often so close to each other that various theoretical calculations give inconsistent predictions as the ground state isomer. After the smallest fullerene, $C_{20}$, was synthesized in 2000 [62], computational optical spectroscopy, more precisely the real-time TDDFT method, was used to demonstrate its capability of distinguishing between the fullerene, cage and bowl isomers of $C_{20}$ [63]. Linear response TDDFT has been used to calculate the optical spectrum of the fullerene derivative $C_{50}\text{Cl}_{10}$ [64], which was the first fullerene derivative that was synthesized in milligram quantities in 2004 [65].

In Publication I, a series of low-energy fullerene structures in the size range of $C_{20}$–$C_{60}$ is examined. Their absorption spectra are observed to have features that can be connected with the geometry of the fullerenes. Firstly, the main $\pi-\pi^*$ transition shifts from about 4.7 eV to 5.8 eV as the size increases from $C_{20}$ to $C_{60}$ as shown in Fig. 5.1. Secondly, the symmetry decreases and different bond lengths appear, increasing the general complexity of the absorption spectrum. Thirdly, the degeneracy of the main low-energy transition disappears and the main excitation peak splits into clear subpeaks when the cage geometry differs from the spherical shape. This is the case especially for the $D_{6h}$ isomer of $C_{36}$, which has the form of an elongated cage.

The two common functionals, LDA and PBE, are compared. The results are practically identical except for a small constant shift of the LDA results to higher energies. This is a commonly known feature due to the stronger bonding in the LDA calculations.

After our work, the optical properties of some small fullerenes are studied in Ref. [66]. They compare the GW-BSE and diffusion QMC results with the TDDFT calculations for the lowest-energy excitations.

### 5.1.2 Silicon-doped fullerenes

Silicon is the neighbouring element of carbon in the fourth row of the periodic table of elements. This raises the question whether carbon can be substituted by silicon in its nanostructures. Pure silicon fullerenes are known to be unstable due to the lack of $sp^3$ bonding for silicon, but extensive experimental and theoretical
investigations have revealed that small metal-encapsulating Si-fullerenes up to Si_{20} may be stable (see Ref. [67] and references therein). Another branch of activity deals with the carbon-silicon heterofullerenes.

Experimental observations have confirmed the existence of C_{60−n}Si_{n} heterofullerenes up to about n = 12 [68]. On the theoretical side, the structure and electronic properties of heterofullerenes have been investigated since late 1990’s, starting from the fullerenes with one and two dopant silicon atoms (see, for example, Ref. [69] and references therein). Recently, the upper limit of the doping has been examined. First-principle molecular dynamics simulations predict that thermal stability is maintained up to n = 20 [70] and that charged structures of C_{30}Si_{30} could be realistic [69]. In all the studies, carbon and silicon atoms are found to prefer arrangements with separate regions.

In Publication I, the low-energy isomers of C_{60}, C_{59}Si, C_{58}Si_{2}, C_{54}Si_{6} and C_{48}Si_{12} are considered. The choice of structures is based on previous studies, especially on Refs. [71, 72]. The structures of the studied silicon-richest fullerenes are shown in Fig. 5.2.

We observe that already one dopant atom introduces significant changes in the absorption spectrum. Especially, the optical gap is lowered and certain absorp-
tion appears in the visible range. The different isomers of C_{58}Si_{2} show some characteristic spectral properties. The more heavily doped structures are less symmetric and tend to have rather indistinguishable spectra.

Figure 5.2: Example structures of the studied Si-doped carbon fullerenes. The big black dots represent the silicon atoms.

5.1.3 Boron nitride fullerenes

The discovery of low-dimensional carbon allotropes raised the question whether such nanostructures could be entirely based also on other elements or compounds. The most natural choices are the elements in the same column of the Periodic Table (for example, Si) or the neighbouring elements in the same row, that is, boron and nitride. Especially, the chemistry of boron nitride (BN) has significant similarity to carbon, which makes the existence of its fullerene and nanotube structures probable.

Indeed, the first BN nanotubes [73], nested cages [74] and fullerenes [75, 76] were experimentally produced already in the 1990’s. Despite the effort in developing various production methods, the efficiency and controllability of the synthesis remains low for BN nanostructures. Thus, atomistic simulation methods can provide considerable insight in their structure determination and prediction of properties.

The computational studies on BN fullerenes have so far focused mainly on the structural stability of different cage sizes and morphologies (see Refs. 9–18 of Publication II). Especially, the different possible structures of B_{24}N_{24} have been under study because B_{24}N_{24} can be experimentally produced in unexpected abundance.

To the best of our knowledge, Publication II presents the first calculations considering the optical properties of BN fullerenes. We have calculated the optical absorption spectra for a selected series of BN fullerenes within the size range from B_{12}N_{12} to B_{36}N_{36} and containing different isomers for some of the fullerenes.
Figure 5.3: Calculated photoabsorption spectra and structures of the three studied isomers of B$_{24}$N$_{24}$.

Figure 5.3 shows an example of the obtained results. The calculated absorption spectra of the three almost isoenergetic isomers of B$_{24}$N$_{24}$ are shown together with the illustrations of their optimized structures. Some clear differences between the spectra are observed. To some extent, they can be associated with the geometry and the amount of symmetry in the isomers. The LDA and PBE functionals are also compared and no significant differences are observed for BN fullerenes.

After our work, published articles on BN fullerenes consider, for example, structural properties [77, 78] and doping with metal atoms [79] which are commonly present during the synthesis of BN nanostructures. During the very last years, boron nitride nanotubes have attracted much more interest than boron nitride fullerenes. Besides boron nitride, pure boron and aluminum nitride fullerenes have been addressed in recent research. Aluminum nitride fullerenes are predicted to have very similar structures as boron nitride fullerenes [80]. Recently, the existence of a stable boron fullerene B$_{80}$ with a very similar structure to that of C$_{60}$ has been predicted [81] and the optical properties of different hypothetical
boron fullerenes have been calculated using the real-time TDDFT [82].

Apart from the abovementioned materials, a wealth of other inorganic fullerene-and nanotube-like materials has been synthesized (for a review, see Ref. [83]).

5.2 Silicon nanocrystals

The quest of silicon-based optically active devices such as lasers has shown to be a challenging task. The indirect optical gap of pure bulk silicon makes it an unsuitable material for active optical applications, but different low-dimensional silicon nanostructures seem promising for various optoelectronic devices. The use of silicon in photonics is also strongly motivated by practical reasons such as the low cost and the easy manufacturability of the material. For reviews of the material, see Refs. [84–87].

A major starting boost in silicon photonics took place in 1990 when light emission from porous silicon in room temperature was demonstrated [88]. Another breakthrough happened in 2000 by the demonstration of optical gain in silicon nanocrystals [89]. Since then, the optical properties of silicon nanocrystals have been studied extensively in experiments, but still the exact atomic structures and their relations to the optical properties are unclear (see, e.g., [90, 91]).

Especially, the origin of the photoluminescence in nanosilicon is still not understood and is under debate. Several mechanisms have been proposed, the most probable of which are the quantum confinement effect, different defects in the surface such as oxygen defects or dangling bonds, and suboxide formation. Other proposals include nanocrystal surface states [92], molecular functional groups such as silane chains [93] and structural disorder.

In recent years, a lot of computational study has been carried out on the optical properties of small free-standing silicon nanocrystals. The different structures include hydrogenated crystals, e.g. [84, 94], hydroxidated crystals [84, 95] and crystals with surface oxygen defects [84, 96–98]. Especially, the double-bonded oxygen atoms on the surface are connected with increased optical activity.

Since 2003, the computationally more challenging case of small silicon nanocrystals embedded in silica has been addressed in a few studies [99, 100]. Interestingly, the defects do not seem to play an important role in this case [101]. Also the effect of amorphization has been considered [102]. The structures of larger crystals in silica can be calculated using, for example, the molecular dynamics (MD) simulation methods [103].

In Publication III, the effect of the embedding silica on the absorption characteristics of the silicon nanocrystals is addressed. A systematic study of different
crystal sizes from Si$_5$ to Si$_{47}$ is presented. Hydrogen passivation and an embedding silicon oxide layer are considered in each case. The structure of the crystal is set up as a spherical perfect quartz lattice which is embedded in the regular oxide structure, and then a structure optimization is done for the whole structure. The system retains its symmetric structure with no dangling bonds or surface defects. The structure is intentionally chosen simple and defect-free in order to extract the purely size-dependent effect. The thickness of the oxide is one or two layers and it is limited by the increasing computational cost of larger systems.

The main result of the study is shown in Fig. 5.4, where the minimum absorption energy is plotted as a function of crystal size. An interesting size dependent behaviour is observed. For the hydrogen-passivated crystals, a trend of decreasing optical gap with the increasing crystal size is seen, in full accordance with previous studies. For the oxygen-embedded case, qualitatively totally different behaviour is found. A roughly constant absorption onset at about 3 eV is observed for all sizes except for the smallest crystal which is so small that it does not have a proper surface region. The absorption edge is thus in the blue end of the visible range and it is clearly lowered compared to the hydrogen-passivated case. A possible explanation for this behaviour is associated with the localization of the HOMO states in the vicinity of the nanocrystal-oxide interface.

A further investigation with the inclusion of defects or other structural distortion to the studied systems would be an interesting task. Another room for further improvement is the treatment of oxide. Namely, periodic simulation cells are not available in the current implementations of the real-time TDDFT method (see Ch. 4). By applying periodic boundary conditions, the important impact of the crystal orientation could also be investigated.

5.3 Silver clusters and their hybrid systems

Extensive experimental and theoretical research has revealed that small metal nanoparticles exhibit interesting optical properties that vary as a function of their size. The absorption spectra of small silver clusters have been traditionally measured embedded in rare-gas matrices (e.g., [104]). However, many of the potential applications of silver nanoparticles are based on their functionalization by a complex environment.

The current status of the synthesis and structural characterization of small metal nanoclusters is reviewed, e.g., in Ref. [105]. The structure and properties of few-atom silver clusters have also been intensively studied computationally for several decades. The optical absorption of small silver clusters within the TDDFT was first calculated in 1999 [106], followed by many other works, for example, that of Ref. [107]. In recent years, the studied system sizes have grown from less than
ten atoms to about two dozens of atoms. In addition, comparisons between the TDDFT and the GW methods have been made [108] and the effect of semicore states has been addressed [109].

The original motivation to our study of hybrid structures of silver clusters arose from the work reported in Ref. [110]. In this study, Díez and coworkers found out that the silver nitrate and poly(methacrylic acid) (PMAA) form a pink solution in certain conditions. In a further analysis, the clusters in the solution were measured to exhibit strong luminescent properties. The particles were found to be few-atom clusters, but the atomic structure of the system and the origin of the luminescence remained unclear.

Similar experimental results have been recently reported also in Ref. [111]. The complex formation of silver with PMAA brushes has been studied in Ref. [112], and descriptions of encapsulated dendrimer- and peptide few-atom silver clusters can be found, for example, in Ref. [113] and in references therein.

Computational studies of hybrid silver-polymer systems are rare. Mitrić et al. have studied tryptophan-silver hybrid systems [114, 115]. We have studied the smallest silver clusters Ag\textsubscript{1}–Ag\textsubscript{3}. Three different types of structures are considered: pure clusters, clusters attached to one PMAA chain and clusters attached

Figure 5.4: Calculated optical gap energies of hydrogen passivated Si-nc’s (dots), Si-nc’s with one SiO\textsubscript{2} layer (circles), and Si-nc’s with two SiO\textsubscript{2} layers (crosses).
Figure 5.5: Calculated optical absorption spectra of different structures containing the silver dimer cluster. D1 is the pure cluster, D2–D4 are clusters attached to one polymer chain and D6 and D7 are clusters between two polymer chains. On the right, schematic illustrations of the structures are given. Black, dark red and light yellow balls represent the PMAA polymer units, their carboxylate groups and silver atoms, respectively. The shown bond lengths and bond angles do not correspond to the calculated values.

Our real-time TDDFT and Casida calculations reveal that the presence of polymer causes significant changes in the electronic structure and thereby also in the absorption spectra of the silver clusters. As an example, Fig. 5.5 shows the calculated absorption spectra of the studied silver dimer structures. One can observe that the absorption edge is lowered by about 1.5 eV in the silver cluster-PMAA chain structures (D2–D4) compared to the pure cluster (D1). The low-energy absorption is associated with the local spin polarization in the vicinity of the silver clusters. The opposite effect, namely quenching of the lowest energy excitations of the dimer, takes place in systems with two chains (D6–D7).

As additional material related to the study presented above, we want to show
some unpublished results on mutually interacting silver nanoclusters. The studied structures are again the smallest silver clusters $\text{Ag}_1$–$\text{Ag}_3$. The idea is to study the mutual interaction of silver clusters only, without any effect of other structures which could in practice provide the environment for such stable silver cluster pairs. Therefore, two such silver clusters are placed at the mutual distance $d$, which is varied from 3 Å to infinity (corresponding to a separate single cluster calculation). This arrangement is somewhat artificial in the sense that such structures are not even local energy minima. It should also be noted that TDDFT with adiabatic approximation has difficulties in describing the excitations of dissociating molecules [116].

The absorption spectra are calculated using the Casida method. The PBE exchange-correlation functional is used (but the LDA exchange-correlation kernel is used because its PBE variant is lacking in the current version of OCTOPUS). A grid spacing of 0.23 Å and a simulation radius of 8 Å around each atom are chosen as the key parameter values.

The ground state calculation shows that for the odd-spin clusters $\text{Ag}_1$ and $\text{Ag}_3$, the orientation of the spins in the two clusters is parallel for the studied distances $d \geq 5$ Å. At shorter distances, no local spin polarization takes place. Some of the calculated properties of the systems are collected in Table 5.1. We can see that the optical gap, that is, the minimum optical absorption energy, shows a vaguely similar trend as the HOMO-LUMO gap, especially for the trimers. However, the optical gaps are systematically considerably larger than the HOMO-LUMO gaps. All the energies shown there have an error marginal of a few tenths of eV. Especially, the values of the binding energies are intentionally given in an inaccurate form to underline that these results are not of chemical accuracy.

The calculated spectra are shown in Fig. 5.6. For the dimers (Fig. 5.6 (b)), the absorption spectra change smoothly between the extreme distances 3 Å and infinity. On the contrary, the shifting of the absorption edge to lower energies at the intermediate distances is observed for the monomers (Fig. 5.6 (a)) and especially strongly for the trimers (Fig. 5.6 (c)). For monomer and trimer pairs, the behaviour of the absorption edge, as well as that of the HOMO-LUMO gap shown in Table 5.1, reflects the change in the total spin of the cluster pair.
Table 5.1: Calculated properties of silver cluster pairs with varying distances $d$. $E_b$ denotes the binding energy per atom compared to a single silver atom.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>$d$</th>
<th>$E_b$</th>
<th>HOMO-LUMO</th>
<th>Optical gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>3 Å</td>
<td>0.9</td>
<td>1.61</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>4 Å</td>
<td>0.3</td>
<td>0.75</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>5 Å</td>
<td>0.03</td>
<td>0.44</td>
<td>3.59</td>
</tr>
<tr>
<td></td>
<td>6 Å</td>
<td>0.01</td>
<td>0.65</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>8 Å</td>
<td>0.1</td>
<td>0.75</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>inf</td>
<td>–</td>
<td>0.76</td>
<td>4.29</td>
</tr>
<tr>
<td>Ag$_2$</td>
<td>3 Å</td>
<td>1.0</td>
<td>0.19</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>4 Å</td>
<td>1.0</td>
<td>1.22</td>
<td>3.40</td>
</tr>
<tr>
<td></td>
<td>5 Å</td>
<td>0.9</td>
<td>1.73</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td>6 Å</td>
<td>0.9</td>
<td>1.93</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>8 Å</td>
<td>1.0</td>
<td>2.02</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>inf</td>
<td>0.9</td>
<td>2.04</td>
<td>3.30</td>
</tr>
<tr>
<td>Ag$_3$</td>
<td>3 Å</td>
<td>1.4</td>
<td>0.10</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>4 Å</td>
<td>1.2</td>
<td>0.13</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>5 Å</td>
<td>1.0</td>
<td>$\approx$0.00</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>6 Å</td>
<td>1.0</td>
<td>0.19</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td>8 Å</td>
<td>1.2</td>
<td>0.29</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>inf</td>
<td>1.0</td>
<td>0.31</td>
<td>2.77</td>
</tr>
</tbody>
</table>
Figure 5.6: Calculated optical absorption spectra of two silver (a) monomers, (b) dimers, and (c) trimers with varying distance $d$. The structures are illustrated on the right.
Chapter 6

Conclusions

In this Thesis, the optical properties of different nanostructures are investigated using the time-dependent density-functional theory (TDDFT). The studied materials include carbon fullerenes of different sizes and with different substitutional silicon doping, boron nitride fullerenes, silicon nanocrystals (hydrogen passivated and embedded in silica), silver nanoclusters and their hybrid structures with the PMAA polymer.

The OCTOPUS program is our main tool used in all the TDDFT calculations of this work. The OCTOPUS program is a real-time real-space implementation of TDDFT which contains also frequency-space methods such as the Casida method.

For fullerenes and their derivatives, the main question addressed in this Thesis is whether (minor) structural changes can be detected using absorption spectroscopy. The silicon doping of buckminsterfullerenes resulted in clear spectral changes as reported in Publication I. For small fullerenes, a shift of the main low-energy transition as a function of the size is found and relations between geometries and absorption spectra are observed. Also in the case of boron nitride fullerenes in Publication II, different isomers are distinguishable by the calculated spectra and some of the spectral features can be associated with geometric aspects of the specific structures.

In Publication III, the effect of the environment on the photoabsorption of silicon nanocrystals is studied. The well-known size dependence of hydrogen-passivated nanocrystals is observed: the absorption edge shifts to lower energies as the size of the crystal increases. Surprisingly, for Si-nanocrystals embedded in silica, a qualitatively different result is obtained. An almost constant absorption edge at about 3 eV (blue end of the visible range) is observed in the crystal size range of $\text{Si}_{17} - \text{Si}_{47}$. This is explained by the localization of some of the electron states near the HOMO-LUMO gap in the vicinity of the Si-SiO$_2$ interface.
Finally, experimentally observed unexpected luminescence properties of hybrid silver cluster-PMAA polymer systems inspired us to study the effect of chemical environment on the optical properties of silver clusters. Publication IV presents results which confirm that the presence of a polymer might indeed have a huge impact on the absorption characteristics. Low-energy absorption appears in cases where local spin polarization occurs in the silver cluster in hybrid systems. Also the opposite effect, the quenching of low-energy excitations in silver clusters in the presence of the polymer, is recorded in certain hybrid structures with no spin polarization.

In addition, the effect of the interaction between pure cluster pairs at distances above bonding lengths is studied. The electron clouds of the clusters interact remarkably up to the distance of about 6 Å. This interaction can be seen as clear changes in the absorption spectra in comparison with the spectra of separated clusters.
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