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Abstract—Cooperative spectrum sensing among multiple cognitive radios mitigates the effects of shadowing and fading. However, it also generates overhead traffic which consumes more power in battery operated mobile terminals. In this paper, a censoring scheme for spectrum sensing is proposed. Only informative test statistics are transmitted to the fusion center or shared with other secondary users. Two cooperative censoring test statistics based on cyclostationarity are proposed. Constant false alarm rate tests are derived and asymptotic distributions of test statistics established. The asymptotic distributions are approximated using characteristic functions. Limits for the censoring (no-send) region are derived. The performance of the proposed censoring scheme is illustrated through simulations in a multipath radio environment. Only a minor performance loss is experienced in comparison to uncensored cooperative detection even under very strict constraints on communication rates for the secondary users.

I. INTRODUCTION

Cognitive radios have been suggested as an enabling tool for dynamic allocation of radio spectrum. Cognitive radios sense the radio spectrum in order to find opportunities for agile spectrum use. Furthermore, spectrum sensing is critical for managing the level of interference caused to the primary users of the spectrum. Through sensing cognitive radios acquire information about the radio operating environment. This enables the cognitive radio to adjust its operating parameters, such as carrier frequency, transmit power, and waveforms dynamically in order to provide the best available connection to meet the user’s needs within the constraints on interference.

Primary user transmissions must be detected reliably even in the low signal-to-noise ratio (SNR) regime and in the face of shadowing and fading. Communication signals are typically cyclostationary, and have many periodic statistical properties related, e.g., to the symbol rate, the coding and modulation schemes as well as the guard periods. These properties can be exploited in designing a detector for the presence of signals having multiple cyclic frequencies [1]. Such a detector exploits the rich structure present in communication signals to improve the detector performance. Moreover, it allows for distinguishing between the primary and secondary users’ signals. The cyclostationarity test introduced in [1] extends the method of [2] to take into account the rich information present at different cyclic frequencies.

Cooperation among the cognitive radio terminals allows for mitigating the effects of shadowing and fading through diversity, improves the detector performance and provides a larger footprint for the cognitive radio system. Collaborative detection is performed here by combining the quantized local test statistics from many secondary users. In order to optimize the performance under constraints on the amount of data each secondary user is allowed to send, we propose a censoring approach for the collaborative spectrum sensing. Two different techniques for censoring the generalized likelihood ratios (GLRs) from the cyclostationarity based test are proposed. The censoring scheme is applicable for other type of local test statistics, too. In censoring, the cognitive radios send only the informative test statistics to the fusion center (FC) or share it with other users in a decentralized system with no FC. Otherwise, the terminals do not send their test statistics or local decisions. Typically a very large or a very small value of the test statistic is considered to be informative.

The boundaries of the no-send region for the secondary users are optimized under constraints on data rate and false alarm probabilities. Censoring facilitates saving energy in battery operated cognitive radio terminals because the transmitter needs to be used less frequently. Censoring has been employed in energy efficient sensor networks in [3], [4], [5].

This paper is organized as follows. In Section II, the statistical tests for multiple cyclic frequencies and their statistical properties are briefly described. The censoring approach for collaborative spectrum sensing is introduced in Section III. The limits for the no-send region are derived and approximations to the asymptotic distributions of the test statistics are derived using a Fourier-series method that numerically
inverts the characteristic functions. In Section IV, simulation examples demonstrate the resulting performance gains in the low SNR regime and the benefits of cooperative detection under constraints on transmission rate. Finally, Section V concludes the paper.

II. DETECTION USING MULTIPLE CYCLIC FREQUENCIES

In the following we briefly present the test for multiple cyclic frequencies [1]. It is an extension of the test for a single cyclic frequency in [2].

In order to test for the presence of second-order cyclostationarity at any of the cyclic frequencies of interest \( \alpha \in \mathcal{A} \) simultaneously, the hypothesis testing problem is formulated as follows:

\[
\begin{align*}
H_0 : & \forall \alpha \in \mathcal{A} \text{ and } \forall \{\tau_n\}_{n=1}^N \Rightarrow \hat{r}_{xx}(\tau) = \epsilon_{xx}(\tau) \alpha \\
H_1 : & \text{ for some } \alpha \in \mathcal{A} \text{ and for some } \{\tau_n\}_{n=1}^N \Rightarrow \hat{r}_{xx}(\tau) = r_{xx}(\tau) + \epsilon_{xx}(\tau).
\end{align*}
\]

In the above expression, \( x \) is the received signal and \( \hat{r}_{xx}(\tau) \) (\( \tau \) denotes an optional complex conjugation) is a \( 1 \times 2N \) vector containing the real and imaginary parts of the estimated cyclic covariances at different lags \( \tau_n \) (\( N \) lags in total) at the candidate cyclic frequency \( \alpha \) stacked in the same vector, i.e.,

\[
\hat{r}_{xx}(\tau) = \begin{bmatrix} \text{Re}\{\hat{R}_{xx}(\alpha, \tau_1)\}, \ldots, \text{Re}\{\hat{R}_{xx}(\alpha, \tau_N)\} \\ \text{Im}\{\hat{R}_{xx}(\alpha, \tau_1)\}, \ldots, \text{Im}\{\hat{R}_{xx}(\alpha, \tau_N)\} \end{bmatrix}
\]

where \( \hat{R}_{xx}(\alpha, \tau) \) is an estimate of the (conjugate) cyclic autocorrelation that may be obtained using \( M \) observations as

\[
\hat{R}_{xx}(\alpha, \tau) = \frac{1}{M} \sum_{t=1}^M x(t)e^{-j2\pi\alpha t}.
\]

\( \epsilon_{xx}(\tau) \) denotes the estimation error which is assumed to be asymptotically normally distributed with a variance approaching zero as \( M \) goes to infinity [2].

For this detection problem, we have the following two test statistics [1]:

\[
\begin{align*}
\mathcal{D}_{m,L} &= \max_{\alpha \in \mathcal{A}} \sum_{i=1}^L \mathcal{T}_{xx}(\alpha) \\
\mathcal{D}_{s,L} &= \sum_{t=1}^L \sum_{\alpha \in \mathcal{A}} \mathcal{T}_{xx}(\alpha)
\end{align*}
\]

where \( L \) is the number of cooperating secondary users and \( \mathcal{T}_{xx}(\alpha) \) denotes the cyclostationarity based test statistic from the \( t \)th secondary user:

\[
\mathcal{T}_{xx}(\alpha) = M \hat{r}_{xx}(\tau) \Sigma_{xx}^{-1} \hat{r}_{xx}^T.
\]

\( \Sigma_{xx}(\alpha) \) is the \( 2N \times 2N \) asymptotic covariance matrix of \( \hat{r}_{xx}(\tau) \) that can be calculated as [2]

\[
\Sigma_{xx}(\alpha) = \begin{bmatrix} \text{Re}\{Q+Q^T\} & \text{Im}\{Q-Q^T\} \\ \text{Im}\{Q+Q^T\} & \text{Re}\{Q-Q^T\} \end{bmatrix}
\]

where the \((m,n)\)th entries of the covariance matrices \( Q \) and \( Q^* \) are given by

\[
\begin{align*}
Q(m,n) &= S_{fr_m} f_n (2\alpha, \alpha) \\
Q^*(m,n) &= S_{fr_m} f_n (0, -\alpha).
\end{align*}
\]

\( S_{fr_m} f_n (\alpha, \omega) \) and \( S_{fr_m} f_n (\alpha, \omega) \) denote the unconjugated and conjugated cyclic spectra of \( f(t, \tau) = x(t)x^\ast(t + \tau) \), respectively, that can be estimated using, e.g., frequency smoothed cyclic periodograms as

\[
\hat{S}_{fr_m} f_n (2\alpha, \alpha) = \frac{1}{MT} \sum_{s=-(T-1)/2}^{(T-1)/2} W(s) \\
\cdot F_{r_m}(\alpha - \frac{2\pi s}{M}) F_{r_m}(\alpha + \frac{2\pi s}{M})
\]

\[
\hat{S}_{fr_m} f_n (0, -\alpha) = \frac{1}{MT} \sum_{s=-(T-1)/2}^{(T-1)/2} W(s) \\
\cdot F_{r_m}(\alpha + \frac{2\pi s}{M}) F_{r_m}(\alpha + \frac{2\pi s}{M})
\]

where

\[
F_{r_m}(\omega) = \sum_{t=1}^M x(t)x^\ast(t + \tau)e^{-j\omega t}
\]

and \( W \) is a normalized spectral window of odd length \( T \).

The relationship of the above test statistics to the GLR is established in [1]. The asymptotic properties of the test statistics under the null hypothesis required for the constant false alarm rate (CFAR) tests are summarized next.

The cyclostationary test statistic \( \chi^2_{\mathcal{A}}(\alpha) \) is under the null hypothesis asymptotically \( \chi^2_{2N} \) distributed [2].

The asymptotic cumulative distribution function of the test statistic \( \mathcal{D}_{m,L} \) under the null hypothesis is given by [1]

\[
F(y, 2NL, N_\alpha) = \left( 1 - e^{-y/2} \sum_{n=0}^{NL-1} \left( \frac{y/2}{n!} \right)^n \right)^{N_\alpha}, y > 0.
\]

\( N_\alpha \) is the number of cyclic frequencies in set \( \mathcal{A} \).

Finally, the asymptotic distribution of \( \mathcal{D}_{s,L} \) is under the null hypothesis \( \chi^2_{2NL, N_\alpha} \) [1].

In the next section collaborative detection with censoring will be introduced. Only the sum statistic of the multicyle test statistics will be considered since in [1] it was found to have slightly better performance. Moreover, the maximum test statistic \( \mathcal{D}_{m,L} \) generates \( N_\alpha \) times more data traffic than the sum test statistic \( \mathcal{D}_{s,L} \) if the maximization over the cyclic frequencies is performed at the FC.

III. COLLABORATIVE DETECTION WITH CENSORING

The secondary users transmit data containing the spectrum sensing results to a Fusion Center (FC) or share it with other users. The amount of data each secondary user is allowed to communicate may be strictly constrained. Thus, only the relevant or informative test statistics should be transmitted to the FC or the other users. This operation is called censoring. It reduces the energy consumption since fewer terminals are transmitting. In this paper we propose two censoring strategies for spectrum sensing and study their performance under
constraints on data rate and false alarm probabilities. The total number of collaborating users is denoted by \( L \). The first test uses the following test statistic:

\[
D_K = \sum_{i=1}^{K} \sum_{\alpha \in A} T_{xx,i}(\alpha),
\]

where \( A \) is the set of cyclic frequencies of interest and \( K \) out of \( L \) users transmit their test statistics, i.e., do not perform censoring.

The idea in the above test is that users whose test statistic value remains within the censoring region do not send their statistics. In the second test, the test statistics of the users not transmitting their test statistics are replaced by an estimate of their likelihood ratios. That is, the second test uses the censoring threshold is denoted by \( \kappa \).

\[
L
\]

of their likelihood ratios. That is, the second test uses the transmit their test statistics are replaced by an estimate of their likelihood ratios. That is, the second test uses the censoring threshold is denoted by \( \kappa \).

\[
D_L = D_K + \sum_{i=1}^{L-K} d_i = \sum_{i=1}^{K} \sum_{\alpha \in A} T_{xx,i}(\alpha) + \sum_{i=1}^{L-K} d_i,
\]

where \( d_i \) is the average of the local generalized log-likelihood ratio of the \( i \)th user (i.e., the test statistic \( \sum_{\alpha \in A} T_{xx,i}(\alpha) \)) in the no-send region. That is, the latter sum corresponds to the likelihood ratios at the no-send region. Under the null hypothesis the values for \( d_i \) are obtained by calculating the mean values of \( \chi^2_{2N_n} \) distributed random variables limited to the no-send regions.

Censoring affects the distribution of the global test statistics at the FC or node where the statistics are combined. We can approximate the asymptotic distributions numerically using the characteristic functions of the test statistics. In the following we derive the characteristic functions of the above test statistics under the null hypothesis. For simplicity we assume that \( \kappa = \kappa_i, \forall i \). The results can be extended to accommodate different communication rate constraints among the secondary users. We will first derive the characteristic function of \( D_K \).

The characteristic function of \( D_L \) can be easily obtained from the characteristic function of \( D_K \) as will be shown later.

The distribution of the test statistic \( D_K \) can be defined using the conditional distributions as (similar equation can be written for \( D_L \) as well)

\[
p(D_K|H_0) = \sum_{k=0}^{L} p(D_K|K=k, H_0) p(K=k|H_0),
\]

where the probabilities of different values of \( K \) are given by

\[
p(K=k|H_0) = \binom{L}{k} \kappa^k (1-\kappa)^{L-k}.
\]

The probability density function (pdf) of \( D_{K=1} \) (i.e., for \( K=1 \)) is given by a truncated chi-square pdf, i.e.,

\[
g(y, 2N|K=1, H_0) = \frac{1}{\Gamma(N)} \frac{1}{2^{N-1}} y^{N-1} e^{-y/2}, y \geq t
\]

where 2\( N \) is the number of degrees of freedom and \( \Gamma(\cdot) \) denotes the gamma function. The censoring threshold is denoted by \( t \) (for the reasons explained later the censoring region is a single interval with a lower threshold of 0) and \( G(\cdot) \) denotes the cumulative distribution function of the chi-square distribution. For \( y < t \), \( g(y, 2N|K=1, H_0) = 0 \). Next the characteristic function of a single censored test statistic is derived.

The characteristic function of a random variable \( Y \) always exists and it is defined by the following expectation

\[
\Phi(\omega) = E[\exp(j\omega y)],
\]

where \( j \) denotes the imaginary unit. Hence, for the single censored test statistic the characteristic function is defined by

\[
\Phi_T(\omega) = \int_{t}^{\infty} \exp(j\omega y) g(y, 2N|K=1, H_0) dy.
\]

Using repeated integration by parts the following result is obtained

\[
\Phi_T(\omega) = \frac{1}{1-G(t)} \sum_{n=1}^{N} \left( \frac{1}{(N-n)!} 2^{-N+n} \right) (1-2j\omega)^{-n} \exp(-(1-2j\omega)t/2).
\]

Since the individual test statistics \( T_{xx,i} \) are independent, the characteristic function of \( D_k \) factors to a product of the characteristic functions of the individual test statistics. That is,

\[
\Phi_{D_k}(\omega) = \prod_{i=1}^{k} \Phi_T(\omega) = \Phi_T(\omega)^k.
\]

Now the characteristic function of \( D_L \) for a given \( K = k \) is given by \( \Phi_{D_L}(\omega) = \exp(j\omega(L-k)d) \Phi_{D_k}(\omega) \) where \( d = d_i, \forall i \). This follows directly from (18) since \( d \) is non-random.

The characteristic function uniquely defines the distribution of a random variable. Consequently, the distributions \( p(D_K|K=k, H_0) \) and \( p(D_L|K=k, H_0) \) can be approximated by numerically inverting the characteristic function. Here we employ one of the most straightforward and simplest Fourier-series methods for numerical inversion of the characteristic function, the Method A of Bohman [6]. There exists many more sophisticated and accurate methods but the accuracy of the chosen method is more than sufficient for the application at hand.

Using the Method A of Bohman, the value of cumulative distribution function \( G(y) \) of a random variable \( Y \) with zero mean and unit variance is approximated by

\[
G(y) \approx \frac{1}{2} + \frac{\eta y}{2\pi} - \sum_{\nu=1}^{H-1} \Phi_Y(\eta \nu e^{-j\nu \pi y},
\]

where \( \Phi_Y(\cdot) \) is the characteristic function of \( Y \). \( H \) defines the number of points 2\( H-1 \) at which the distribution is estimated and \( \eta \) is a constant chosen such that the full range of the distribution is represented (i.e., includes both 0 and 1). In case the points \( y \) are chosen as the Fourier frequencies, i.e., \( y_k = 2\pi(k-2H)/(2\eta(H-1)), k = 1, \ldots, 2H-1 \), and care is taken to exclude the undefined value for index \( \nu = 0 \) the sum in (22) can be calculated using the Fast-Fourier transform (FFT).
\textbf{IV. SIMULATION EXAMPLES}

The performance of the detectors with censoring for the test statistics in (13) and (14) were tested using one and two cyclic frequencies. The number of collaborating users was taken to be \( L = 10 \). Values \( \eta = 0.5 \) and \( H = 1000 \) were used to approximate the asymptotic distributions.

The primary user signal was an orthogonal frequency division multiplex (OFDM) signal
\[
x(t) = \sum_{n=0}^{N_s-1} \sum_{l=-\infty}^{\infty} c_{n,l} g(t - lT_s)e^{j(2\pi/n_s)n(t-lT_s)}
\]  

where \( N_s \) is the number of subcarriers, \( T_s \) is the symbol length, \( g(t) \) denotes the rectangular pulse of length \( T_s \), and \( c_{n,l} \)'s denote the data symbols. The symbol length is the sum of the length of the useful symbol data \( T_d \) and the length of the cyclic prefix \( T_{cp} \). The OFDM signal exhibits cyclostationarity at the integer multiples of the symbol rate \( \alpha = k/T_s \), \( k = 0, \pm 1, \pm 2, \ldots \). The cyclic frequencies used in the calculation of the test statistics correspond to \( 1/T_s \) or \( 1/T_s \) and \( 2/T_s \) in the case of one or two cyclic frequencies, respectively. The test statistics were calculated using two time lags \( \pm T_d \). That is, the detectors assume the knowledge of the symbol frequency and the useful symbol length.

In the simulations the 3GPP typical urban channel model TUX (\( \Delta t = 32.55 \text{ms} \)) was used with mobile speed of 3 km/h [7]. The SNR is defined as \( \text{SNR} = 10 \log_{10} \frac{\sigma^2_{\text{sig}}}{\sigma^2_{\text{noise}}} \), where \( \sigma^2_{\text{sig}} \) and \( \sigma^2_{\text{noise}} \) are the variances of the signal and the noise, respectively. The channel and AWG noise experienced by each secondary user were different. The cyclic spectrum estimates were calculated using a length 2049 Kaiser window with \( \beta \) parameter of 10. FFT was employed for fast calculation. The FFT size was \( 2^{14} = 16384 \). The OFDM signal had 32 subcarriers and the length of the cyclic prefix was 1/4 of the useful symbol data. 16-QAM modulation was used for each subcarrier. The carrier frequency was 2.5 GHz. Subcarrier spacing was 15 kHz. The signal length was 100 OFDM symbols. The signal was not oversampled. The simulations were averaged over 2000 experiments.

The detection probability as a function of SNR for a constant false alarm rate of 0.05 is shown in Fig. 1. The censoring thresholds were set according to the communication rate constraints \( \kappa_i = 0.1, \forall i \). The detection probability for 1, 3, and 10 secondary users without censoring is shown for comparison for the case of two cyclic frequencies. In all the simulations the sum test statistic in (5) has been used for the non-censoring cases. Close to similar performance to the 10 user case, and significantly better than in the 1 and 3 user cases, is obtained with the censoring schemes under strict constraints on transmission rates. It can be seen that the performance of the test statistic \( \mathcal{D}_L \) is better than the performance of \( \mathcal{D}_K \). The detection probability is higher in all the cases when two cyclic frequencies are used as compared to the case when only one cyclic frequency is used.

The number of users \( K \) transmitting their test statistic to the FC in the censoring case is shown as a function of the SNR.
in Fig. 2 for the case of two cyclic frequencies for different communication rate constraints. Note that both test statistics $D_L$ and $D_K$ use the same number of users due to the same communication rate constraint. E.g., for $\kappa = 0.1$ in the low SNR regime approximately one of the users is transmitting the test statistic which corresponds to the communications constraint imposed on the users.

Fig. 3 illustrates the performance of the censoring test based on the test statistic $D_L$ using two cyclic frequencies for different communication rate constraints for a constant false alarm rate of 0.01. It can be seen that the performance loss due to censoring is minor even for very strict communication rate constraints.

V. CONCLUSION

In this paper a collaborative spectrum sensing scheme based on censoring of the uninformative test statistics has been proposed. The idea of this scheme is that users whose test statistics are not informative enough refrain from transmitting them to the FC or to the secondary user making the decision. This reduces considerably the amount of data transmitted. Consequently, the scheme provides energy efficiency which is important, especially, in mobile applications where the terminals are battery operated.

Two censoring test statistics based on cyclostationarity have been proposed. Their asymptotic distributions have been established using numerical inversion of the characteristic functions. Simulations have demonstrated that the proposed censoring strategies provide almost equal performance in comparison to no censoring scheme. Multipath environments under strict constraints on communication rates have been considered. We have seen that the performance loss due to censoring is minor even for very strict communication rate constraints. We have also seen that the reductions in transmission rates are highest in the low SNR regime and in cases when the primary user is not present.
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