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Abstract—Surface acoustic wave (SAW) radio-frequency identification (RFID) tags are encoded according to partial reflections of an interrogation signal by short metal reflectors. The standard encryption method involves time position encoding that uses time delays of response signals. However, the data capacity of a SAW RFID tag can be significantly enhanced by extracting additional phase information from the tag responses.

In this work, we have designed, using FEM-BEM simulations, and fabricated, on 128°-LiNbO₃, inline 2.44-GHz SAW RFID tag samples that combine time position and phase encoding. Each reflective echo has 4 possible time positions and a phase of 0°, -90°, -180°, or -270°. This corresponds to 16 different states, i.e., 4 bits of data, per code reflector. In addition to the enhanced data capacity, our samples also exhibit a low loss level of -38 dB for code reflections.

I. INTRODUCTION

The encoding of surface acoustic wave (SAW) radio-frequency identification (RFID) tags is based on partial reflections of an interrogation signal from short metal reflectors. The standard encryption method, time position encoding, uses time delays of response signals. The physical positions of the code reflectors on the chip surface determine the time delays of the reflective echoes and thus the time-delay-based code carried by the response signal. However, the data capacity of a SAW RFID tag can be significantly enhanced if the phases of the reflective echoes are also used for encoding.

In this work, we have designed, using FEM-BEM simulations, and fabricated, on 128°-LiNbO₃, inline 2.44-GHz SAW RFID tag samples that combine time position and phase encoding. For time position encoding, each reflector has 4 possible positions, corresponding to 2 bits of data. In addition, a phase shift of 0°, -90°, -180°, or -270° is introduced, yielding an additional 2 bits of data per reflector. In addition to the enhancement of data capacity, we have also kept in mind the importance of reducing the signal loss because this is related to the increase of the tag read range.

In the following sections, we first introduce the geometry and the encoding principles of the SAW RFID tags designed in this work, and then we describe the methods used in the analysis of simulated and measured tag responses. Finally, we present the results of extracting the phase-based codes carried by our tag samples.

II. TAG SAMPLES

We have designed and fabricated 2 sets of inline tags. For one set, encoding is based only on the time positions of reflective echoes; for the other, combined time position and phase encoding is used. All devices use a single-phase unidirectional transducer (SPUDT) [1] allowing for a size reduction of about 3 mm, as compared with a tag having a standard bidirectional interdigital transducer (IDT). The SPUDT is very similar to that used in [2] and consists of a reflector section of open-circuited electrodes sandwiched by 2 identical transducer sections. Each tag sample also has 14 short metal reflectors at precisely determined positions, as illustrated in Fig. 1. The first and the last reflector are at fixed positions (the same for all studied samples) and are used for time position calibration. The remaining 12 reflectors are used for encoding such that 10 of them form the code itself and 2 create a checksum for error control purposes. Each reflector consists of a small number of open-circuited electrodes. The reflector strengths are selected so as to ensure uniform amplitudes of reflected pulses [3], [2]. Reflectivity is gradually increased along the reflector array by increasing the number of electrodes in a reflector and by adjusting the metal ratio. The weakest reflectors, situated in the beginning of the code reflector array, only have one electrode. The SPUDT as well as the reflectors have the same internal geometry for all the studied samples; only the positions of the code and checksum reflectors are varied.

A. Time Position and Phase Encoding

For time position encoding, we use the encoding scheme already presented in [2] where a 125-ns time window is reserved for each code reflector (including the checksum reflectors). As shown in Fig. 2, this time window is divided into five 25-ns slots, one of the first 4 of which is occupied by a reflector. In other words, each reflector has 4 pos-
possible positions, corresponding to 2 bits of data. The total data capacity of our time-delay-based tags, having 10 code reflectors each, is thus 20 bits. However, a significant enhancement of data capacity can be achieved by combining time position encoding with phase encoding.

In this work, we present an encoding method that uses both the time delay and phase information of reflected pulses. This scheme consists of placing the reflectors more precisely within their slots. We introduce phases of $0^\circ$, $-90^\circ$, $-180^\circ$, and $-270^\circ$ by shifting the reflector positions by multiples of $\lambda/8$, as depicted in Fig. 3. When the combined time position and phase encoding is used, each reflector has 4 possible time positions and 4 possible phases. This sums up to 16 different states and corresponds to 4 bits of data. The 10-code-reflector tag then has a data capacity of 40 bits.

### B. Encoding Principles of Tag Samples

As mentioned above, we have designed and fabricated 2 sets of tags, one with time position encoding only, the other with combined time position and phase encoding. Each set includes 11 tags and 11 different codes. To facilitate comparisons of results between these 2 tag types, we have set the phases for the first position in each group as $0^\circ$, as illustrated in Fig. 4. This applies to both the time-position-encoded tags and the tags using the combined encoding method. Moreover, all reflector positions for the time-position-encoded tags lie at multiples of $\lambda$ from each other, as illustrated in Fig. 5(a), and correspond to a phase of $0^\circ$, although phase information does not play any role in time position encoding. We have also paired the tags such that for each time-position-encoded tag, there is a tag using the combined method with the same code. Moreover, the tag using the combined method carries the same code in reflector positions as in phases. Hence, a reflector placed at the second slot of a group always has a phase of $-90^\circ$. The third and fourth slots correspond to $-180^\circ$ and $-270^\circ$, respectively. Fig. 5(b) illustrates this encoding principle. In this way, although not using the full encoding capacity of the tag, we are able to compare the phases with those of the time-position-encoded counterpart. In practice, the codes based on time delays and those based on phases are naturally independent of each other, and each reflector truly has 16 different states.

### III. Analysis of Tag Responses

We numerically study tag responses to a 25-ns-long Gaussian-shaped pulse ($f_c = 2450$ MHz) using $S$ parameters obtained from measurements and FEM-BEM simulations. The simulations were carried out using FEMSAW...
The software (GVR Trade SA, Bevaix, Switzerland) [4]. The frequency range used in simulations and measurements spans 2250 MHz to 2650 MHz with a step of 0.25 MHz. This range gives a time resolution of $\Delta T = 2.5$ ns and a time window of $T = 4 \mu s$. However, this resolution is not adequate for studying the phases of the reflected pulses because one period of a surface acoustic wave is as short as 0.4 ns. For this reason, we enhance the time resolution by artificially extending the frequency range down to 0 Hz and up to 40 GHz by replacing the acoustic part of $S_{11}$ with very small values. A 40-GHz range corresponds to a time step of $\Delta T = 0.025$ ns and allows us to determine phases with sufficient accuracy. Fig. 6 presents a typical experimental time response for a sample. As can be seen, the loss level, i.e., the ratio of the amplitudes of the code reflections to the amplitude of the interrogation signal, is about $-38$ dB. For comparison, an insertion loss of $-53$ dB was achieved for the weakest code reflections in [3]. The difference is due to the fact that we have used a unidirectional transducer and carefully optimized the structure of the reflector array.

A. Time Position and Phase Decoding

For all tags, the time positions of code reflections are easily and reliably attributed to a code sequence by first locating the “Start” and “End” calibration reflections, then dividing the time span in between into an appropriate number of slots and groups, and finally determining for each group the slot that corresponds to the local maximum of the response signal.

To extract the phase information of the reflected pulses, we divide the time response by a reference signal of the form $e^{j\omega_c t}$, where $\omega_c$ refers to the center frequency of the interrogation pulse. In this way, the phase of the response signal is compared with that of the reference signal, and the reflections from code reflectors are expected to be represented by segments of constant phase. Fig. 7 shows the extracted phases as a function of time for a section of the time window. The reflections from the code reflectors are indicated by squares. As can be seen, the phases do not remain constant within the duration of reflection but instead exhibit a gradual increase. Because this phenomenon can hardly be attributed to interactions with the wide-band short metal reflectors or to propagation on the chip surface, it is suggested that this anomaly has its origin in the SPUDT.

B. Phase Distortion Due to SPUDT

To study the possible phase distortions caused by the SPUDT, we analyze experimental $S_{21}$ data of a delay line consisting of 2 such SPUDTs facing each other and separated by $L = 4$ mm. For loss considerations, Fig. 8 shows the absolute value of the $S_{21}$ parameter of the delay line. The minimum insertion loss is $-11.3$ dB. However, about $-5.8$ dB should be attributed to propagation losses, which leaves $-5.5$ dB for the SPUDT losses. The dashed line in Fig. 9 presents the (unwrapped) phase of $S_{21}$ after time-gating the direct signal from one SPUDT to the other. This line represents the phase $\varphi = -2\pi fL/v$, where $v$ is the SAW velocity. However, fitting a linear function to these phase data for the range 2375 MHz to 2520 MHz and subtracting it from the original data reveals that the SPUDTs indeed are responsible for a phase distortion of up to several degrees depending on the frequency. This phase distortion is presented by the solid curve in Fig. 9. When only 4 different phases are used for encoding, this phase error is not very critical. However, data capacity may be enhanced by using a phase difference far smaller than the $90^\circ$ used in this work. Then, a reliable extraction of phase-based codes requires eliminating the phase distortion caused by the SPUDT.
C. Elimination of Phase Distortion Due to SPUDT

Each reflective echo includes a contribution from the SPUDT, the free-surface propagation, the reflector at which the reflection has occurred, and all the reflectors preceding that reflector. If we denote the initial signal received by the tag by $S_0$, then the $k$th reflected signal can be written as

$$S_k = S_0 D^2 R_k \prod_{i=1}^{k} P_i^2 \prod_{i=1}^{k-1} T_i^2,$$  \hspace{1cm} (1)

where $D$ includes the amplitude and phase distortion due to the SPUDT, $P_i$ refers to the free-surface propagation between the $i$th and $(i-1)$th reflector (here $i = 0$ corresponds to the SPUDT), $T_i$ is the transmission coefficient of the $i$th reflector, and $R_k$ is the reflection coefficient of the $k$th reflector. Eq. (1) hence only applies to the direct reflections from code reflectors and does not consider multiple reflections between reflectors. All the quantities appearing in (1) are complex-valued and frequency-dependent. In particular, the reflection from the first reflector (the Start reflector) has the form

$$S_1 = S_0 D^2 P_1^2 R_1.$$  \hspace{1cm} (2)

In the Matlab (MathWorks, Natick, MA) routines that we use for analysis, the products in (1) and (2) are calculated pointwise at each frequency.

Now, we use (1) and (2) to eliminate the effect of SPUDT by dividing the total tag response by the first reflection. Hence, the received signal $S_0$, transducer contribution $D^2$, (round-trip) propagation between the IDT and the first reflector $P_1^2$, and the reflection from the first reflector $R_1$ are eliminated from each reflection. This elimination is achieved by first time-gating the Start pulse from the total time response (dashed curve in Fig. 6), then transforming the time-gated signal into the frequency domain and dividing the total frequency response by the time-gated signal, and finally weighting the result of the division and transforming it back to the time domain. The result is seen in Fig. 10; the signal level after this manipulation is of course arbitrary. Due to the elimination of the propagation between the transducer and the first reflector, the peaks have shifted such that the first reflection is now observed at 0 ns. Phase extraction from the response signal now results in flat line segments as shown in Fig. 11.

Phase distortion of SPUDTs has recently been studied in [5].

D. Phase Corrections

To read the phase-based codes, 2 corrections are required: first, a design-time simplification related to the phase shifts at reflections from and transmissions through
the code reflectors must be compensated for, and second, the difference in the SAW velocity and frequency between design and measurement, as well as the change in distances due to temperature variations, must be taken into account.

In design, we ignored the phase shifts due to reflection and transmission which, especially for later reflections that already include effects associated with transmission through many reflectors, play a significant role. However, we have determined these phase shifts for each reflector individually through numerical experiments similar to those reported in [6]. We have used FEMSAW for these simulations. The obtained phase shifts have been used as correction angles when analyzing the tag responses.

In design, we assumed that the SAW velocity on 128°-LiNbO₃ was 3978.48 m/s and used the center frequency 2441.75 MHz of the ISM band. This corresponds to a wavelength of 1.629 µm, which was used to determine the positions of the reflectors and hence to yield the desired phases for the reflected signals. However, both the velocity assumed in FEMSAW and the actual real-world velocity are different from that assumed in the design. Although small, this difference is sufficient to bring about significant phase changes. Also, while the design was made for a single frequency point, the actual device must be decodable for a full range of frequencies within the operating band. The observed wavelength is thus usually not equal to the wavelength assumed in design. The distances between the SPUDT and the reflectors also vary with temperature changes. To compensate for these effects, all extracted phase data must be weighted accordingly using a linear calibration function (linear dependency on time delay).

To determine the slope of the linear correction, we compare the number of wavelengths corresponding to a short distance on chip for both design and experiment. The experimental value is obtained from

$$N_\lambda = f_c \Delta t,$$

where $f_c$ is the center frequency of the interrogation pulse and $\Delta t$ is the experimentally observed time delay corresponding to the short distance. In principle, accurate analysis requires 2 reflectors (preferably the first 2 in the array) to lie sufficiently close to each other. In particular, their separation must be such that the difference between designed and experimental total phases corresponding to this distance does not exceed $2\pi$. If this is the case, phase ambiguity is avoided and the slope of the linear phase correction can be obtained as the ratio of the difference between the experimental and designed phases with the time delay corresponding to the short distance in question. Because our design does not include such short distances, we have used the difference of 2 similar distances to obtain a sufficiently short distance. Similar methods for interpretation of phase data were proposed in [7] and [8].

In the future, the phase shifts at reflection and transmission must be included in the design, and the separation of the first 2 reflectors must be short and fixed.

IV. Results

The phase data presented in Fig. 12 are related to a pair of tag samples having the same code. One of these tags uses time position encoding only (and is designed to have equal phases for all reflections), and the other uses combined time position and phase encoding. Fig. 12 presents the difference of phases for each reflection for these 2 samples, both for measured (squares) and simulated cases (circles). For simulated data, phase encoding works almost ideally, and the measured phase data can also be interpreted without ambiguity. This kind of phase comparison for a pair of tags corresponds to the use of a reference tag with known constant phases in conjunction with a phase-encoded tag having an unknown code. No phase corrections have been
performed on these data, which is the reason why the error in the measured phases increases along the reflector array. After phase calibration, the difference of measured phases (crosses in Fig. 12) is very close to that of the simulated phases.

Fig. 13 presents the phase data (simulated and experimental) for a single phase-encoded tag sample. In this case, no reference tag has been used. After phase corrections, the phase-based code can be identified without any ambiguity.

V. Conclusion

Through this experiment, we have shown that the data capacity of SAW RFID tags can be significantly enhanced by combining the time delay information of reflective echoes with phase data. In our tags, each echo has 4 possible time positions and 4 possible phases. With 10 reflectors used for encoding, this results in $10^{12}$ unique codes (40 bits), which is a significant improvement compared with the $10^6$ distinct codes (20 bits) that may be realized when using time delays alone. In addition to the enhanced data capacity, we have achieved a low loss level of $-38$ dB for reflective echoes.

Extracting and interpreting the phase information of reflected signals demands precise modeling of reflectors, even in the case of tags having a relatively small number of code reflectors as those presented above. Calibration procedures, such as using a reference tag, can be employed for robust algorithms of reading phase-encoded SAW tags.
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