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This thesis examines the feasibility of building a forecasting model capable to predict the future location occupancy for different places in the UK. For this matter, historic data of the number of people in each location as well as other data sources during the same period of time have been used.

Existing literature has researched the performance of different types of predictive models for time series. Some studies, with datasets from different sources and different time intervals, have been carried out at academia. After these studies, experts cannot agree on one best model and they tend to say that the performance of the models depends on the characteristics of the particular signal to forecast.

In this thesis, a set of time series forecasting models have been tested on different time series signals corresponding to different locations. The code implemented provides an interface for the user to select the locations, models, and several other forecasting options in order to perform a proper evaluation of the predictions. Results obtained are not biased from what could be expected from the beginning, and the outcomes obtained with the small amount of data available tend to suggest that there is no single best model for all the different predicted locations.

The use of data transformations and external regressors have also been tested in order to improve the performance of the models. Although some combinations of regressors and data transformations seem to improve some of the models, no promising conclusions can be concluded since this improvement does not apply for all the cases.
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Chapter 1

Introduction

Time series forecasting is an important area of machine learning although it is usually neglected for the majority of Data Science and machine learning courses. By its definition, a time series is an ordered sequence of observations of a variable taken at equally spaced time intervals. Therefore, the key point about time series is that the ordering of the samples matters and this ordering imposes a certain structure on the data.

There are notable examples of time series found in our daily basis in a lot of different domains (e.g., hourly stock prices, annual company profit, quarterly house sales, hourly electricity consumption), and that is why a proper understanding of how to understand and forecast those signals is so important.

In the domain of time series we distinguish between time series analysis and time series forecasting. Time series analysis refers to the art of understanding the underlying patterns and structure producing the observed data. Some of those factors that are responsible for bringing about changes in a time series are called components (e.g., trend, seasonal, cyclical, irregular fluctuations) and can be devise from a simple analysis of the data. After having analyzed the data, the time series can be fitted with the appropriate time series forecasting models and the future values of the signal can be forecast.

Generally, time series forecasting can be classified into two main types: univariate and multivariate. A univariate time series, as the name suggests, is a series with a single time-dependent variable and therefore just one variable is used in order to predict the future values of the variable to forecast. Usually, in univariate cases the variable used is the same as the one to forecast but obviously taking its past values. On the contrary, a multivariate time series has more than one time-dependent variable and therefore the variable to forecast depends not only on its past values but also has some dependency
on other variables.

There is no clear consensus within the experts on deciding a single model as the best of all of them. Therefore, the best model can vary even if the signals to forecast have same variables providing from similar origins. Some studies have been carried out at academia with datasets from different sources and different time intervals, but none proven theories have been discovered yet. A good example of this are the MX competitions being the M3-Competition and M4-Competition the latest [23] [24].

Experts on the field tend to say that statistical old methods usually out-perform machine learning models for the majority of univariate forecasting. However, as we increase the number of training samples and we start to include external regressors, this statement becomes less clear and new machine learning approaches as well as new statistical methods such as Structural Time Series (STS) models seem to perform better.

This thesis examines the feasibility of building forecasting models capable to predict the future location occupancy (number of people) for different places in the UK. For this matter, historic data of the amount of people in each location as well as other data sources during the same period of time have been used.

1.1 Research Problem and Questions

The main research problem of the thesis is to discover until what extent is possible to forecast location occupancy. To answer the research problem some research questions need to be answered. The following research questions are used in order to find a more tangible answer for the research problem.

- **Research Q1**: Is it possible to forecast future location occupancy using cell phone network data? If yes, how accurate are the forecasts obtained?
- **Research Q2**: Is there a single best model for the different locations?
- **Research Q3**: Are external variables useful in order to improve the performance of the models?

1.2 Scope of the Study

The scope of the project is to examine until what point the forecasting of location occupancy is possible using cell phone network data. This is done by
first, researching the literature about time series forecasting methods, second, coding the different methods studied fitting them with the data, and finally, properly evaluating the results providing useful information for non-technical people on the power of those forecasts.

No previous time series forecasting had been done in my work team by the time I started the project and therefore the first goal was to built a tool that was able to provide forecasts for the different models studied in any hourly data provided. The idea was to built a tool that was generic enough to be utilized in any other hourly time series data in order to be able to use the same code on similar projects inside the company with time series data.

The plan adopted to achieve that before the end of the contract was to have regular meetings with my supervisor reporting the weekly findings and advances to finally present the final results in a video conference with several people of the team which are scattered between London and Madrid.

1.3 Structure of the Study

The structure of the study can be split in three parts. First, the research about the latest time series forecasting models found in the literature comparing the old univariate methods with the latest trending models and libraries like Tensorflow Probability or Prophet.

The second part has been to prepare the data and code and fit the models. All this implementation has been wrapped in a jupyter notebook coded in Python providing a user interface where the user can select the different forecasting models and parameters. Thus, a part from the models the user can also select other features that will be explained in the Implementation section.

Finally, using the jupyter notebook implemented, the different models with the different data transformations and regressors have been analytically evaluated and compared. This evaluation has been performed for all the three locations in the dataset provided in order to find the combination of location, model, transformations and regressors performing better.
Chapter 2

Background

This section is a literature review about the research done in academia and in industry about time series analysis and time series forecasting. First, time series analysis is introduced and explained. Second, the main components appearing in the majority of time series datasets are defined. Finally, a taxonomy to classify time series forecasting models as well as a detailed description of each of the models used in this project is provided.

2.1 Time series Analysis

In the normal machine learning approach a dataset is a collection of observations that do not dependent on time. Therefore, the future is predicted but all prior observations are treated equally regardless the time when they were taken. In time series forecasting this approach is erroneous and time has to be taken into account. The time when an observation was taken is really important and it hides valuable information that will be needed to analyze and forecast the variable.

Previous time series analysis before forecasting can be very useful in time series. Even though it could not be needed for black-box machine learning approaches, when using statistical models, the models have to be provided with some information of the signal in order to perform well. The objective of a time series analysis is to spot some useful information about the signal to provide the mathematical models with. If we manage to provide a mathematical model for the sample data, we will be able to extrapolate the model in order to forecast the future values of the variable based on past experience. Hence, time series forecasting is basically taking the fit of models on historical data and using them to predict future values estimating the future from what has already happened in the past.
2.2 Components of a time series

Time series analysis provides different techniques to better understand a time series dataset. The majority of the time series are affected by similar patterns which lead to the decomposition of the time series in different components as explained by Hyndman [17] in its most famous book about time series. The three principal elements of a time series decomposition are the trend, the periodic variations, and the random fluctuations.

- **Trend**: The trend shows the general tendency of the data to increase or decrease during a long period of time. In other words, the trend is a smooth long-term average tendency of the signal.
  It is possible that tendencies may increase, decrease or are stable in different sections of time but the overall trend must be upward, downward or stable. Even though the trend is usually thought as linear, depending on the nature of the signal, it can follow non-linear patterns as well.

- **Periodic variations**: There are some components in time series which tend to repeat themselves over a certain period of time. Inside these periodic fluctuations we distinguish between seasonal variations and cyclic variations.
  The seasonal variations are the rhythmic forces which operate in a regular and periodic manner over a span of less than a year. They have the same or almost the same pattern during a period of 12 months. These variations can be caused either because by natural forces (e.g., seasons, climatic conditions) or either by man-made conventions (e.g., festivals, customs).
  The cyclical variations are the same as seasonal variations but for a not fixed period of time which tends to also be bigger. This oscillatory movement has usually a period of oscillation of more than a year.

- **Random or irregular fluctuations**: There is another factor which causes variations in the variable under study. They are random variations and therefore they cannot be explained neither predicted by the model.
2.3 Mathematical Models for time series

Several mathematical models have been formulated in order to model time series. Each of those models take into account different concepts which will be studied in more detail in the following section. Next, we introduce some useful notation that will be used for the rest of the document when describing each of the models.

A time series consist of \( n \) values sampled at discrete times 1, 2, \ldots, \( n \). In this thesis a time series of length \( n \) is represented by \( \{y_t : t = 1,2,\ldots,n\} = \{y_1, y_2, \ldots, y_n\} \). The ‘hat’ notation will be used to represent predictions. Hence, \( \hat{y}_{t+k} \) is the forecast for the future value at time \( t+k \).

To get familiar with this notation we first introduce them in two very simplistic models. As it has been stated before, many series are dominated by some of the components such as trend or seasonality. Consequently, a simple mathematical model to capture that structure will be the additive decomposition model bellow:

\[
y_t = m_t + s_t + z_t,
\]

where at time \( t \), \( y_t \) is the observed series, \( m_t \) is the trend, \( s_t \) is the seasonal effect, and \( z_t \) is an error term that is, in general, a sequence of correlated random variables with mean zero.

If for example, after analyzing the time series we preview that the seasonal effect tend to increase as the trend increases, another similar model called multiplicative model would be more adequate:

\[
y_t = m_t \cdot s_t + z_t.
\]

2.4 Taxonomy of the Models

As discussed in previous sections different methods and different approaches can be used for time series forecasting. In this thesis we classify those methods in two different taxonomies. First, we differentiate the models between the number of variables used for the forecast, and then, we differentiate the models between the class of method used for the forecast.

When we classify the models by the number of independent variables we distinguish between univariate and multivariate models. In univariate models, just one variable is used in order to forecast the future values of the desired variable, being that variable usually the same as the one to forecast. Hence, the historic values of that variable and combinations of them are used as variables to forecast the future signal in question. In multivariate models,
a part from the historic values of the signal itself, other variables with values on the same historic time period and on the future time period that want to be forecast are used. Those other variables are often named regressors or external variables.

The other type of classification is to classify them by the type of model used to forecast. As we mentioned before, several techniques and approaches exist in order to model time series. For example, some take into account signal components such as trend or seasonality, others model the signal as a correlation with itself or other variables, and more advanced techniques, such as state space models, are able to adapt over time in order to capture the variation of forecasting parameters. From this range of various techniques, we differentiate between classic statistical methods such as Exponential Smoothing, Autoregressive (AR) or Moving Averages (MA), and other more trendy approaches like Long Short Term Memory (LSTM) neural networks or Structural Time Series models (STS) each of which will be covered in detail in the next sections.

A part from that classification, another special model is the baseline model. The baseline model is a basic model that is going to be compared with the models implemented in order to know if those are able to overcome the results of the basic one. The baseline model used in the majority of time series is the Persistence algorithm. The Persistence algorithm is a basic model that basically persists the observations for the same time in the previous season. In other words, our prediction for time $t$, will be $\hat{y}_t = y_{t-k}$ being $k$ the seasonality. In this project we have built the Persistence week and Persistence year models which are persistence models with weekly and yearly seasonality respectively.

### 2.5 Classical Linear Forecasting Methods

The field of statistical forecasting has progressed a great deal since the early dates when Brown [13] used Exponential Smoothing, in the late 1940s, for predicting the inventory demand of items in navy shipyards. Then, later on, the introduction of the Box-Jenkins methodology to Autoregressive Integrated Moving Average (ARIMA) models [4] brought academic reputability to a field dominated until then by practitioners. This project has tested three of the most important traditional statistical methods for time series: Exponential Smoothing, Autoregressive, and Seasonal Autoregressive Integrated Moving Average with eXogenous regressors (SARIMAX) which is an improved version of the model devised by Box-Jenkins. They are explained in detail below.
2.5.1 Exponential Smoothing

Exponential Smoothing methods assign exponential decreasing weights for past observations. Higher weights are assigned to more recent observations and lower heights to further ones. For example, if we have a monthly time series, it would be reasonable to attach larger weights to observations from last month than to observations from five months ago.

In this project, a particular Exponential Smoothing algorithm named Holt-Winters [16] has been implemented. Before explaining how Holt-Winters works, first we introduce two simpler models named Simple Exponential Smoothing and Holt. Simple Exponential Smoothing is a good choice for forecasting data with no clear trend or seasonal pattern. Forecasts are calculated using weighted averages, therefore largest weights are associated with most recent observations, while smallest weights are associated with oldest observations.

\[
\hat{y}_{t+1|t} = \alpha y_t + (1 - \alpha)\hat{y}_{t|t-1},
\]

where \(0 \leq \alpha \leq 1\) is the smoothing parameter.

The Equation 2.3 can also be expressed in a component form. Component form representations of Exponential Smoothing methods comprise a forecast equation and a smoothing equation for each of the components included in the method. In the case of Simple Exponential Smoothing, we just have one component, \(\ell_t\), and the equations are the following:

\[
\hat{y}_{t+h|t} = \ell_t,
\]

\[
\ell_t = \alpha y_t + (1 - \alpha)\ell_{t-1},
\]

where \(\ell_t\) is the level (or the smoothed value) of the series at time \(t\). This Simple Exponential Smoothing that we have presented is not particularly useful, but it will make it easier to understand when we start to use components for the Holt and Holt-Winters methods.

For every Exponential Smoothing method we need to obtain the smoothing parameters and the initial values. In particular, for Simple Exponential Smoothing, \(\alpha\) and \(\ell_0\) values have to be chosen and then, once we know those values, all the forecast can be computed from the data. The unknown parameters and the initial values for any Exponential Smoothing method can be estimated by minimizing the sum of squared errors represented in Equation 2.6, which will involve a non-linear minimization problem for \(t = 1, \ldots, T\), being
$T$ the time to forecast.

$$
\sum_{t=1}^{T} (y_t - \hat{y}_{t|t-1})^2 = \sum_{t=1}^{T} e_t^2.
$$

(2.6)

The Holt method extended the Simple Exponential Smoothing to allow the forecasting of data with trend. Expressing the Holt method as a component form we obtain two smoothing equations, one for the level and one for the trend:

$$
\hat{y}_{t+h|t} = \ell_t + hb_t,
$$

(2.7)

$$
\ell_t = \alpha y_t + (1 - \alpha)(\ell_{t-1} + b_{t-1}),
$$

(2.8)

$$
b_t = \beta^* (\ell_t - \ell_{t-1}) + (1 - \beta^*) b_{t-1},
$$

(2.9)

where $\ell_t$ is the estimation of the level at time $t$, $b_t$ denotes the estimation of the trend of the series at time $t$, $\alpha$ is the smoothing parameter for the level, $0 \leq \alpha \leq 1$, and $\beta^*$ is the smoothing parameter for the trend, $0 \leq \beta^* \leq 1$.

Finally we have the Holt-Winters [16] method. This method is an extension of Holt method in order to capture seasonality. The Holt-Winters seasonal method comprises the forecast equation and three smoothing equations for the level $\ell_t$, the trend $b_t$, and the seasonal component $s_t$, with corresponding smoothing parameters $\alpha$, $\beta$ and $\gamma$. We usually use $m$ to denote the frequency of the seasonality. For example, for quarterly data $m = 4$, and for monthly data $m = 12$.

There are two types of Holt-Winters models differing in the nature of the seasonal component. The additive model, which models those cases when the seasonal variations are constant through the series, and the multiplicative method which is used when the seasonal variations are changing proportionally to the level of the series. The equations modelling the additive model are:

$$
\hat{y}_{t+h|t} = \ell_t + hb_t + s_{t+h-m(k+1)},
$$

(2.10)

$$
\ell_t = \alpha (y_t - s_{t-m}) + (1 - \alpha)(\ell_{t-1} + b_{t-1}),
$$

(2.11)

$$
b_t = \beta^*(\ell_t - \ell_{t-1}) + (1 - \beta^*) b_{t-1},
$$

(2.12)

$$
s_t = \gamma (y_t - \ell_{t-1} - b_{t-1}) + (1 - \gamma) s_{t-m},
$$

(2.13)
where \( k \) is the integer part of \(( h - 1)/m\), which ensures that estimates of the seasonal indices used for forecasting come from the final seasonality \((m)\) of the sample. \( l_t \) shows a weighted average between the seasonal adjusted observation \((y_t - s_{t-m})\) and the non-seasonal forecast \((l_{t-1} + b_{t-1})\) for time \( t \). The \( b_t \) parameter is the same that we saw for the Holt linear method and the seasonal equation, \( s_t \), shows a weighted average between the current seasonal index, \((y_t - \ell_{t-1} - b_{t-1})\), and the seasonal index for \( m \) time periods ago. The usual parameter restriction is \( 0 \leq \gamma \leq 1 - \alpha \), and the equations modelling the multiplicative version are:

\[
\hat{y}_{t+h|t} = (\ell_t + h b_t) s_{t+h-m(k+1)},
\]

\[
\ell_t = \alpha \frac{y_t}{s_{t-m}} + (1 - \alpha)(\ell_{t-1} + b_{t-1}),
\]

\[
b_t = \beta^* (\ell_t - \ell_{t-1}) + (1 - \beta^*) b_{t-1},
\]

\[
s_t = \gamma \frac{y_t}{(\ell_{t-1} + b_{t-1})} + (1 - \gamma) s_{t-m}.
\]

Holt-Winters additive implementation of Exponential Smoothing is the one used in this thesis. Again, the idea behind Holt-Winters is to introduce level, trend, and seasonal terms that can change during the entire time period. It is out of the scope of the thesis to explain the calculus needed to find the optimum value for the different smoothing parameters estimations, but it is worth to say that the \( R \) and \( Python \) implementations usually estimate the different smoothing parameters of the model by minimizing the one-step-ahead prediction.

### 2.5.2 SARIMAX

There are other type of models for time series forecasting totally different from Exponential Smoothing. Exponential Smoothing is based on the trend and seasonal description of the data, while these other models focus on describing the autocorrelations of the data. In this project, a part from Exponential Smoothing, we have tested the AR and the SARIMAX models. Before introducing AR and SARIMAX, we should discuss the concept of stationarity. A time series is stationary when its properties (i.e, mean, variance and autocorrelation) do not change over time. It is remarkable to say that time series with cyclic behaviour (but with no trend or seasonality) are stationary because the cycles are not of a fixed length and therefore we cannot be sure where the peaks of the cycles will be.
AR and SARIMAX requires stationary data to work properly even though, as we will explain later, SARIMAX has its own means to transform a non-stationary data to stationary. There exist some useful techniques and transformations to make time series stationary. Therefore, when we apply forecasting models that need stationary data we should first apply the transformations on the data, then fit the models with the transformed data, obtain the forecasts, and finally inverse the transformations on the forecasts to get the correct predicted values.

The main transformation used is difference. Difference is used when we want to remove the trend of the signal. Although it is possible to differentiate the data more than once, usually just one difference is sufficient. Hence, given the series \( y_t \), after applying difference one time on the data we would obtain:

\[
y'_t = y_t - y_{t-1}. \tag{2.18}
\]

Some useful transformations to overcome non-constant variance would be the logarithmic, the square root, or the Box-Cox transformation. Keep in mind that if the time series have negative data we will need to add a suitable constant before applying any of these transformations. Then, after the forecasting of the signal is done, if we had added that constant we will need to subtract it after doing the inverse of the transformation on the forecasts.

Seasonality also violates stationarity due to its intrinsic autocorrelation. To eliminate this autocorrelation we could apply the same differencing as before but with a lag equal to the seasonality instead of one:

\[
y'_t = y_t - y_{t-m}, \tag{2.19}
\]

being \( m \) the seasonality.

Following, we introduce three different models before explaining SARIMAX: AR, Moving Average (MA) and Autoregressive integrated Moving Average (ARIMA). All of them require stationary data but some of them already provide means to achieve that.

**Autoregressive**

The Autoregressive model describes the forecast output as a linear combination of its own previous values. An Autoregressive model of order \( p \) for the series \( y_t \) would satisfy the following equation:

\[
y_t = \alpha_1 y_{t-1} + \alpha_2 y_{t-2} + \cdots + \alpha_p y_{t-p} + w_t, \tag{2.20}
\]

where \( w_t \) is white noise and the \( \alpha_i \) are the model parameters with \( \alpha_p \neq 0 \) for an order \( p \) process. This model is basically a multiple regression but with lagged values of \( y_t \) as predictors.
The values of the different $\alpha_i$ can be estimated by different procedures. The explanation of those procedures is out of the scope of this thesis but more detailed information about that can be found in Jones [20] or in Wikipedia [37]. As exposed before, AR models use to theoretically perform better with stationary data.

**Moving Average models:**
Moving Average model is also a regression model but rather than using past values of the forecast variable as predictors, it uses past forecast errors:

$$y_t = c + \varepsilon_t + \theta_1\varepsilon_{t-1} + \theta_2\varepsilon_{t-2} + \cdots + \theta_q\varepsilon_{t-q}, \quad (2.21)$$

where $\varepsilon_t$ is white noise. Concretely, this equation above reflects what we refer as an MA($q$) model, or a Moving Average model of order $q$.

**ARIMA:**
One of the most commonly used techniques for modelling time series are techniques based on Autoregressive Integrated Moving Average (ARIMA) models. This model was first introduced by Box an Jenkins in 1976 [3] and it is basically a combination of three parts: an Autoregressive (AR) component, a Moving Average (MA) component, and an integrated (I) component referring to the possible requirement of an initial differencing step due to the time series showing evidence of non-stationarity. The orders of the AR, I and MA terms are commonly given by the notation $(p,d,q)$ respectively.

The equation defining an ARIMA model is:

$$y'_t = c + \phi_1y'_{t-1} + \cdots + \phi_py'_{t-p} + \theta_1\varepsilon_{t-1} + \cdots + \theta_q\varepsilon_{t-q} + \varepsilon_t, \quad (2.22)$$

where $y'_t$ is the differenced series (one or more times). The predictors include both, lagged values of $y_t$ and lagged errors.

Therefore, the autoregression model would be the special case of an ARIMA($p,0,0$) and the Moving Average would be an ARIMA($0,0,q$). Once models get more complicated it is easier to use the backshift notation in Appendix A. In backshift notation Equation 2.22 can be written as:

$$\phi_p(B)(1 - B)^dy_t = c + \theta_q(B)\varepsilon_t, \quad (2.23)$$

where $\phi_p(B)$ is equal to $(1 - \phi_1B - \cdots - \phi_pB^p)$, $\theta_q(B)$ is equal to $(1 + \theta_1B + \cdots + \theta_qB^q)$, $\varepsilon_t$ is the residual error and $c$ is a constant.
Selecting the appropriate values for $p$, $d$ and $q$ can be difficult. However, taking a look at the autocorrelation (ACF) and partial autocorrelation (PACF) those values can be estimated in the majority of cases. The ACF plot shows the autocorrelation of the signal, measuring the relationship between $y_t$ and $y_{t-k}$ for different values of $k$. The problem when we look at the autocorrelation in the ACF is that if $y_t$ and $y_{t-1}$ are correlated, then $y_{t-1}$ and $y_{t-2}$ will be also correlated but that will be because they are both connected to $y_{t-1}$ rather than because $y_t$ and $y_{t-2}$ are intrinsically correlated. To overcome this issue, we use partial correlations. Partial correlations measure the relationship between $y_t$ and $y_{t-k}$ after removing the effects of the lags previous to $k$. Nau [28] explains and summary the techniques required to select the appropriate $p$, $d$ and $q$ based on the ACF and PACF plots.

Once we have selected the order of the parameters we need to estimate the parameters of the model. We can do that using maximum likelihood estimation (MLE). This technique finds the values of the parameters which maximize the probability of obtaining the data that we have observed in our observations. Note that ARIMA models are much more complicated to estimate than regression models and different softwares will use different method of estimation and optimization algorithms.

- **SARIMAX:**

A variant of ARIMA is the seasonal ARIMA model with exogenous variables (SARIMAX). Those are formed including seasonal terms and exogenous variables in the ARIMA model. Therefore, to the previous ARIMA model we have to include a seasonal component with AR, I and MA terms. Those terms are given by the following notation $(P,D,Q)_m$, where $m$ is the length of the seasonality.

A seasonal ARIMA$(p,d,q)(P,D,Q)_m$ process can be written as

$$y'_t = \sum_{i=1}^{p} \phi_i y'_{t-i} + \sum_{k=1}^{P} \Phi_k y'_{t-km} + \epsilon_t + \sum_{j=1}^{q} \theta_j \epsilon_{t-j} + \sum_{g=1}^{Q} \Theta_g \epsilon_{t-gm}, \quad (2.24)$$

with $y'_t$ representing $y_t$ after undergoing $d$ and $D$ differences. This can also be written using backshift notation as

$$\phi_p(B)\Phi_p(B^m)(1-B)^d(1-B^m)^D y_t = \theta_q(B)\Theta_q(B^m)\epsilon_t. \quad (2.25)$$

Having seen Seasonal ARIMA, now we introduce external variables (regressors) to get SARIMAX models. There are two distinct approaches
in order to form SARIMAX models. The first approach is to incorporate the additional variables into the above ARIMA equation via transfer function, as described by Pankratz in [31] and Bierens in [2]. However, these approaches can lead to complicated model fitting when using more than one exogenous variable. For these reasons, some practitioners such as Hyndman in [17] built ARIMAX models as regression models with ARIMA errors. To illustrate the equations of the SARIMAX model we will use an ARMAX model for simplicity.

\[
y_t = \sum_{k=1}^{b} \beta_k x_{kt} + \eta_t, \quad (2.26)
\]

\[
\eta_t = \sum_{i=1}^{p} \phi_i \eta_{t-i} + \epsilon_t + \sum_{j=1}^{q} \theta_j \epsilon_{t-j}, \quad (2.27)
\]

where \( \beta_k \) are the coefficients of the \( b \) exogenous variables \( x_{1t}, \ldots, x_{bt} \), and the errors of the models \( \eta_t \) are now modelled as an ARMA processes. In backshift notation the model can be written as:

\[
y_t = \beta x_t + \frac{\theta(B)}{\phi(B)} \epsilon_t. \quad (2.28)
\]

Note that for the ARIMA case, we simply replace \( \phi(B) \) with \( (1 - B)^d \phi(B) \).

### 2.5.3 SARIMAX with Fourier Terms

A drawback of SARIMAX is that just one seasonality can be used and some data have more than one seasonality modelling its shape. To overcome this inconvenience the procedure described by Skorupa [35] in a Medium post can be used. The trick applied in this blog is to utilize the exogenous variables in SARIMAX to model additional seasonalities with Fourier terms. The primarily seasonality will keep being modelled by the seasonal part of SARIMAX but the other seasonalities patterns will be modelled by Fourier terms.

Then after adding one more seasonality with Fourier terms to the SARIMAX equation saw before, we obtain the following model:

\[
y_t = \sum_{k=1}^{K} \left[ \alpha_k \sin\left(\frac{2\pi kt}{m}\right) + \beta_k \cos\left(\frac{2\pi kt}{m}\right) \right] + \sum_{k=1}^{b} \beta_k x_{kt} + \eta_t, \quad (2.29)
\]
where \( m \) represents the added seasonality and \( K \) indicates the number of Fourier terms used for that particular seasonality.

In this thesis, after analysing the ACF, PACF, and applying seasonal difference, the final ARIMA model used has been a \( \text{SARIMAX}(0,0,0)(1,0,0)_{\text{oneweek}} \).

2.6 Novel Methods

A part from statistical methods we have also machine learning methods for time series modelling. Moreover, we also have included Prophet and TensorFlow Probability (TFP) which are libraries from Facebook and Google respectively that use Structural Time Series (STS) models. These STS are a family of probability models for time series that include and generalize many standard time series modeling ideas, including: autoregressive and moving average processes, local linear trends, seasonality, and regression on external variables. Those models are more interpretable than the others explained before and predictions can be interpreted by visualizing the decomposition of past data and future forecasts into structural components. Moreover, Structural time series models use a probabilistic formulation that can naturally handle missing data and provide a principled quantification of uncertainty. In order to compare the performance of this new techniques versus the old classical methodologies we have also include the implementation of these methods in the thesis.

2.6.1 Long Short Term Memory Neural Networks

Traditional neural networks [34] do not take into account previous events to predict the following and that is precisely why Recurrent Neural Networks (RNN) [36], and in particular, Long Short Term Memory (LSTM) neural networks, are the right neural network to choose in time series problems. LSTM neural networks are a type of artificial neural networks particularly designed to recognize patterns in sequences of data. The scope of this thesis does not cover the proper explanation on how an LSTM neural network operates, but if the reader is interested I truly recommend this post by Olah [30].

Before we can fit an LSTM model with time series data, we have to prepare the time series data to a data structure that can be understood by the neural network. Besides, theoretically, data also need to be stationary and observations should be scaled.
To transform a time series data to a proper data structure to be fit into a LSTM model, the time series has to be re-frame in a dataset ready to apply supervised learning algorithms. The correct way to do that is, starting for the beginning of the time series, to split the time series data into two adjacent non-overlapping chunks of the desired input and output neuron lengths, and then keep shifting those chunks in order to create several observations for the new dataset.

The general and simple complete neural network structure used in this thesis is the combination of an LSTM neural network fitted with $n_{\text{inputs}}$ input neurons, followed by one fully connected layer of $n_{\text{inputs}} \cdot 5$ neurons, and followed by another fully connected of $n_{\text{outputs}}$ outputs. An example of this architecture can be seen at Figure 2.1 with the plot representation provided by the `plot_model` function of the deep learning library `keras` used in this project.

In short, our neural network will be fit with a particular number of past values of the signal $n_{\text{inputs}}$ inputs, and the number of outputs, $n_{\text{outputs}}$, will be the equal to the number of future values that we will like to predict. In our case we will be interested in predicting the $y_{t+1}, \ldots, y_{t+n_{\text{outputs}}}$ future values of the time series just using the past values of that same signal $y_{t-n_{\text{inputs}}}, \ldots, y_{t-1}$.

For example, imagine that having the time series of Figure 2.2 representing the values taken by day of a certain measure, we want to predict the values of that measure for the following 7 days. Then, we will create the data structure represented on Figure 2.2 with the three observations under input and its three respectively outputs.
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2.6.2 Prophet

Prophet is an open source library published by Facebook that is based on models formed by different components [19]. It is very similar in spirit to how Bayesian Structural Time Series (BSTS) models [33] represent trend and seasonality, except that it uses Generalized Additive Models (GAM) [15] instead of a state-space representations to describe each component. Generalized Additive Models is nothing more than a fancy name for the summation of the outputs of different models. Prophet is a tool to provide time series predictions using simple intuitive parameters and has support for custom seasonalities as well as external regressors.

Until now, the approaches presented by the other models are not really intuitive for a non-skilled person in the field, and the tuning of these methods requires a thorough understanding of how the underlying time series models work. The Prophet package provides intuitive parameters which are easy to tune. Even someone who lacks expertise in forecasting models can use this tool to make meaningful predictions for a variety of problems in different

Figure 2.2: Preparation of the time series data to a data structure that can be understood by the neural network.

It is not in the scope of this thesis to find the best possible neural network architecture also because that could be different for the different analysed locations. Therefore, as we have exposed before, we have used an LSTM model architecture that seems to perform well in similar problems and consists of an LSTM neural network of $n_{\text{inputs}}$ neurons, followed by a fully connected layer with $n_{\text{inputs}} \cdot 5$ neurons and a final fully connected layer with $n_{\text{outputs}}$ outputs. To train the network we used the mean absolute error loss and the adam optimizer with 50 epochs and a batch size of 50 as well.
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business scenarios. Prophet proposes a modular regression model with interpretable parameters that can be intuitively adjusted by analysts with domain knowledge about the time series signal. The model used by Prophet is the one proposed by Harvey and Peters [14] with three main model components: trend, seasonality, and holidays:

\[ y(t) = g(t) + s(t) + h(t) + \varepsilon_t, \]  

(2.30)

where \( g(t) \) is the function modelling the trend, \( s(t) \) represents periodic changes (e.g., weekly, monthly, and yearly), and \( h(t) \) is the component modelling events or external regressors. The \( \varepsilon_t \) term accommodates idiosyncratic changes not captured by the model which we would assume normally distributed.

The trend is modeled either as a logistic growth or as a piece-wise linear growth model for unbounded growths. In this thesis we have used the second approach and therefore our trend is modelled as follow:

\[ g(t) = (k + a(t)^T \delta)t + m + a(t)^T \gamma, \]  

(2.31)

where \( k \) is the growth rate, \( \delta \) has the rate adjustments, \( m \) is the offset parameter, and \( \gamma_j \) is set to \(-s_j \delta_j\) to make the function continuous.

Seasonality is provided by Fourier series. Each seasonality is modelled by its own Fourier series. The equation describing one particular seasonality is:

\[ y_t = \sum_{n=1}^{N} [a_n \cos(\frac{2\pi nt}{P}) + b_n \sin(\frac{2\pi nt}{P})], \]  

(2.32)

where \( N \) is the number of Fourier terms used for each particular seasonality.

The events or external regressors, \( H(t) \), have to be provided and are also introduced in the model. This component allows to introduce external effects in order to provide more information on the shape of the data. Those elements can be holidays or events in specific dates which can be introduced as a binary variables or also can be extra linear regressors with another time series variable, always taking into account that not only the past values but the future values of those external variables would have to be known. A more detailed information on how exactly all those components are modelled can be found in the paper made by the creators of Prophet [19]. Once the different parts of the model are defined, the different parameters of each component are modeled with some prior distributions and then, prophet fits the model either using L-BFGS [21] to find a maximum a posteriori estimate, or performing a full posterior inference including model parameter uncertainty in the forecast uncertainty.
Two of the best advantages of Prophet are that being a model made by components allows us to see how each component affects to the forecast separately, and due to its probabilistic formulation, uncertainty intervals can be obtained a part from the forecast of the value.

The particular model build in Prophet for this thesis includes daily, weekly, monthly and yearly seasonalities plus a particular component for each added regressor. This Structural Time Series model turns out to be the one performing the best after trying different combinations of components in Prophet.

2.6.3 STS with Tensorflow Probability

Tensorflow probability [9] provides a new library called tfp.sts for forecasting time series using Structural Time Series models as described by Fildes in [11]. The fit of the model is done by Bayesian inference of model parameters using Variational Inference (VI) or Hamiltonian Monte Carlo (HMC), computing both point forecasts and predictive uncertainties.

Therefore, STS models in TFP are built by adding together model components in a similar way as Prophet does. TFP provides a lot of liberty in order to select the different components of the STS. Some of those components are:

- Autoregressive or local linear trend for modelling time series with trend that evolves according to different process.
- Seasonal: Modelling seasonal factors such as daily, weekly, or yearly.
• Linear regression: To include the relation with external variables in the same period of time. Also can be used to encode specific date effects in the same way Prophet does with holidays.

As it is said in the API docs of Tensorflow [8], a StructuralTimeSeries object in TFP represents a declarative specification of a Structural Time Series model, including priors on model parameters. It implements a joint probability model $p(\text{params}, y) = p(\text{params})p(y|\text{params})$, where $\text{params}$ denotes a list of real-valued parameters specified by the child class, and $p(y|\text{params})$ is a linear Gaussian state space model with structure determined by the child class.

The final STS model build with TFP in this thesis contains a weekly and daily seasonalities, the external regressors and a weekend effect categorical variable modelling weekends. For the daily case, the daily seasonality has been change for a monthly seasonality. This Structural Time Series model turns out to be the one performing the best after trying different combinations of components in TFP.
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Data

For this project two main types of datasets have been used. The first dataset contains the amount of weighted count of people by hour for different locations in London as represented in Table 3.1. These locations are blocks of defined areas mapping all UK but for confidentiality purposes the exact locations and ranges are not provided in the thesis. The weighted count of people is an extrapolation of the count of people taking into account some factors about the location and the users. For simplicity, from now on, we will refer to the weighted count as the regular count of people. The second type of dataset are the external time series variables that were used to fit the multivariate models.

The time series data of the number of people contains the data from three different locations in the city of London and has been provided by the telecommunication company who obtained it aggregating the cell phone data of its users. As a visualization tool, the code developed in this thesis is able to automatically plot the different locations detected into a map as can be seen in Figure 3.1. This is possible thanks to a secondary dataset provided by the company containing a grid of all the UK different locations from which the weighted count can be obtained.

The external data consist of three different datasets: temperature, weather, and holidays. Obtaining these data has not been easy since the company did not have that kind of information. Thus, the temperature and weather have been scraped from the web, concretely from: https://www.timeanddate.com/weather/, and the bank holidays dataset has been obtained from https://www.dmo.gov.uk/media/15008/ukbankholidays.xls. When using external time series variables we have to take into account that if our aim is to build a forecast for futures dates we will have to use regressors that can be forecast in advance. All variables previously mentioned, temperature, weather and holidays, are variables that can be predicted.
Figure 3.1: The approximate location of the three different locations from which the time series data has been provided. The map and pointers are an output of the code developed in this thesis using the *folium* and *geopandas* python libraries.

Table 3.1: A sample of the dataset provided with the weighted count of people for three different locations in UK.
Figure 3.2: Walk-forward cross-validation.

To fit the models and evaluate its performance we have split the data into training and testing datasets. Concretely, we have used cross-validation to obtain more accurate results. In time series, the time has to be taken into account to perform cross-validation and for this reason the well-known k-fold cross-validation cannot be used. Therefore, we will use a cross-validation variant instead called walk-forward cross-validation [5] which is represented in Figure 3.2. In order to assess which models are better, we have used the Mean Average Error (MAE), the Mean Average Percentage Error (MAPE), and the Mean Average Scaled Error (MASE) as metrics of evaluation.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|, \tag{3.1}
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right|, \tag{3.2}
\]

\[
\text{MASE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|\hat{y}_i - y_i|}{\frac{1}{n-m} \sum_{i=m+1}^{n} |y_i-m-y_i|}. \tag{3.3}
\]

These three are the common metrics of evaluation for time series, for more information about that the reader can take a look at the explanation of Rob J Hyndman in [18] where he claims why MASE can be considered one of the best metrics for time series.

### 3.1 Time series signal to predict

As stated before, the time series data that we want to predict is the count of people for three different locations in London during a period of time of
14 months starting in January 2018. Each location has a location id, and following the notation of the company, the three locations are named as 7007405576125440, 3003405590125670, and 1001405588125680.

In Figure 3.3, we can see the time series data for each one of those locations during the period of time provided. In Figure 3.4 the same data is provided but with a zoom to better appreciate the weekly and daily seasonality. From the three locations it can be spotted that the 3 signals follow different patterns even though a few similarities can be found. For example, taking a look at Figure 3.5 it can be seen a pattern change during Easter and Christmas for locations 3003405590125670 and 1001405588125680. Moreover, taking a closer look to the zoomed data in Figure 3.6, it can be seen that all three datasets show daily and weekly seasonality.

At some point during the project we decided to work also with an aggregation of the data by day. Even though doing this we loose granularity in time, we also gain in computing timing and the performance of the models changes as we will see in following sections. In Figure 3.7 we can see the representation of the three different locations but with daily periodicity instead of hourly.
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Figure 3.4: Count of people zoomed for different locations: (a) location id: 7007405576125440, (b) location id: 3003405590125670, (c) location id: 1001405588125680.

Figure 3.5: Change of patterns due to special events.
Figure 3.6: Weekly and daily seasonalties.
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3.2 Regressors

As it has been stated in previous sections, temperature and weather regressors have been obtained by hour scraping the web and the dates for the holidays regressor have been obtained from a dataset found on internet as well. After cleaning and preparing the data we obtain the three variables in the way we need them. In Figure 3.8, the representation of these three regressors for a period time of one week is plotted. The holidays signal has always the value of zero for this case since none of those represented days are holidays. Temperature is a numerical variable showing the degree Celsius per hour. The null values on temperature have been replaced by the temperature on the day before at the same hour. The weather is a categorical variable with 39 possible classes. Clustering on this variable in order to have less classes under the weather predictor have been tried but without observing any improvements in the performance of the models a part from less computing time.
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3.3 Data Transformation

The last attempt with the purpose of improving the models has been to apply some data transformation to the data representing the count of people in each location. Some of the models are known to perform better if the data have a particular distribution or if the data meet some specific conditions. For example, in previous sections when introducing the family of ARIMA models it has been stated why these models perform better with stationary data. Two main transformations to make data stationary are differencing and Box-Cox transformation [12]. With one lag differencing we can eliminate the trend of the data and with a seasonality lag differencing we can eliminate seasonalities. By applying Box-Cox transformation we can overcome heteroscedasticity and convert data to have constant variance. On the other hand, standardization and normalization transformations are highly used in machine learning models since models not only tend to work better but tend to be more interpretable.

Following, in Figures 3.9, 3.10, 3.11, 3.12, and 3.13, we plot the count of people for location 1001405588125680 during the period of time between the 14th of January of 2019 and the 20th of January of 2019 along with its
ACF, PACF and data distribution. In blue we have the plots before any transformation and in green after applying them.

For example, taking a look at the ACF and PACF it can be seen how trend (or level) and seasonality are eliminated after trend difference and seasonal difference respectively. In the Box-Cox case, the histogram of the data shows how the transformation changes the distribution to a normal distribution. Regarding normalization and standardization, the shapes of the plots do not change but the values of the signal are scaled correspondingly.
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Figure 3.10: Count of people before (blue) and after (green) applying seasonal difference.

Figure 3.11: Count of people before (blue) and after (green) applying Box-Cox.
Figure 3.12: Count of people before (blue) and after (green) applying normalization.

Figure 3.13: Count of people before (blue) and after (green) applying standardization.
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Implementation

In order to identify which models perform better in our data, we have developed an interactive tool to easily evaluate and compare the different models implemented. This tool has been implemented in a Jupyter Notebook coded in Python. The tool provides a user interface with different widgets in order to facilitate the usage for non-technical people. The user interface allows the user to select the locations, models, and several other options to analytically and graphically evaluate the different time series models. The user interface is represented in Figure 4.1. After we select all the options in the user interface and we run the code we could obtain the results to evaluate the models in different ways such as the plot of the forecasts, the analytic results of the different metrics, or some other extra features that will be explained below.

4.1 Input Interface

In this section we describe each of the options of the input interface shown in Figure 4.1.

- **Periodicity**: Daily or hourly depending on the granularity desired on the data.

- **Locations to evaluate**: The code automatically detects all the locations in the dataset selected and gives the option to select one or multiple locations to evaluate.

- **Visualization**: We can select to plot the forecasts of the models with two different python libraries: plotly or matplotlib.

- **Hours/ Days to forecast**: Number of hours or days to forecast depending if we have selected hourly or daily data.
Figure 4.1: User interface to select the locations, models and parameters to evaluate.

- **Verbosity**: Two levels of verbosity.
- **Model Selection**: Select one or more models to evaluate. If we select more than one we will be able to easily compare them.
- **Confidence level (%)**: Some of the models allow not only to forecast a value but an interval. This parameter selects the level of confidence of that interval.
- **Confidence Intervals**: Option to plot or not the forecasts of the models. For those models accepting confidence intervals they will be also plot with a shadow around the forecast.
- **Plot components**: Prophet and STS with TFP give the option to plot the different components of the signal and the forecast. If this parameter is selected and Prophet or TFP are used, the components will be plotted as well.
- **Add regressors**: Possibility to add one or more regressors (temperature, weather and holidays). Regressors are going to be used just for the multivariate models.
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- **Country**: Name of the country of the location to forecast. Required for the scraping of temperature and weather regresors in case we have selected them in the *Add regressor* option.

- **Location**: Name of the city to forecast. Required for the scraping of the temperature and weather in case we have selected them in the *Add regressor* option.

- **Transformation Selection**: Selection of the transformations to be applied to the data.

- **Diagnostics**: If selected, we will get the plot of the regressors with a vertical red line in those points where the error of the forecast is bigger than the 25%. This utility was included in order to identify if the regressors used were useful or not. The idea is that if the regressors have some kind of strange behaviour when the model has bigger errors it would be worth to try to correct the models with the regressors.

- **Error Analysis**: If selected, the residulas of the forecast will be plot in five different plots: residuals during time line, histogram, scatterplot with predicted values, autocorrelation, and Q-Q Plot.

- **Signal Analysis**: If selected, several plots of the main signal (before and after transformations) are plotted. Specifically, those plots are: signal during time line, histogram, ACF, PACF and stationarity tests.

4.2 Main Outputs

In order to evaluate the models we need to analyze the main outputs of the code implemented. These main outputs are basically two: the plot of the forecasts of the models and the graphical and analytic evolution of the metrics chosen. In Figure 4.2 the plots for the forecasts of all the models for a particular week on location 7007405576125440 are represented. In Table 4.1, the averages of the different cross-validation attempts for all the metrics and for the different locations and models are represented. Finally, in Figure 4.3, the evolution of the three metrics during six following cross-validation attempts on location 00140558812568 can be seen.

4.3 Additional Outputs

A part from the main outputs, some additional outputs can be plotted if selected in the user interface. These additional outputs have been created in
order to provide tools to better understand the models and to facilitate its improvement. Those additional outputs are: plot components, signal analysis, error analysis, diagnostics, and computing time. An example of each one of them can be seen in Figures 4.4, 4.5, 4.6, 4.7, and 4.8 respectively. Plot components represents each component of the STS model used by Prophet or TFP. With signal analysis we can basically take a look at the distribution of the signal and check if it is stationary. Error analysis is used to find if residuals follow normal distributions, and diagnostics serve to spot correlation between regressors and errors on the models. Finally, the analysis of computing time can give us an idea of the differences in terms of time needed to run each model.

Table 4.1: Average metrics for all the models for all three locations.
Figure 4.2: Forecast plot for a particular cross-validation attempt on location 7007405576125440 for each of the models implemented: (a) Prophet, (b) SARIMA, (c) SARIMA with fourier terms, (d) LSTM, (e) AR, (f) ES, (g) Persistence weekly, (h) Persistence yearly.
Figure 4.3: Evolution of the three metrics during six following cross-validation attempts for location 1001405588125680: (a) MAE, (b) MAPE, (c) MASE.
Figure 4.4: Decomposition of the different components of the signal forecast with Prophet.
Figure 4.5: Signal Analysis, before and after transformations, for the training data on location 1001405588125680 for a particular cross-validation attempt. The specific transformations performed are: Box-Cox, trend difference and standardization.

Figure 4.6: Error Analysis for a particular cross-validation attempt on location 1001405588125680 with sarima model.
Figure 4.7: Diagnostic for persistence model for a particular cross-validation attempt.

Figure 4.8: Computing timing of all the models for a particular cross-validation attempt on location 7007405576125440.
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Results

In this part of the thesis, the results of applying the models to the data provided are shown. Since there are no direct benchmarks, we defined a baseline model in order to have something to compare with. The baseline model used is the Persistence model explained in previous sections. As a reminder, the Persistence algorithm basically persists the observations for the same time in the previous season. In other words, our prediction for time $t$, will be $\hat{y}_t = y_{t-k}$ being $k$ the seasonality.

This project has basically focused on building a tool to easily test and compare the different models with time series data rather than to focus in tuning one particular model for a particular time series signal. All the best models for time series that we discovered in our research have been implemented and posteriori evaluated on the three different signals provided in the data of this thesis. It is important to emphasize that each of these models have a number of different parameters to be tuned and although a superficial tuning has been performed, the proper exhaustive tuning of all the models for each of the signals has been considered out of the scope of the thesis.

5.1 Evaluation

As mentioned before, to analytically compare the performance of the models we have used MAE, MAPE and MASE as metrics of evaluation for our models. Moreover, in order to obtain more accurate results for these metrics, all the results have been obtained with a walk-forward cross-validation.

The dataset that we want to evaluate contains fourteen month of data representing the amount of people by hour in three different locations in London. In particular, to compare the models, we have focused in the capacity of the models to predict the following week. That means that in the case
of the hourly data we have forecast the next 168 hours, and for the case of
daily periodicity the following seven days. For doing this, we have performed
six walk-forward cross-validation attempts taking as a test set each one of
the last six weeks of the dataset, starting with the week from 14\textsuperscript{th} to 21\textsuperscript{st} of
January 2019 and finishing on the week from 18\textsuperscript{th} to 25\textsuperscript{th} of February 2019.

First, we test all the models for each one of the three locations with the
hourly data and then we perform the same experiments with the daily data.
After this, for both cases, we select the location where we have obtained bet-
ter metrics and we take a closer look at it, meaning that we perform a grid
search of the combination of model, regressors and data transformation lead-
ing to better metrics. Specifically, we have focused on improving the metric
MASE. The procedure followed for both cases have been to start evaluat-
ing the models without data transformations and without regressors. Then,
applying the different transformations and combinations of those transfor-
mations leading to better MASE. And finally, applying the regressors to the
multivariate models and in case they help the models in terms of MASE,
we combine them with the best data transformations hoping to get better
performance.

In this thesis we have also measured computing timing of the models even
though our priority was in performance. The code implemented is able to
provide computing timing for every model and even though we are not going
into detail on that, it is worth to mention the bullet points about what we
saw. Thus, the model taking more time without regressors is the Structural
Time Series model implemented with TFP followed by SARIMA models, but
as we start to include regressors, it turns out that SARIMA models start to
perform really slow in comparison.

5.2 Results

5.2.1 Hourly data

Starting for the hourly data, the results of applying all the models to the
three locations are shown in Figures 5.1, 5.2, 5.3 and Table 5.1. Figures 5.1,
5.2 and 5.3 represent the evolution of the three metrics for all the cross-
validation attempts on all locations for all the models. Table 5.1 shows the
averages of the values plotted in the other three figures. From these plots, we
can devise that in the hourly case the models implemented do not seem to
perform much better than the Persistence (weekly) model. From Figures 5.1,
5.2 and 5.3 we can see that the performance of the models really depends on
the particular cross-validation attempt being forecast. Moreover, it can be
seen that even though some models tend to follow similar curves, meaning that they perform better for the same cross-validation attempts, others really do not show much correlation. It is also important to state that for the hourly case we have omitted the LSTM case since for some cross-validation attempts the code crashed. This should be analyzed in more detail as it is stated in future sections but has been considered out of the scope of this project due to the lack of time.

For simplicity we will focus on analyzing one of the metrics, the MASE. MASE gives values bigger than 1.0 for those models performing worse than the Persistence model and less than 1.0 for those performing better. In our case, looking at Table 5.1, we can see that just for location 7007405576125440 and 3003405590125670 SARIMA models are able to slightly outperform the Persistence model even though the difference is minuscule.

Table 5.1: Average of all cross-validation attempts for hourly data on all the locations.

<table>
<thead>
<tr>
<th>Location</th>
<th>Average MASE for all locations</th>
<th>Average MASE for location 7007405576125440</th>
<th>Average MASE for location 3003405590125670</th>
<th>Average MASE for all locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location 7007405576125440</td>
<td>1.089952</td>
<td>1.089952</td>
<td>1.089952</td>
<td>1.089952</td>
</tr>
<tr>
<td>Location 3003405590125670</td>
<td>1.089952</td>
<td>1.089952</td>
<td>1.089952</td>
<td>1.089952</td>
</tr>
</tbody>
</table>

At first look at table 5.1, results do not seem very promising. Now, we are going to focus more in deep in location 7007405576125440 which seems to be the one where our models perform better in general. Specifically, we will...
Figure 5.1: Evolution of the three metrics during six following cross-validation attempts for hourly data on location 1001405588125680: (a) MAE, (b) MAPE, (c) MASE.
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Figure 5.2: Evolution of the three metrics during six following cross-validation attempts for hourly data on location 3003405590125670: (a) MAE, (b) MAPE, (c) MASE.
Figure 5.3: Evolution of the three metrics during six following cross-validation attempts for hourly data on location 7007405576125440: (a) MAE, (b) MAPE, (c) MASE.
analyze more in detail this location applying different data transformations and using regressors on those models which permit it. Results of metric MASE for all the models without transformations and without regressors are plotted in Figure 5.4.

The results of the models after applying the different transformations one at a time can be seen at Figure 5.5. Some transformations improve the MASE of some models but no transformations seem to improve SARIMA models which are the ones performing better.

Since transformations do not improve the models we will take a look to the regressors. For the hourly data we have three external regressors as we explained in previous sections: holidays, temperature, and weather. Results after including the regressors to the models who permit it are represented in Figure 5.6. Taking into account that the models accepting regressors are: Prophet, SARIMA, SARIMA with Fourier Terms, and TensorFlow Probability, if we compare them with the results without using regressors in Figure 5.4, not big differences can be spotted. Particularly, for our best models which are SARIMA models, regressors do not seem to make any difference.

5.2.2 Daily data

Results of the evolution through each cross-validation attempt of the three metrics after applying all the models to each of the three locations for the daily data are shown in Figures 5.7, 5.8, and 5.9. In Table 5.2 the averages of each metric for each location and model are presented as well as the averages for all the locations evaluated.

As it happened for the hourly data, the performance on the evolution of the metrics really depends on the particular cross-validation attempt. At first look at Table 5.2, results do not seem very promising. As before, we are going to concentrate on analyzing the MASE metric and rapidly can be
Figure 5.5: MASE metric for all the models and different data transformation for hourly data on location 7007405576125440: (a) Without data transformations, (b) Box-Cox, (c) Seasonal difference, (d) Trend difference, (e) Standardization, (f) Normalization.
Figure 5.6: MASE metric for all the models without data transformation but using the holiday regressor on the multivariate models for hourly data on location 7007405576125440: (a) holidays, (b) temperature, (c) weather.
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Figure 5.7: Evolution of the three metrics during six following cross-validation attempts for daily data on location 1001405588125680: (a) MAE, (b) MAPE, (c) MASE.
Figure 5.8: Evolution of the three metrics during six following cross-validation attempts for daily data on location 3003405590125670: (a) MAE, (b) MAPE, (c) MASE.
Figure 5.9: Evolution of the three metrics during six following cross-validation attempts for daily data on location 7007405576125440: (a) MAE, (b) MAPE, (c) MASE.
### Table 5.2: Average of all cross-validation attempts for each model on location 7007405576125440 for daily data.

<table>
<thead>
<tr>
<th>Model</th>
<th>avg. MAPE for 1901406079130600</th>
<th>avg. MAPE for 2900638691051670</th>
<th>avg. MAPE for 7907140670123440</th>
<th>avg. MAPE all locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>persistence, year</td>
<td>0.149003</td>
<td>6.025069</td>
<td>3.535951</td>
<td>1.192306</td>
</tr>
<tr>
<td>ts</td>
<td>2.208511</td>
<td>6.401569</td>
<td>8.502370</td>
<td>2.851064</td>
</tr>
<tr>
<td>prophet</td>
<td>2.460156</td>
<td>1.842373</td>
<td>3.678949</td>
<td>1.688281</td>
</tr>
<tr>
<td>ss</td>
<td>2.026385</td>
<td>1.506152</td>
<td>3.079171</td>
<td>1.471758</td>
</tr>
<tr>
<td>ff, pr</td>
<td>1.408207</td>
<td>1.745853</td>
<td>3.751490</td>
<td>1.320972</td>
</tr>
<tr>
<td>ar</td>
<td>1.022575</td>
<td>1.418912</td>
<td>3.718489</td>
<td>1.219480</td>
</tr>
<tr>
<td>sarima, with, feature</td>
<td>1.278451</td>
<td>1.246225</td>
<td>3.905102</td>
<td>1.154706</td>
</tr>
<tr>
<td>sarica</td>
<td>1.003666</td>
<td>1.360202</td>
<td>3.894081</td>
<td>1.018415</td>
</tr>
<tr>
<td>persistence</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>avg. MAPE for 5901406951230600</th>
<th>avg. MAPE for 7903496591051670</th>
<th>avg. MAPE for 7907140670123440</th>
<th>avg. MAPE all locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>persistence, year</td>
<td>3.42710149</td>
<td>702.325858</td>
<td>2277.328958</td>
<td>2135.871315</td>
</tr>
<tr>
<td>ts</td>
<td>161.435993</td>
<td>654.240628</td>
<td>1765.668066</td>
<td>1293.259865</td>
</tr>
<tr>
<td>sarima, with, feature</td>
<td>1392.169591</td>
<td>993.770044</td>
<td>2181.121691</td>
<td>1226.101268</td>
</tr>
<tr>
<td>prophet</td>
<td>2236.230981</td>
<td>221.430844</td>
<td>1130.948502</td>
<td>1158.591025</td>
</tr>
<tr>
<td>sarica</td>
<td>1172.813489</td>
<td>1357.673935</td>
<td>2154.731718</td>
<td>1161.112973</td>
</tr>
<tr>
<td>ss</td>
<td>1527.712894</td>
<td>178.705293</td>
<td>1895.988290</td>
<td>1157.198689</td>
</tr>
<tr>
<td>ff, pr</td>
<td>143.260743</td>
<td>134.833817</td>
<td>2157.250011</td>
<td>1162.940657</td>
</tr>
<tr>
<td>ar</td>
<td>1298.211939</td>
<td>197.486201</td>
<td>1515.554646</td>
<td>984.640221</td>
</tr>
</tbody>
</table>
seen that just for the location 7007405576125440 models seem to perform better than the Persistence model, being Prophet the best, performing almost twice as good as the Persistence model. In Figure 5.10 the values on Table 5.2 are represented in form of a bar chart for the particular location 7007405576125440 and the MASE metric.

Having seen that, now this location will be analyzed as we did for the hourly case and therefore all the different transformations and regressors will be evaluated. Keep in mind that for daily data just the holidays regressor has been implemented.

After applying the different data transformations one at a time we discover that applying Box-Cox before Prophet gives the best MASE, being 0.56 (Figure 5.11). Now we combine Box-Cox with the other data transformations in order to see if they show any improvement. It turns out that some of they do, being the combination of Box-Cox and Normalization the best of all of them. As it can be seen in Figure 5.12, we have improved the MASE metric from 0.58 to 0.52.

Forgetting for a moment about data transformation we use the Holiday regressor on the multivariate models: Prophet, SARIMA, SARIMA with fourier terms, and STS with TFP. Results in Figure 5.13 show that the multivariate models show an improvement. Particularly, Prophet gives a 0.52 MASE instead of 0.58 without holidays.

Finally, we combine the holidays with the combinations of transformations performing better and we finally got the best performance of a 0.49 MASE obtained with Prophet, Box-Cox transformation and holidays regressor. These results can be seen in Figure 5.14.
Figure 5.11: MASE metric for all the models and different data transformations for daily data on location 7007405576125440: (a) Without data transformations, (b) Box-Cox, (c) Seasonal difference, (d) Trend difference, (e) Standardization, (f) Normalization.
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Figure 5.12: MASE metric for all the models and different data transformation combinations for daily data on location 7007405576125440: (a) WBox-Cox Seasonal difference, (b) Box-Cox Trend difference, (c) Box-Cox Standardization, (d) Box-Cox Normalization, (e) Box-Cox Standardization Normalization.
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Figure 5.13: MASE metric for all the models without data transformation but using the holiday regressor on the multivariate models for daily data on location 7007405576125440.

Figure 5.14: Combination of data transformation with regressors for daily data: (a) Box-Cox holidays, (b) Box-Cox and Normalization holidays, (c) Box-Cox and Standardization holidays.
Chapter 6

Discussion

In this section we discuss to what extend we have been able to answer the research questions asked at the beginning of the project. Remembering from the Introduction section we formulated three research questions:

- **Research Q1**: Is it possible to forecast future location occupancy using cell phone network data? If yes, how accurate are the forecasts obtained?
- **Research Q2**: Is there a single best model for the different locations?
- **Research Q3**: Are external variables useful in order to improve the performance of the models?

### 6.1 Applicability of location occupancy prediction

The most important question to solve in this thesis was if whether location occupancy prediction could be possible with the data provided and if it was the case, how accurate those forecasts could be. To measure the accuracy of our forecast we have used the main metrics for time series forecasting: MAE, MAPE and MASE, concentrating mainly on MASE. The first thing we have noticed is that the ability to forecast those signals really depends on each location we are trying to forecast. Some locations have more patterns in it than others and that leads to very different results. In this thesis we have analyzed all locations for all models and then we have focused on the location and models performing better. For both cases, hourly and daily, we have found that in general the location showing better performance was location 7007405576125440. The fact of location 7007405576125440 having...
better predictions than the others can be given to that it seems to be the more stable of the three during the whole period, as can be appreciate in Figure 3.3 of section 3. In the hourly case, the best model for this location has been SARIMA obtaining a MASE of 0.99, meaning that our best model performs almost equally as the Persistence Weekly model. For the daily data, the best model on location 7007405576125440 has obtained a MASE of 0.49, meaning that our best model is twice times better than the Persistence Weekly model. To decide if the predictions are good enough will depend on the level of accuracy required for the application where the model will be used.

6.2 Best models for the prediction task

The conclusion after analysing the results obtained in this thesis is that there is not an existing unique model performing better in all the cases. Results highly depend on the particular signal to forecast. As an example, for the daily data, the best model is Prophet for location 7007405576125440 and the Persistence Weekly for the other two locations.

Moreover, if we take a look to the different cross-validation attempts it can be seen that not always the same model is the best for all the cross-validation attempts in the same location.

Transformations and regressors also provide different performance on different models. For example, for the daily data, the best model is Prophet with the combination of Box-Cox transformation and Holidays regressor but this same combination is not the one performing better for SARIMAX models.

6.3 Effect of using external variables

External variables are not always useful on improving the performance of the models. Surprisingly, some models can perform better with a particular regressor while others perform worse with the same regressor.

For example, for the hourly case none of the regressors help the models to increase performance while for the daily case, holidays regressor has helped to slightly improve performance of the majority of the models even though not in all of them.

Therefore, due to these results obtained, not compelling assertions can be done to confirm that any of the regressors really have a substantial impact
on predictions. Moreover, another fact to take into account, specially for the hourly case, is that some models take much more time when using regressors.
Chapter 7

Conclusions

This thesis has investigate and quantified the ability to predict the number of people in three different locations in UK for a certain point in time in the future. The data used in this endeavour are the past values of the data to predict as well as external regressors obtained during the same period of time. The data of the number of people for the different locations have been provided by the telecommunication company who obtained it aggregating the cell phone data of its users.

To achieve this, the developed models should be able to outperform the baseline model called Persistence model, which basically creates predictions copying the values of the signal to predict from one seasonality in the past. This project has implemented eight different time series models a part from the baseline model. Some of them are univariate and some of them are multivariate. Data transformation has been performed before fitting the models and also regressors signals have been included on the multivariate cases aiming to improve the final performance. In order to find the best combination of model, regressors, and data transformation, the time series data for the three locations have been evaluated with all the models and combinations of data transformations and regressors performing better.

Taking a look at the results obtained in the Results section, some facts about the capacity of the models can be stated. There is just one location, 7007405576125440, and just for the daily case, were the models perform clearly better than the Persistence Weekly model. Therefore, even though deeper analysis with more data would be helpful, the results obtained do not give a very promising view about forecasting these type of signals without any other external information. Thus, the first conclusion is that results really depend on each particular location. The three signals seem to follow different patterns and the only common aspect of all of them seems to be the daily and weekly seasonality pattern. In contrary, bigger seasonalities, like
yearly seasonality, do not seem to be reflected in any of them.

Models also have big differences depending on the slot of time to forecast and there is no consensus on a singular model performing better for the three different locations. Some transformations seem to improve some models in some cases while the only regressor that shows improvement is the holidays regressor and just for the daily case.

Making use of the error analysis tool created in this thesis we can see that cross-validation attempts with worst predictions show non-normal residual distributions for all the models meaning that they are not able to capture some patterns of the signal. Another big issue with the code built is that processing hourly data can take very long time even if we dispose of a good machine.

Finally, we believe that some future work can still be done in order to keep improving the project. We have been quite ambitious in this project and we have tackled all the most trendy models for time series in order to achieve the best possible results. Consequently, each model has only been analyzed in its surface and they have not been deeply tuned. Some future work around analyzing each model and tuning it in more detail should be done in order to extract more concise conclusions. The code implemented provides several tools explained in the Implementation section that can serve the analysts to understand better the signals in order to define better models. Bigger amount of computing resources will be needed in order to make this further tuning investigation doable since especially for the hourly case it takes very long time to run the models with cross-validation. One option to try in order to improve accuracy could be to perform ensemble of the models since it can be observed that not all the models are correlated when forecasting the different cross-validation attempts. Experimentation with multivariate predictions using different locations as variables could be worth to try, the VARMAX model seems to be able to do that. It would be also interesting to try different forecasting lengths since this project has just analyzed the one week case. And last but no least, due to the fact that signals show some strange peaks, some outlier detection techniques could be tried out which hopefully could improve the performance of the models.
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Appendix A

Backshift notation

Backshift notation is an easy and useful way to define time series models with lags. $B$ is the backshift operator and is used to represent a delay on a signal. In other words, $B$, operating on $y_t$, has the effect of shifting the data back one period.

$$B y_t = y_{t-1}. \quad (A.1)$$

And consequently, two applications of $B$ to $y_t$ shifts the data back two periods:

$$B(B y_t) = B^2 y_t = y_{t-2}. \quad (A.2)$$

Backward shift operator is convenient for describing the process of differencing. A difference between a signal and itself lagged one period would be represented by $(1 - B)$:

$$y'_t = y_t - y_{t-1} = y_t - B y_t = (1 - B)y_t. \quad (A.3)$$

Similarly, a second order difference would be represented as:

$$y''_t = y_t - 2y_{t-1} + y_{t-2} = (1 - 2B + B^2)y_t = (1 - B)^2y_t. \quad (A.4)$$

Therefore, extrapolating we obtain that the $d$th-order difference can be written as

$$(1 - B)^d y_t. \quad (A.5)$$

Backshift notation becomes very useful when combining differences, as the operator can be treated using ordinary algebraic rules. For example, a seasonal difference followed by a first difference can be written as

$$(1 - B)(1 - B^m)y_t = (1 - B - B^m + B^{m+1})y_t$$

$$= y_t - y_{t-1} - y_{t-m} + y_{t-m-1}. \quad (A.6)$$