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Chapter 1

Introduction

Since the discovery of graphene in 2004, an enormous amount of attention has been paid on two-dimensional (2D) materials such as transition metal dichalcogenides (TMDs) for their unique electronic, optical, and mechanical properties [1–5]. In particular, the prototypical MoS$_2$ is a famous member of TMDCs library in its monolayer structure due to the direct optical band gap which has created new opportunities for (opto) electronic devices [6].

Defects, produced unintentionally during fabrication and measurements [7, 8] or intentionally using electron and ion beam irradiation [9], are an inseparable part of crystal structures. In cases where the performance of devices strongly depends on the quality of the sample, the introduction of defects deteriorates noble features. Different types of defects can also be used to create new functionalities and improve material properties. Examples include managing the electronic properties and the thermal properties [10, 11]. Therefore, it is always important to understand the types, concentration and even arrangement of defects in structures.

First-order nonresonant Raman spectroscopy is a non-destructive tool that makes it possible to understand the sample quality and even defect quantity. Experimentally, this technique is based on the measurements of scattered light intensity and frequency. Theoretically, one can calculate Raman spectra from density functional theory (DFT), where the change of medium polarizability resulted by vibrational modes is studied. Of course, this approach is computationally too heavy for defect calculations with large supercells (SCs). Then, it is essential to develop a new Raman spectra simulation method to study practical problems.

In this study, we first introduce recent researches into MoS$_2$ and the motivation of research. Then, the theoretical background is discussed in chapter 2. Chapter 3 contains the symmetry point group information and provides our model to study lattice vibrations. The detailed analyses of results, including the phonon dispersion curve, the simulated Raman spectra, and the role of defects in the shape of the Raman spectra can be found in chapter 4. Finally, we conclude in chapter 5.

1.1 Motivation

As mentioned above, Raman spectroscopy provides a wealth of information about sample quality. Although the Raman spectra of pristine monolayer MoS$_2$ has been intensely
investigated, there are still problems/questions for defective monolayer MoS$_2$ to answer about. For example, how to understand (i) the shifts of prominent Raman-active modes, \(\text{in-plane } E_g \text{ at } 390 \text{ cm}^{-1} \) and \(\text{out-of-plane } A_{1g}^1 \text{ at } 409 \text{ cm}^{-1} \), observed \([12]\) in bulk MoS$_2$, (ii) the changes in broadening and isotropic shape of peaks, (iii) the advents of new peaks appeared due to the absence of momentum conservation. Specifically, it is desirable to find out which type of defect at which concentration and arrangement are able to shape Raman spectra.

The understanding of such a correlation between defect concentration, arrangement, and type in a Raman spectrum is highly demanding by DFT. Few computational studies have been carried out \([13, 14]\). A common problem in all of these is the high concentration of defects, necessitated by the fairly small size of the SC that also limits the randomness. For the number of atoms \(N\) (and minimum accessible defect concentration \(N^{-1}\)), the number of displacements is \(3N\), and the semilocal DFT calculations generally scale as \(N^3\), thereby yielding the total computational cost scaling as \(N^4\). In 2D materials, the scaling with respect to the SC size \(m \times m\) is then \(m^8\).

Making use of the recent improvement in computational Raman spectroscopy proposed by Hashemi \textit{et al.} \([15]\), who applied mass-approximation and projection operators to make Raman spectroscopy possible for the study of alloys and impurities, we evaluate Raman spectroscopy for large scale defective monolayer MoS$_2$ using empirical potential (EP) as the restoring force calculator. Owing to the reliable empirical potential, the speed of computational time and amount of required resources decreases significantly. Thus it also lets us to directly consider the effects of all various types of vacancies and anti-sites that gives a good opportunity to have a more realistic view on the effects of defects.

By using EP for calculations, we get the chance to further study the origin of the shifts of prominent Raman-active modes, as well as the formation of new peaks by defects. By carefully analyzing and testing all the possible influencing factors behind the phenomenons mentioned above, this work will provide us a better understanding of the role of defects for the lattice structure and vibrational modes. Once our results show the effect of one kind of defects on shifting the Raman modes or formation of new peaks in specific frequencies, they will help in experiments by providing fingerprints to detect and identify defects.
Chapter 2

Theoretical Background

In this chapter, we go through the theoretical concepts of phonon and Raman scattering. Then, we introduce the concepts of the phonon density of states (DOS), Γ-weighted density of states (GDOS), and Raman-active Γ-weighted density of states (RGDOS).

2.1 Phonons

Vibrational properties of solids are central for a large number of physical phenomena, including phase stability and thermal conduction. In crystalline solids, the vibrational motion of atoms is periodic and commonly described using vibrational modes (phonons)—quasi-particles that represent collective excitations of the lattice. It is well known that phonons obey the Bose–Einstein statistics [16]. In thermal equilibrium, the average number of phonons with frequency $\omega_i$ is

$$n(\omega_i) = \frac{1}{e^{\hbar\omega_i/k_B T} - 1}. \quad (2.1)$$

It is noteworthy that the phonon behavior of a kind of material mostly depends on the symmetry of its structure. Following from the lattice translational periodicity, $f(\mathbf{r} + \mathbf{T}) = f(\mathbf{r})$, the problem of the dynamics of the atoms is reduced to that in a primitive unit cell. To simplify the problem of atomic vibrations, we make two approximations:

(i) **Adiabatic approximation**

It is convenient to visualize an atom in a solid in terms of ion cores and valence electrons. As ion cores are much heavier than electrons, their motion can be treated separately. As a consequence of this approximation, the motion of ion cores is determined in a potential field generated by the average motion of electrons. While dealing with the motion of electrons, it is assumed that ion positions are fixed.

(ii) **Harmonic approximation**

The potential energy of a solid can be represented by the Taylor expansion of the potential energy surface in tiny ionic displacements $\mathbf{u} = \mathbf{R} - \mathbf{R}_0$ away from the equilibrium positions $\mathbf{R}_0$, as shown in fig.2.1,

$$V = V_0 + \Phi_0^\alpha u_i^\alpha + \frac{1}{2} \Phi_{ij}^{\alpha\beta} u_i^\alpha u_j^\beta + \frac{1}{3} \Phi_{ijk}^{\alpha\beta\gamma} u_i^\alpha u_j^\beta u_k^\gamma + \cdots, \quad (2.2)$$

where $\Phi_0^\alpha = \frac{\partial V}{\partial u_i^\alpha}$, $\Phi_{ij}^{\alpha\beta} = \frac{\partial^2 V}{\partial u_i^\alpha \partial u_j^\beta}$, $\cdots$ are the force constants corresponding to the increasing orders of the expansion. Latin indices $i$ indicate atomic labels, while Greek indices $\alpha$ run
over the Cartesian coordinates \(x, y, z\). \(V_0\) is a constant term (reference potential) which is commonly ignored when dealing with lattice dynamics. The first-order force constant is also dropped since the expansion in displacement is made around an equilibrium lattice configuration with vanishing forces. Truncating the potential after the second-term results in the harmonic approximation. In this classical picture, an atom in the crystal vibrates as a three-dimensional (3D) simple harmonic oscillator joined by harmonic springs to its neighbors. In the harmonic approximation, we have non-interacting phonons with an infinite lifetime.

To describe the lattice dynamics problem in the harmonic approximation, which results in the relationship between the energy of a phonon and its wave vector, we first consider a linear chain of atoms and then extend the idea to a general form of 3D lattices.

### 2.1.1 Diatomic linear chain

First, let us introduce the basic phonon properties by using a simple model [17], a one-dimensional crystal with two different types of atoms \(A\) and \(B\) which constitute the unit cell. For all the atoms to have an identical environment, let us assume a closed chain so that the \((N + 1)\)th atom is the 1st atom, \(i.e.,\) a condition for periodicity. We also suppose that the equilibrium distance between two neighboring atoms (lattice vector) is \(a\) and only nearest-neighbor forces are significant. Once there is vibration, every atom will gain a small shift \(u\). For instance, the 2\(n\)th atom shifts by \(u_{2n}\). The details are shown in fig.2.1.

Following Newton’s second law and Hooke’s law, the equation of motion of the 2\(n\)th and (2\(n + 1\))th atoms, with masses \(M\) and \(m\), respectively, can easily be written as

\[
\begin{align*}
M \frac{d^2 u_{2n}}{dt^2} &= K (u_{2n+1} + u_{2n-1} - 2u_{2n}) \\
m \frac{d^2 u_{2n+1}}{dt^2} &= K (u_{2n} + u_{2n+2} - 2u_{2n+1})
\end{align*}
\]  
(2.3)

![Figure 2.1: Diatomic linear chain with alternating masses \(m\) (blue balls) and \(M\) (red balls). The upper row is in equilibrium and the lower row is a snapshot of a vibrating chain.](image)
where $K$ is the nearest-neighbor force constant. For a periodic potential, the normal modes of vibrations are expressed as travelling waves obeying the Bloch theorem:

$$
\begin{align*}
    u_{2n} &= Ae^{i(\omega t - 2naq)} \\
    u_{2n+1} &= Be^{i(\omega t - (2n+1)a_q)}
\end{align*}
$$

(2.4)

where $q$ is the wave vector, $\omega$ is the angular frequency of the wave, $A$ and $B$ are the amplitudes of motions of the $2n$th and $(2n + 1)$th atoms, respectively. Inserting eq.2.4 in eq.2.3, solutions can be found by solving

$$
\begin{align*}
    (M\omega^2 - 2\beta) A + 2\beta \cos(aq) B &= 0 \\
    2\beta \cos(aq) A + (m\omega^2 - 2\beta) B &= 0
\end{align*}
$$

(2.5)

If there are solutions for eq.2.5, it’s secular equation should be zero:

$$
|D_{ij} - \omega^2 \delta_{ij}| = 0.
$$

(2.6)

Note that $D$ is called as the dynamical matrix, which is deeply introduced later on. This 1D chain has only $1 \times 2 = 2$ phonon modes since each atom has only one degree of freedom. This corresponds to the size of matrix $(2 \times 2)$, too. One can solve eq.2.6 between the wave vector and the frequency,

$$
\omega^2 = \beta \left( \frac{1}{M} + \frac{1}{m} \right) \pm \beta \sqrt{\left( \frac{1}{M} + \frac{1}{m} \right)^2 - \frac{4 \sin^2 aq}{Mm}}.
$$

(2.7)

Here, the ”+” part of eq.2.7 is the optical branch, and the ”−” part is the acoustic branch. The phonon dispersion curves that show the relation between the frequency of normal vibrational modes and wave vectors along high-symmetry directions are shown in fig.2.2. It is worth to note that (i) the dispersion curve shows the translational symmetry in $q$ space: $\omega(q + G_n) = \omega(q)$, where $G_n$ is the magnitude of a reciprocal lattice vector corresponding to the chain, and (ii) $\omega(q)$ is a symmetric function between $q$ and $-q$. Each $q$ value represents a phonon with energy $\hbar \omega(q)$.

![Figure 2.2: Phonon dispersion curves of a 1D chain with two different types of atoms.](image-url)
2.1.2 General form of phonon dispersion relations

The main part of the derivation in this section is from reference [17].

Consider a crystal with $N$ atoms per unit cell, and let $u(lb)$ represent the displacement vector of the $b$th atom in the $l$th unit cell. Eq. 2.2 can be rewritten as

$$V = V_0 + \sum_{lb\alpha} \frac{\partial V}{\partial u_{\alpha}(lb)}|_0 u_{\alpha}(lb) + \frac{1}{2} \sum_{lb'\alpha'\beta} \frac{\partial^2 V}{\partial u_{\alpha}(lb) \partial u_{\beta}(lb')}|_0 u_{\alpha}(lb) u_{\beta}(lb') + \cdots$$

As mentioned above, in the harmonic approximation we have

$$V = \frac{1}{2} \sum_{lb'\beta} \sum_{\alpha\beta} \frac{\partial^2 V}{\partial u_{\alpha}(lb) \partial u_{\beta}(lb')}|_0 u_{\alpha}(lb) u_{\beta}(lb').$$

Then the equation of motion becomes a generalisation of eq. 2.3

$$m_b \ddot{u}_{\alpha}(lb) = -\sum_{lb'\beta} \Phi_{\alpha\beta}(lb; lb') u_{\beta}(lb'),$$

(2.8)

where $\Phi_{\alpha\beta}(lb; lb') = \frac{\partial^2 V}{\partial u_{\alpha}(lb) \partial u_{\beta}(lb')}|_0$ denotes the interatomic force constant matrix, $m_b$ is the mass of the $b$th atom, and $\alpha = x, y, z$. In fact $\Phi_{\alpha\beta}(lb; lb') u_{\beta}(lb')$ represents the negative of the linear force on the atom $(lb)$ along the $\alpha$ direction due to a unit of displacement of the atom $(lb')$ along the $\beta$ direction and it obeys two important symmetry relations.

From the lattice translational symmetry we have

$$\Phi_{\alpha\beta}(lb; lb') = \Phi_{\alpha\beta}(0b; (l' - l)b'),$$

and the infinitesimal translation invariance of the crystal leads to

$$\Phi_{\alpha\beta}(lb; lb) = -\sum_{lb' \neq lb} \Phi_{\alpha\beta}(lb; lb').$$

The latter equation means when all atoms are equally displaced, there is no force on any atom. Using the lattice translational symmetry, eq. 2.8 can be expressed as

$$m_b \ddot{u}_{\alpha}(lb) = -\sum_{lb'\beta} \Phi_{\alpha\beta}(0b; lb') u_{\beta}(lb').$$

(2.9)

To solve eq. 2.9, we try a solution of the form

$$u_{\alpha} = \frac{1}{\sqrt{m_b}} \sum_{q} U_{\alpha}(q; b) e^{i(q \cdot x(l) - \omega t)},$$

where $x(l)$ is the equilibrium position vector of the $l$th unit cell and $U_{\alpha}(q; b)$ is independent of $l$. By substituting this into eq. 2.9 we get

$$\omega^2 U_{\alpha}(q; b) = \sum_{b'b} D_{\alpha\beta}(bb'; q) U_{\beta}(q; b'),$$

(2.10)
where \( D_{\alpha\beta}(bb'; q) \) is the dynamical matrix and is expressed as \([18]\)

\[
D_{\alpha\beta}(bb'; q) = \frac{1}{\sqrt{m_bm'_b}} \sum_{l'} \Phi_{\alpha\beta}(0b; l'b') e^{i(q \cdot x(l'))}.
\]

Since \( D \) is Hermitian, eq. 2.10 produces \( 3N \) real eigenvalues \( \omega^2(q, s) \), where \( s = 1, 2, 3, \ldots, 3N \). We consider \( \omega(q, s) \) as real to meet the stability of the crystal. From the time reversal symmetry it follows

\[
\omega^2(q, s) = \omega^2(-q, s),
\]

and hence

\[
\omega(q, s) = \omega(-q, s),
\]

which meets the observation (ii) of section 2.1.1.

For each of the \( 3N \) eigenvalues \( \omega^2(q, s) \) corresponding to a given \( q \) there exist an eigenvector \( e(b; q, s) \), which is the normalized \( U \) term in eq. 2.10. Thus eq. 2.10 can be written as

\[
\omega^2(q, s)e_\alpha(b; q, s) = \sum_{bb'} D_{\alpha\beta}(bb'; q)e_{\beta}(b'; q, s).
\] (2.11)

The components of \( e(b; q, s) \) satisfy the following orthogonality and completeness relations:

\[
\sum_{bb'} e^*_\alpha(b; q, s)e_\alpha(b; q, s') = \delta_{ss'},
\]

\[
\sum_s e^*_\beta(b'; q, s)e_\alpha(b; q, s) = \delta_{bb'}\delta_{\alpha\beta}.
\]

The complete solutions to the eigenproblem in eq. 2.11 are sought in terms of \( \omega = \omega(q, s) \) (called the phonon dispersion relation for eigenvalues) and \( e = e_s(q) \) (the dispersion relation for eigenvectors). The index \( s \) corresponds to the \( sth \) branch in the order of the increasing frequency and it changes in the range of degree of freedoms, as mentioned before. For 3D cases, there will be three acoustic branches such that \( \omega(q) \to 0 \) as \( q \to 0 \) and \( 3N - 3 \) optical branches, where \( N \) is the total number of atoms, such that \( \omega(q) \to \) constant as \( q \to 0 \). Atomic vibrations corresponding to any of the branches can be either constant as longitudinal (atoms vibrate along the wave propagation direction), i.e., \( e \parallel q \) or transverse (atoms vibrate perpendicular the direction of wave propagation), i.e., \( e \perp q \) or a mixture of both. Later, we will discuss the information that can be extracted from phonon dispersion curves in depth.

### 2.1.3 Phonon density of states

One of the most important quantities related to the study of lattice dynamics is the phonon density of states (DOS). It is defined as the number of phonon states between the frequencies \( \omega \) and \( \omega + d\omega \), or equivalently, between the wave vectors \( q \) and \( q + dq \). Assume that the dispersion relation in a crystal is known, then a general expression for DOS can be obtained by using the periodic boundary conditions:

\[
u(r) \equiv u(r + la_x \hat{x}),
\]
\[ u(r) \equiv u(r + ma\hat{y}), \]
\[ u(r) \equiv u(r + na\hat{z}), \]

where \((l, m, n)\) are integers and \((a_x, a_y, a_z)\) are the primitive unit cell lattice constants in \((\hat{x}, \hat{y}, \hat{z})\) directions, respectively. Thus, \((la_x, ma_y, na_z)\) represents the size of SC. Inspired by the solution mentioned in section 2.1.2, for example in \(\hat{x}\) direction, one can obtain

\[ e^{i(q_xx + q_yy + q_zz)} = e^{i(q_x(x + la_x) + q_yy + q_zz)}. \]

Thus \(q_x = \frac{2\pi n}{la_x}\), where \(n = 0, \pm 1, \pm 2, \ldots\), are the allowed \(q_x\) values with one \(q\) confined to a length of \(\frac{2\pi}{la_x}\). Similarly, using also the conditions for the \(\hat{y}\) and \(\hat{z}\) directions result in a volume \(\Omega = \frac{8\pi^3}{la_x ma_y na_z} = \frac{8\pi^3}{V}\) that confines one \(q\) point.

Clearly, to derive an expression for DOS we need to find the number of \(q\)-values, \(g(q)\), in the range \(dq\) or correspondingly the number of frequencies, \(g(\omega)\), in the frequency interval \(d\omega\). Consider two surfaces of constant frequencies \(\omega\) and \(\omega + d\omega\). Assume an elementary area \(dS_\omega\) on the surface \(\omega\) that makes the element of the cylinder that connects the surfaces. The volume of this cylinder with height \(dq\) is

\[ \int dS_\omega dq = \int dS_\omega \frac{d\omega}{|\nabla_q \omega|}, \quad (2.12) \]

where we have used the fact that \(\nabla_q \omega\) is perpendicular to the constant \(\omega\) surface.

Since a unit volume in the \(q\)-space per \(q\) value is \(\frac{1}{V} = \frac{V}{8\pi^3}\), where \(V\) is the volume of solid, then the number of \(q\)-values in the cylinder volume is

\[ g(\omega) = \frac{V}{8\pi^3} \times \text{volume of cylinder} \equiv \frac{V}{8\pi^3} \int dS_\omega \frac{d\omega}{|\nabla_q \omega|}. \]

In numerical calculation, since the the number of mesh points is finite, one can use the follow equation

\[ g(\omega) = \text{constant} \times \sum_{q_v, s} \Theta(\omega - \omega(q_v, s)), \quad (2.13) \]

where FBZ is the abbreviation of the first Brillouin zone, and

\[ \Theta = \begin{cases} 1, & \text{for } |\omega - \omega(q_v, s)| \leq \frac{\Delta \omega}{2} \\ 0, & \text{otherwise} \end{cases}. \quad (2.14) \]

### 2.2 Raman effect

The general explanation of the Raman effect is known as the interaction of the incident light of energy \(\hbar \omega_i\) with the crystal to create or destroy one or more phonons and the energy \(\hbar \omega\) gained or lost by the lattice is compensated by a decrease or increase in the scattered light energy \(\hbar \omega_s\) \((\omega_s = \omega_i \pm \omega\)). The part of the scattered light of lower frequency than the incident light is called the Stokes component, while the part of the scattered light of higher frequency is called anti-Stokes component. When the temperature of the medium is zero \((T = 0 \text{ K})\), no lattice vibrations exist and we assume that only the Stokes part of
the scattering is activated. Two noteworthy points about Raman spectroscopy are (i) for a first-order Raman scattering, one considers only one phonon involved in the scattering processes, and (ii) when the energy of the applied incident light becomes less than the optical band gap of the medium (material), one can ignore electrons in the scattering processes.

As mentioned in section 2.1.2, the phonon wave vector can take on any value lying in the FBZ, the maximum value being of the order of $\frac{\pi}{a}$, where $a$ is the lattice constant. For example, for monolayer MoS$_2$ it is typically of the order of $1 \times 10^8$ cm$^{-1}$. Incident light with a wave number of $2 \times 10^4$ cm$^{-1}$ (vacuum) has a wave vector inside the crystal of order $3 \times 10^4$ cm$^{-1}$ (in-material) (wave vector = refractive index × wave number in vacuum) and for scattering of light through 90$^\circ$, wave vector conservation requires the wave vector of phonon created to be $\sim \sqrt{2} \times 3 \times 10^4$ cm$^{-1}$. This is small compared to $\frac{\pi}{a}$. In other words, the important phonons in the first-order Raman effect have wavelengths very long compared to the lattice constant, i.e., they are close to the Γ-point (center of the FBZ). This leads to a great simplification in the discussion of their properties.

Let us consider all phonons at the center of FBZ of a pristine crystal. Among optical phonons, which are excited and can be candidates of scattering, those modifying the response of crystal to the electromagnetic field of incident light are called as Raman-active modes. To simplify, in the macroscopic point of view, consider a medium or crystal with electric susceptibility $\chi$ that should be a second rank tensor in general. The incident electromagnetic field is defined as

$$E_i(r,t) = E_i(k_i, \omega_i) \cos(k_i \cdot r - \omega_i t)$$

leading to polarization

$$P(r,t) = P_i(k_i, \omega_i) \cos(k_i \cdot r - \omega_i t) = \chi(k_i, \omega_i)E_i(k_i, \omega_i) \cos(k_i \cdot r - \omega_i t).$$

In the lattice, we have a set of phonons, each with an atomic displacement vector $u(r,t)$, that can be described as

$$u(r,t) = \sum_{k_i} u(k_i, \omega_i) \cos(k_i \cdot r - \omega_i t).$$

Now, we can expand $\chi(k_i, \omega_i)$ in $u(k_i, \omega_i)$

$$\chi(k_i, \omega_i) = \chi_0(k_i, \omega_i) + \frac{\partial \chi}{\partial u} u(k_i, \omega_i) + \cdots$$

and in the first-order level of approximation obtain the change in polarization induced by the phonon:

$$P_{ind}(k_i, \omega_i, u) = \frac{\partial \chi}{\partial u} u(k_i, \omega_i) E_i(k_i, \omega_i).$$

For the Γ-point and by replacing the component $u(k_i, \omega_i)$ with the component $e(\langle b_1; 0, s \rangle$ which was mentioned in eq.2.11, eq.2.15 can be written as

$$P_{ind}(e) = \frac{1}{2} \frac{\partial \chi}{\partial e(\langle b_1; 0, s \rangle e(\langle b_1; 0, s \rangle E_i.$$  

(2.16)
Finally, the intensity is proportional to [19]
\[ I_s \sim | e_i \cdot \frac{\partial \chi}{\partial e(b; 0, s)} e(b; 0, s) \cdot e_s |^2, \]  
(2.17)
where \( \frac{\partial \chi}{\partial e(b; 0, s)} e(b; 0, s) \) gives the elements of the Raman tensor, \( R \), that is shaped by following the symmetry of crystal. It is worth mentioning that the same approach can be applied for defective structures.

### 2.3 First Brillouin zone unfolding

To study realistic and sensible levels of impurity concentrations and arrangements, we exploit the SC approach to model different structures. The primitive cell (PC) is multiplied, e.g. by \( M_x \times M_y \times M_z \) in different directions, as large as required and possible to calculate. Following the relation \( \exp(iG \cdot T) = 1 \), that maps a real space into the corresponding reciprocal space, the SC FBZ comes out smaller in a scale of \( \frac{1}{M_x} \times \frac{1}{M_y} \times \frac{1}{M_z} \). In addition, the number of phonons becomes to \( 3n \times M_x \times M_y \times M_z \), where \( n \) denotes number of atoms in PC. This is illustrated in fig.2.3 for monolayer MoS\(_2\) with \( M_x = M_y = N \). As a result of folding, the phonon dispersions get complicated and extremely hard to discuss. To be directly compared with either experiment (e.g., inelastic neutron scattering) or pristine system, one needs to unfold SC BZ into the FBZ of PC. The main advantage of this method is the ability to handle systems with the breaking of spatial translational symmetry. In order to unfold phonon dispersion curves, two steps need to be taken as follows:

(i) Finding the corresponding \( q \) in the PC BZ to each \( Q \) of the SC BZ.

![Figure 2.3: FBZ of monolayer MoS\(_2\), extracted from [20]. The black lines represent the FBZ of SC. The red, green and blue lines are the Brillouin zones (BZ) of PC corresponding to SCs of \((3N-1) \times (3N-1)\), \(3N \times 3N\) and \((3N+1) \times (3N+1)\), respectively.](image-url)
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Let us use $r_b$ and $R_{lb}$ to represent the atom position vectors in PC and SC, respectively, where $b = 1, 2, \ldots, n$ and $l = 1, 2, \cdots M_x \times M_y \times M_z$. The vectors obey the relation $R_{lb} = r_b + T_l$. Vectors $T_l$ are the PC lattice point vectors. In the reciprocal space, the phonon wave vectors for PC and SC are denoted by $q$ and $Q$, respectively. They obey a similar relation

$$q = Q + G_l.$$

The vector $G_l$ is the reciprocal lattice point for SC.

(ii) Projection of the SC eigenfunctions on the PC counterparts

Now, suppose there are $J$ vibrational modes in SC and $I$ in PC. At the $Q$ point in SC BZ (corresponding to the $q$ point in PC BZ), we want to find the unfolded $i$th mode ($i = 1, 2, \cdots, I$) of PC among all the SC modes. The way is to project all modes between SC and PC. Because of the orthonormality of the eigenfunctions, it is easy to find that the projection weight is a value between 0 and 1. If the SC is pristine, there will be one mode of SC in the $Q$ point for which the eigenvector is the same as the one of the PC mode in the $q$ point. It means that the projection weight between these two modes' eigenfunctions is 1. It is natural to define the projection weight as follow:

$$w_{ij}^{2, Q}(q) = |\langle e_{PC,i}^{PC} | e_{SC,j}^{SC} \rangle|^2 = \left| \sum_{l,b} e_{PC}^{PC}(0b; q) e_{SC}^{SC}(lb; Q) \right|^2.$$  (2.18)

Where $j = 1, 2, \cdots, J$, and the summation is over all the atoms. Note that in this method, the knowledge of eigenfunctions in PC is needed. Besides this unfolding method, there is another unfolding method, where the basic idea is to do the projections on the plane waves [21].

2.4 RGDOS

In section 2.2 we mentioned that simulation of Raman spectra requires an enormous amount of resources, especially when the cell size is large. In this thesis, we mainly want to simulate large SCs with randomly distributed defects. Therefore it is nearly impossible to evaluate all the terms required in eq.2.17. Thus we need a cheaper way to calculate Raman spectra. In reference [22], Baroni et al. found that the GDOS (Γ-point weighted density of states) of PC can be used to approximate Raman spectra closely. However, this method requires that the frequencies of Raman-active modes and Raman-inactive modes are clearly separated. Here, we introduce the RGDOS (Raman intensity-weighted GDOS) [15] approximation.

The RGDOS calculation is based on the projection of SC modes to the Raman-active PC modes at the Γ point. The expression of the projection weight is eq.2.18, where $e_{PC}$ only represents Raman-active eigenfunctions of PC, in which $q = 0$.

When the symmetry of the defective SC does not heavily break, the modes in the SC with the same symmetry of Raman-active modes as in PC can be considered as Raman-active modes. Since the first-order Raman-active modes are only at the Γ point, the Raman-active modes of SC are folded to Raman-active modes of PC at the Γ point. Then RGDOS projection selects the Raman-active modes by the projection. Note that since the break of symmetry and the folding effect, some vibrational modes which were not
Raman-active before will be no more orthogonal to the Raman-active modes at the Γ point, and have then contributions to the Raman spectrum.

Thus, the RGDOS can represent the first-order Raman spectrum. The Raman tensor of a SC mode can be obtained by multiplying the Raman tensors of the PC modes with their projection weights. i.e.,

$$R_{SC,j} = \sum_i w_{ij} R_{PC,i},$$  \hspace{1cm} (2.19)

Note that the sum only goes over all PC Raman-active modes. Thus with eq.2.17, the Raman intensity is

$$I_{SC,j} \sim \sum_i w_{ij}^2 I_{PC,i}. \hspace{1cm} (2.20)$$

Note that in the above equation we assume that the cross terms $$\sum_i \sum_{j \neq k} (e_s \cdot w_{ij} R_{PC,i} \cdot e_i) (e_s \cdot w_{kj} R_{PC,k} \cdot e_i)$$ are small and can be neglected. Eq.2.19 and eq.2.20 show that the RGDOS can represent the first-order Raman spectrum. In this thesis, what we are interested in is actually the frequencies of the Raman peaks, and in the RGDOS method, the frequencies for all the vibrational modes are known. Thus one can find the frequencies of simulated Raman peaks easily.
Chapter 3

Computational details and models

In this chapter, we first list various monolayer MoS$_2$ structures and their possible defects. Then, we introduce the empirical potential (EP) used in classical molecular dynamics (MD) calculations. To crosscheck results, we exploit the DFT framework discussed at the end of this chapter.

3.1 Structural properties

Monolayer molybdenum disulfide (1L-MoS$_2$) is a 2D crystal, consisting of three hexagonal atomic sheets. Each Mo plane is sandwiched by two S planes, and the atoms are bonded covalently. In the bulk structure, monolayers interact by weak van der Waals (vdW) forces that allow the exfoliation of bulk down to 1L-MoS$_2$. Structurally, the pristine 1L-MoS$_2$ has three stable phases with different electronic properties that are introduced as follows.

Octahedral phase

The octahedral phase MoS$_2$ has a trigonal symmetry and corresponds to the octahedral coordination of metal atoms and conventionally one refers to it as the 1T phase. The $d^2sp^3$ hybridization of the Mo atom is expected. It results in the $D_{3d}$ point symmetry group with trigonal symmetry in which one S-Mo-S unit is in the unit cell within the octahedral coordination [23]. In this phase, one layer of sulfur atoms is shifted compared to the other sulfur layer. The DFT-calculated Mo-S bond length is 2.43 Å, and the Mo-Mo distance is 3.18 Å [24], as shown in fig.3.1 (a). It is worthy to note that, the 1T phase MoS$_2$ has no band gap and it is a metallic material.

Distorted octahedral phase

 Experimentally, under ambient conditions, the 1T phase of 1L-MoS$_2$ is unstable and usually becomes distorted (the 1T’ phase) with a lower symmetry [25–27]. The experimental results for the nearest and next nearest Mo-Mo atom distances are 2.77 Å and 3.78 Å, respectively [25]. However, the DFT results in reference [26] show that the two shortest Mo-Mo distances are 3.07 Å and 3.125 Å and the Mo-S bonds are 2.337 Å and 2.373 Å. This configuration is dynamically metastable and electronically a semimetal [28]. The structure of the 1T’ phases of MoS2 is shown in fig.3.1 (b).
Trigonal prismatic phase

Corresponding to the coordination of Mo atoms, the trigonal prismatic phase is referred to as the 1H phase. The structure of the 1H phase 1L-MoS\(_2\) is shown in fig. 3.1 (c). From the top view, the 1H phase SC is graphene-like, although instead of one sheet of atoms it has three, with the lattice constants \(a = b = 3.167\ \text{\AA}\). In this phase, the Mo atom forms the \(d^4sp\) hybridization [29], and thus the 1H phase can be described by the hexagonal symmetry (the \(D_{3h}\) group) corresponding to the trigonal prismatic coordination of the metal atoms. It is a semiconductor material with a direct band gap [30–32].

![Figure 3.1: Schematic representation of the atomic structure of (a) T phase, (b) T' phase, and (c) H phase of monolayer MoS\(_2\). Black dashed lines show unit cells in the top view. The data of the 1T and 1H phases are from an EP calculation, and that of the 1T' phase is from a DFT calculation.](image)

Table 3.1: Lattice information of H, T and T' phases of monolayer MoS\(_2\). The data labeled (EP) comes from an EP optimization at 0K.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Mo-Mo: NN (\AA)</th>
<th>Mo-Mo: NNN (\AA)</th>
<th>Mo-S (\AA)</th>
<th>Band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T(EP)</td>
<td>3.19</td>
<td></td>
<td>2.45</td>
<td>metal</td>
</tr>
<tr>
<td>T(DFT)[24]</td>
<td>3.18</td>
<td></td>
<td>2.45</td>
<td>metal</td>
</tr>
<tr>
<td>1T'(DFT)</td>
<td>2.77</td>
<td>3.128/3.72</td>
<td>2.37</td>
<td>semimetal</td>
</tr>
<tr>
<td>T'(EXP)[25]</td>
<td>2.77</td>
<td>3.18</td>
<td>2.34</td>
<td>semimetal</td>
</tr>
<tr>
<td>1T'(DFT)[26]</td>
<td>3.07</td>
<td>3.125</td>
<td>2.34</td>
<td>semimetal</td>
</tr>
<tr>
<td>H(EP)</td>
<td>3.17</td>
<td></td>
<td>2.44</td>
<td></td>
</tr>
<tr>
<td>H(DFT)[31]</td>
<td>3.16</td>
<td></td>
<td>2.38</td>
<td>1.74</td>
</tr>
<tr>
<td>H(DFT)[30]</td>
<td>3.13</td>
<td></td>
<td>1.69–1.89</td>
<td></td>
</tr>
<tr>
<td>H(EXP)[32]</td>
<td>3.14</td>
<td></td>
<td>2.41</td>
<td>1.70</td>
</tr>
</tbody>
</table>

We have summarized the lattice information in table 3.1. One can see that the calculated lattice parameters from EP and DFT are very close to the experimental results. From here on, we focus on the stable semiconducting H phase 1L-MoS\(_2\).
### 3.1.1 Phonon study from group theory

The H phase 1L-MoS$_2$ belongs to the $D_{3h}$ group [23]. The character table is shown in table 3.2 [33]. The symmetry operators are: $E$, $\sigma_h$ (reflection in a horizontal plane across the Mo atom), $C_3$ (rotation by 120° about the z-axis), $S_3$ (rotation by 120° about the z-axis followed by a reflection in a horizontal plane), $C'_2$ (rotation by 180° about the horizontal axis in a vertical S-Mo-S plane), and $\sigma_v$ (reflection in a vertical S-Mo-S plane).

There are three atoms (1 Mo and 2 S) in a unit cell, thus yielding $3 \times 3 = 9$ phonons for each $q$ wave vector, where three of them are acoustic, and six are optical modes. The nine vibrational modes at the zone center are: $\Gamma_{\text{BZ}} = 2E' + E'' + A'_1 + 2A''_2$, where one $A''_2$ and one $E'$ are acoustic modes. Note that the vibrational modes denoted by $E'$ and $E''$ are doubly degenerate. From table 3.2 one can see that, the $A'_1$ and $E'$ modes have quadratic form basis functions and are first-order Raman-active. All the vibrational modes of monolayer MoS$_2$ at the $\Gamma$-point are illustrated in table 3.3. The $E'$ mode is an in-plane mode, containing two perpendicular vibrational modes, which are shown in table 3.3. In this mode, Mo and S atoms move to opposite directions. The $A'_1$ mode is out-of-plane mode, in which Mo is silent, and S atoms vibrate to opposite directions.

<table>
<thead>
<tr>
<th>$D_{3h} = D_3 \otimes \sigma_h (6m2)$</th>
<th>$E$</th>
<th>$\sigma_h$</th>
<th>$2C'_3$</th>
<th>$2S_3$</th>
<th>$3C'_2$</th>
<th>$3\sigma_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^2 + y^2, z^2$</td>
<td>$R_z$</td>
<td>$A'_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A'_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A''_1$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$(x^2 - y^2, xy)$</td>
<td></td>
<td>$A''_2$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$(xz, yz)$</td>
<td></td>
<td>$(x, y)$</td>
<td>$E'$</td>
<td>2</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>$(R_x, R_y)$</td>
<td></td>
<td>$(R_x, R_y)$</td>
<td>$E''$</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
</tr>
</tbody>
</table>
Table 3.3: All the vibrational modes of monolayer MoS$_2$ at the $\Gamma$-point. Frequencies related to each mode calculated using DFT and MD. Yellow and purple balls represent sulfur (S) and molybdenum (Mo) atoms, respectively. Arrows are proportional to the displacements and come from the real part of the eigenvectors at the $\Gamma$-point.

<table>
<thead>
<tr>
<th>phonons</th>
<th>three point of views (direct, left, top)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A''_2$ (acoustic)</td>
<td><img src="image1.png" alt="Image" /></td>
</tr>
<tr>
<td>$E'$ (acoustic)</td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>$E''$</td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image5.png" alt="Image" /></td>
</tr>
<tr>
<td>$E'$ (Raman-active)</td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>$A'_1$ (Raman-active)</td>
<td><img src="image7.png" alt="Image" /></td>
</tr>
<tr>
<td>$A''_2$</td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
</tbody>
</table>

282.353 cm$^{-1}$ (MD)  
283.155 cm$^{-1}$ (DFT)  
396.930 cm$^{-1}$ (MD)  
383.268 cm$^{-1}$ (DFT)  
422.478 cm$^{-1}$ (MD)  
403.309 cm$^{-1}$ (DFT)  
502.235 cm$^{-1}$ (MD)  
466.230 cm$^{-1}$ (DFT)
3.1.2 Defects

It is always expected to find defects in crystalline materials since the configurational entropy can overcome the defect formation energy. In this study, we mainly focus on point defects, such as vacancies and antisites. Currently, five kinds of point defects are paid attention to since they frequently appear in the experiments [34, 35]: (i) Mo mono-vacancy (Mo$_{\text{vac}}$), (ii) S mono-vacancy (S$_{\text{vac}}$), (iii) S$_2$-dimer vacancy (S$_2$$_{\text{vac}}$), (iv) S replaced by Mo (Mo$_{\text{S}}$), and (v) Mo replaced by S$_2$-dimer (Mo$_{\text{S2}}$). The defect models are depicted in fig.3.2.

![Defect models](image)

Figure 3.2: (a)-(e): Five structures of defects implemented in 1L-MoS$_2$ in H phase. Red circles are centered around each defect. Yellow and purple balls represent sulfur (S) and molybdenum (Mo) atoms, respectively.

![Experimental observations](image)

Figure 3.3: Experimental observations of defects, as found in reference [34]: (a) numbers of and (b) concentrations of each type of defects in samples prepared by different methods, mechanical exfoliation (ME), chemical vapor deposition (CVD), and physical vapor deposition (PVD).
Fig. 3.3 presents an experimental proof for the existence of various types of defects in 1H phase monolayer MoS$_2$. It shows that in ME and CVD samples, single vacancies, especially S vacancies are the most common defects, whereas antisites dominate in PVD samples. One needs to note that the defect concentration does not only depend on the fabrication method but also on the defect’s formation energy. The formation energies and the stabilities of defective structures were studied using DFT by Komsa et al. [36] using EP by Ghorbani-asl [37]. This will be discussed in section 4.2.

3.2 Empirical potentials

Having an accurate interatomic potential is important for describing Raman spectra correctly in defective materials. First, it enables us to find the optimized geometries of defective structures. Then, the restoring forces are calculated for the dynamical matrix. In this study, we exploit the reactive empirical bond ordered (REBO) potential [38] accompanied by the Lennard-Jones (LJ) potential [39] to model atomic interactions. They are implemented in the LAMMPS [40] software, which we use for all calculations in this thesis. Here, we briefly introduce the mentioned potentials.

3.2.1 REBO potential

The REBO potential is used to describe the potential energy of covalent bonds and the interatomic forces in a classical way. It is based on Tersoff’s covalent-bonding formalism [41] with additional terms used to correct the inherent overbinding of radicals. This potential needs a very accurate fit of parameters to experimental data. Abell [42] proposed that the chemical binding energy can be written as follows,

\[
E_b = \sum_i \sum_{j(i)} [V^R(r_{ij}) - b_{ij}V^A(r_{ij})],
\]

(3.1)

where $E_b$ is the chemical binding energy, the functions $V^R(r)$ and $V^A(r)$ represent interatomic repulsive and attractive interactions from valence electrons, respectively. The parameter $r_{ij}$ is the distance between two nearest atoms $i$ and $j$, and $b_{ij}$ is a bond order. The forms of $V^R(r)$ and $V^A(r)$ are:

\[
\begin{align*}
V^R(r) &= f^c(r)(1 + Q/r)Ae^{-\alpha r} \\
V^A(r) &= f^c(r) \sum_n B_n e^{-\beta_n r}
\end{align*}
\]

(3.2)

Here, $f^c(r)$ is a selection function to describe the effective force range and $r$ is the scalar distance between atoms. $Q$, $B_n$, $\alpha$ and $\beta_n$ are adjustable parameters. Note that in eq.3.2, the first term is the screened Coulomb function which describes the repulsive pair interaction between the positively charged nucleus and will go to infinity when the distance approach to zero.

The REBO potential is mainly based on classical concepts (not involving electron movement) to describe electromagnetic interactions in the material, and it is heavily related to the experimental data. E.g., eq.3.1 and eq.3.2 need plenty of experimental data to fit the parameters. Thus for different materials, the potential needs different initial data.
3.2.2 Lennard-Jone potential

The weak LJ potential plays the same role as the vdW interaction. It is widely used to describe the interaction between two neutral particles. Mathematically, one can model it as

\[ V_{\text{LJ}} = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] = \varepsilon \left[ \left( \frac{r_{m}}{r} \right)^{12} - 2 \left( \frac{r_{m}}{r} \right)^{6} \right], \]  

(3.3)

where \( \sigma \) is the finite distance at which the inter-particle potential is zero, \( r \) is the distance between the particles, \( \varepsilon \) is the depth of the potential well, and \( r_{m} \) is the distance at which the potential reaches its minimum.

3.3 Density functional theory calculations

We present first-principles calculations using DFT implemented in VASP [43] to crosscheck our classical forces. The exchange-correlation interactions are accounted for using the Perdew-Burke-Ernzerhof (PBE) [44] functional. A plane wave basis with a 550 eV cutoff energy is employed to represent the electronic wave functions. During the structural relaxation of the MoS\(_2\) PC, a 15\( \times \)15\( \times \)1 k-mesh is used. The total energies in both the geometry relaxation and the phonon calculation were converged within 10\(^{-6} \) eV and the forces to within 10\(^{-3} \) eV/Å. The polarizability tensors for unpolarized Raman spectra [45] were determined with the same parameters as above. A broadening of 4 cm\(^{-1} \) was considered for a Gaussian distribution of Raman-active modes. To investigate vibrational properties of defective systems, we make one defect in a 5\( \times \)5\( \times \)1 SC. Note that the defect concentration is computed as the number of defect sites divided by the maximum possible number of defects which can be accommodated in the pristine SC system. For example, in the 5\( \times \)5\( \times \)1 SC, the top has one S vacancy, and 50 S vacancies can be made in the pristine cell in total, resulting in the concentration \( \chi=1/50=2\% \). A 3\( \times \)3\( \times \)1 k-mesh is used.

3.4 Phonopy

Phonon spectra are assessed by using the Phonopy code [46] within the finite displacement method. It is an open source package for phonon calculations at harmonic and quasi-harmonic levels, and the calculation method of Phonopy is described in section 2.1.2. In Phonopy calculations, to reduce the calculation cost of force constants, crystal symmetry is used. While calculating, first, a symmetry-reduced set of atomic displacements is generated. Then the set of atomic displacements is expanded using the symmetry.

It is worth to note that Phonopy cannot calculate the unfolded phonon spectra of a SC by itself. To get unfolded phonon spectra over SC BZ, we made a phonon unfolding code (Appendix C) that was constructed to interface with Phonopy.
Chapter 4

Results and discussion

In this chapter, we present our results as follows: (i) we benchmark the performance of EP against DFT potential results, (ii) we monitor the trends of prominent Raman peaks versus defect concentration and then, plot defect-induced spectra, (iii) we analyze the origin of the peak shifts. In particular, we consider the role of strain and mass.

4.1 Reliability of the empirical potential

Having a reliable EP to describe the inter-atomic forces is one of the most important constituents of an classical MD study. To this end, we first calculate phonon dispersion curves of bilayer MoS$_2$ from EP and then compare them with DFT results. This comparison verifies the quality of the descriptions of both the strong intra-layer ionic/covalent bonds and the weak inter-layer vdW interactions by EP.

Figure 4.1: Inelastic x-ray scattering measurements and DFT calculations of the phonon dispersion of MoS$_2$. Circles in green, blue, and red represent measurements probing phonons with an in-plane longitudinal (L), in-plane transverse (T), and out-of-plane transverse (Z) components, respectively. Reproduced with permission.[12] Copyright 2019, American Physical Society
It is already well verified that DFT calculated phonon dispersion curves for 2H phase bilayer MoS$_2$ match the X-ray data well, as shown in fig.4.1 [12]. As shown in fig.4.2 (a), one finds 18 vibrational modes for bilayer MoS$_2$ that contains six atoms per PC. Overall, the REBO EP presents a good description of phonon features in the FBZ. At the $\Gamma$ point, the two low-frequency Raman-active shear and breathing modes are in good agreement with experimental data. At higher frequencies, one encounters the discrepancy between the calculated and experimental values so that the calculated values lay above the experimental points. To improve the frequency of Raman-active modes in comparison to experiment, we multiply the calculated frequency values by a factor of 0.965. (Note that our other results outside this section are not multiplied by this number). The overestimation of the highest frequency IR active modes is not severe due to vanishing contributions into Raman peaks with the exception of the ordered S vacancy on one layer as will be discussed later on.

Figure 4.2: Phonon dispersion curves of (a) 2H-phase bilayer (black) and scaled dispersion curve (green) along high-symmetry directions from EP and (b) the comparison of scaled phonon curves (green) and DFT (orange). The unfolded phonon dispersion curve of monolayer MoS$_2$ of defective 5×5 SC calculated from (c) EP and (d) DFT. Blue dots show Raman-active modes and red stars denote IR-active modes of bulk MoS2 at the BZ center, extracted from inelastic neutron scattering experiments [12].
The vibrational modes away from the Γ point are important in Raman measurements for cases of defects. Therefore, we compare phonon dispersion curves of pristine bilayer MoS\textsubscript{2} from EP with DFT calculations in fig.4.2 (b). Obviously, the EP longitudinal acoustic (LA) modes at the high symmetry points, \textit{i.e.}, \textit{M} and \textit{K}, have higher frequencies than the corresponding DFT results. These modes will show up in Raman spectra of defective systems. As a second distinct behavior of the EP-phonons with respect to the DFT modes, we point out the curvature of the band of the highest-frequency Raman-active mode (near 405 cm\textsuperscript{-1}). Based on the proven validity of DFT and also the observed phonon dispersion curve of bulk MoS\textsubscript{2} [12], the erroneous EP characteristic can lead to an incorrect broadening of the \textit{A\textsubscript{1}} (\textit{A}\textsc{prime}\textsubscript{1}) mode in defective systems.

As mentioned before, the study of defects in large scale samples is the primary purpose of applying EP. For this reason, we applied the phonon unfolding method to analyse phonon dispersion curves of defective samples. The unfolded phonon dispersion curves of defective 5\times5 monolayer MoS\textsubscript{2} SC using EP and DFT potential are calculated and the results are shown in fig.4.2 (c) and (d). One finds nine intense vibrational modes for monolayer MoS\textsubscript{2} that correspond to the phonons in the pristine PC. Similar to the pristine bilayer, the REBO EP presents a good description of phonon features in the FBZ. We expect that the curvature of the highest-frequency Raman-active band brings a spurious broadening of the \textit{A\textsubscript{1}} mode.

### 4.2 Formation energies of defects

The formation energy of a point defect is the energy needed to form that defect, \textit{e.g.}, the formation energy of a Mo vacancy is the energy required to pull a Mo atom out of the system. The more positive the defect formation energy is, the more unlikely its formation. The formation energy is calculated as:

\[
E_f = E_{\text{defect}} - E_{\text{pristine}} + E_{\text{isolated}},
\]

(4.1)

where \(E_{\text{defect}}\) and \(E_{\text{pristine}}\) are the energies of the defective system and pristine system, respectively, and \(E_{\text{isolated}}\) represents the energy of isolated atoms added or removed upon forming the defects. The contribution of a single atom to \(E_{\text{isolated}}\) can be considered as the chemical potential of the atom. Note that the \(E_{\text{isolated}}\) can be chosen as zero in EP calculations. In our calculations, we calculate the formation energies of Mo and S vacancies by modeling the sample as a Mo or S atom pulled out of the pristine SC. Then, we show that the \(E_{\text{isolated}}\) terms for Mo and S atoms are all zero in EP calculations. We show in fig.4.3 the system energy as a function of the distance between the S atom and the cell surface, which fits the classical potential energy curve. One can notice that there is a metastable state nearby the S top layer of the lattice. In fig.4.3, the isolated S atom is fixed during the optimization. Once the isolated S atom is far away from the lattice (more than 8 Å), the potential energy of system converges to −8586.8894 eV, equal to the potential energy of the S vacancy defective system. Similarly for the Mo vacancy, we gain \(E_{\text{isolated}} = 0\). In a nutshell, the formation energy for point defect can be written as

\[
E_f = E_{\text{defect}} - E_{\text{pristine}}.
\]

In Table 4.1, the formation energies for all defect candidates are reported. By comparing
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Figure 4.3: Change of the total energy of monolayer MoS$_2$ when pulling an isolated S atom out of a 20×20 SC.

Table 4.1: Formation energies $E_f$ (eV) for point defects in 1L-MoS$_2$.

<table>
<thead>
<tr>
<th>$E_f$ (eV)</th>
<th>$S_{vac}$</th>
<th>$Mo_{vac}$</th>
<th>$S_{2vac}$</th>
<th>$Mo_S$</th>
<th>$Mo_{S2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REBO+LJ</td>
<td>7.8992</td>
<td>16.8457</td>
<td>15.2724</td>
<td>0.4799</td>
<td>9.0756</td>
</tr>
<tr>
<td>REBO [37]</td>
<td>7.8964</td>
<td>16.8451</td>
<td>-</td>
<td>-0.0922</td>
<td>6.1018</td>
</tr>
<tr>
<td>DFT [37]</td>
<td>6.9684</td>
<td>18.8495</td>
<td>-</td>
<td>-1.9755</td>
<td>7.1787</td>
</tr>
</tbody>
</table>

Figure 4.4: Formation energies of point defects calculated using DFT, REBO, and Stillinger-Weber (SW) EP. Reproduced with permission.[37] Copyright 2017, IOP Publishing Ltd.
our results in Table 4.1 and the results from reference [37] in Table 4.1 and fig.4.4, we find out that our results are in a good agreement with reference [37]. As a result, we can make sure that the defects we are studying are indeed point defects with suitable formation energies and one can always find these kinds of defects in experiments. Also, they can be correctly described by REBO EP, thereby assuring their validity in simulations of Raman spectra.

4.3 Raman shifts under defects

In chapter 3, we modeled five kinds of point defects. Next, we study frequency shifts of two prominent ($E'$ and $A'_1$) Raman-active modes for all the defect types while the concentration of defects changes up to about 5%. Note that the frequencies of these mode peaks are the frequencies of the peaks’ highest point. Then, we discuss the overall shapes and special peaks of the Raman spectra (RGDOS). As mentioned before, we define the concentration $n$ as the ratio of the number of atoms or dimers removed or added over the total number of related atoms or dimers in the pristine monolayer MoS$_2$.

We prepare two different kinds of defect distributions: (i) Ordered and (ii) random distributions. It helps us to explore the effect of randomness in a defect arrangement. For the randomly distributed cases, we arrange a corresponding number of defects in a $20 \times 10$ parallelogram SC. For each concentration, we calculate the final Raman spectra by averaging over five samples with different random arrangements of defects. Periodic boundary conditions are applied in our calculations. The defects are created on a pristine SC, which has first been fully optimized. The defective structures are optimized with the fixed cell size. Experimentally, the samples are always huge compared to our samples (around 5.5nm $\times$ 3.2nm), and having a low concentration of defects, they do not experience strain on boundaries. Besides, the samples are either laid on a substrate or suspended. Therefore, such the assumption of the frozen cell size sounds real, at least, in low concentrations of defects.

4.3.1 Prominent $E'$ and $A'_1$ modes

The shifts of Raman peak frequencies are plotted in fig.4.5. As shown, we study the effect of defect arrangement and concentration on prominent modes, at the same time. Overall, (i) the frequency of $E'$ modes decreases (a downshift) with the introduction of defects, (ii) the $A'_1$ mode behaves differently: a downward-shift for Mo$_{\text{vac}}$, a slight upshift for S$_{\text{vac}}$ and S$_2$$_{\text{vac}}$, and strong upshifts for the both antisites. From the comparison between the ordered and random distributions, one can see that both have the same trend of changes, approximately.

The results match well the experimental data assuming that the majority of the defects are S vacancies [13]. To the best of our knowledge, there are no experiments related to other types of defects to compare our calculations with. Clearly, our results show that for the defects related to Mo atoms $A'_1$ peak reacts to the defects and is not silent anymore. Mo vacancies introduce a red-shift in $A'_1$ of about 3 cm$^{-1}$. Otherwise, Mo antisites represent strong upshifting. From Table 3.3, the $A'_1$ mode is a out-of-plane mode with silent Mo atoms. Here, we find that the $A'_1$ mode is strongly influenced even by Mo vacancies. To
Figure 4.5: Shifts of the two main peaks affected by defects. Ordered and random distributions of Mo, S and S\(_2\) vacancies, denoted by Mo\(_{\text{vac}}\), S\(_{\text{vac}}\), and S\(_2\)\(_{\text{vac}}\), respectively, accompanied by two kinds of random distributed antisites; S substituted by Mo (Mo\(_S\)) and Mo substituting for S\(_2\) (Mo\(_{S2}\)). The smaller attached panel shows in each case the comparison of peaks shifts between systems with flexible and fixed cell sizes at the 5% defect concentration.
Table 4.2: Parameters of the fitted curves in fig.4.5. The unit of $a$ and $b$ are $100 \times cm^{-1}$ and $10^4 \times cm^{-1}$, respectively.

<table>
<thead>
<tr>
<th>Modes (Ordered)</th>
<th>Mo vacancy</th>
<th>S vacancy</th>
<th>S2 vacancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.668</td>
<td>-0.4397</td>
<td>0.02998</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0149</td>
<td>-0.0146</td>
<td>-0.0020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Modes (Random)</th>
<th>Mo-S antisite</th>
<th>Mo-S2 antisite</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.5236</td>
<td>-0.6947</td>
</tr>
<tr>
<td>$b$</td>
<td>-0.0322</td>
<td>0.0614</td>
</tr>
</tbody>
</table>

Present the relation between $\Delta \omega$ and the defect concentration ($x$), we carry out a second order polynomial line fitting: $ax + bx^2$. The resulting parameters are listed in Table 4.2.

It is worth to calculate the effect of the lattice strain arising due to the defects. Once we create a defect, the bonds to the neighboring atoms tend to stretch or shrink. Thus, the whole lattice obtains a strain effect, which we call as the lattice strain. It is most pronounced when the cell is fixed and the defect concentration becomes large. Thus, we consider here only the 5% defect concentration. To study the lattice strain effect we model two systems. First, we calculated the Raman-active modes for systems with fixed bounds (the cell size is fixed) as before. Then, we calculated Raman spectra for the fully optimized systems.

As shown in fig.4.5, in the Mo vac and Mo S2 samples the strain affects little on the Raman peak shift. For the S and S2 vacancies, the frequency of the $A'$ mode peak without lattice strain (flexible bounds) is a little bit lower than that with lattice strain (fixed bounds). For the $E'$ mode the changes are in the opposite direction.

Another effect defects bring to the system is the localized strain around them. Due to the defects, the strain around the defects and far away from them are different, which makes the bonds around the defects to change and leads to the deformation of the lattice structure. This kind of strain is specific for the defect type, and cannot be eliminated by fully optimizing the sample. We believe that localized strain contributes a lot on the Raman peak shifts. In order to study this effect, several special samples with only localized strain (but no defects on them) were made. E.g., in the case of Mo vacancies, five samples with 5% concentration of Mo vacancies are prepared. After optimization (with the bounds fixed), the vacancies are filled with Mo atoms. Then we do simulations with these samples, and the results will reflect only the effect of Mo vacancies' localized strain. Fig.4.5 shows that the localized strain has a great effect on the Raman peak shift. The $E'$ mode peak always shows a downward shift with all kinds of localized strain conditions, and the $A'_1$ mode peak shifts downward in almost all cases, except for the Mo vacancies.

In order to show the details clearly, in fig.4.6, the RGDOs for all five kinds of studied point vacancies with concentration form 0 to 5% are plotted. The plotted curves are the
Figure 4.6: RGDOS for five types of point defects with concentrations from 0 to 5%.
averages over random distribution samples with the same defect concentration.

In fig.4.6 one can see that for each kind of defect the two main peaks are always present with high intensities and the shifts of those two peaks can be observed. At the low-frequency region, since the intensities are small, the intensities in each plot are amplified by different values, which are indicated at the left top side of each plot. It is clear that these five types of defects have huge influences on the low-frequency Raman spectra. By comparing the Raman spectra of ordered and randomly distributed vacancies, we found that they are always similar to each other. The difference between them is that the Raman spectrum of randomly distributed vacancies is always smoother than that of ordered distributed vacancies. That is because in the randomly distributed cases, we made an average of five different samples for each concentration. By doing this, the influence of special vacancy distributions will be eliminated. In the case of ordered vacancies, because of the definite distributions, there will be some special characteristics on the Raman spectra that arise from the distribution of vacancies, which makes the shape of ordered vacancies’ Raman spectra always ”rougher” than those of randomly distributed vacancies.

Besides these main features of the Raman spectra, we found some unique peaks for several specific kinds of defects. E.g., for both ordered and randomly distributed Mo vacancies, there is always a peak at the right side of the $E'$ peak. We called these kinds of peaks ”characteristic peaks”, and they are more deeply analyzed in the next section. It is worthy to note that for almost all kinds of defects there is a peak at around 450 cm$^{-1}$, that is a spurious feature brought by the wrong frequencies of the $A_{1}'$ mode at the edge of FBZ.

### 4.3.2 Characteristic peaks of defects

Fig.4.6 shows that the influence of defects is not only reflected on the frequency shift of the two main peaks but also results in the appearance of several new peaks. At the low-frequency region, the Raman peaks arise from the longitudinal acoustic branch at the edge of FBZ [47], and at the high-frequency region, some peaks are due to vibrations around the defects and some peaks are due to the unfolded optical branch located at the edge of the FBZ. In order to analyze this further, an RG DOS plot and unfolded phonon dispersion curves from a $5\times4$ SC with a Mo vacancy are calculated. The results are shown in fig.4.7 (a) where the solid red lines in the RG DOS plot (left) are the intensities of vibrations at the specific frequencies and in the plot of unfolded phonon dispersion curves (right) the transparency of each point is adjusted based on the projection weight between the SC and PC modes. The unfolded plot shows that some $k$ points from the FBZ of the defective SC’s unfolded PC will be folded to the $\Gamma$ point of the SC’s FBZ due to defects, as highlighted by the red dash wireframes.

For the Mo vacancy case, we found that there is a characteristic peak near the $E'$ peak, which is the Mo$_{vac}$ peak in fig.4.7 (a). In our calculations, as shown in fig.4.7 (b), this peak comes from the in-plane vibrational mode around the vacancy, and the projection weight between this mode and the $E'$ mode is high. If one combines this result with the main $E'$ peak contribution map of the Mo vacancy in fig.4.11, one can find that these two peaks arise from splitting of the $E'$ vibration into two regions: far from the vacancy and near the vacancy. Consequently, the Mo vacancy divided the $E'$ mode frequencies into two parts. In fig.4.6 one can see that, for all five kinds of studied point defects, this peak
only exists in the case of the Mo vacancy. Thus, the Mo vac peak in fig.4.7 (a) can be used as an indicator of Mo vacancy defects.

For the S vacancy, we found a peak at around 500 cm\(^{-1}\) in ordered samples, which is shown in fig.4.8. However, in our random samples, this peak is too weak to be seen. Since in our random samples, the S vacancies are distributed randomly on both sides of the layer, we considered that this peak shows up only when S vacancies are distributed on one side of the layer.

Through calculations, we found that this peak consists of mostly one vibrational mode \(A''_2\) (see Table 3.3 for illustration of the mode). In order to understand why this mode appears in the Raman spectra of the S vacancy system, we compare systems with different distributions of vacancies on the two sides of the layer and the results are shown in fig.4.8. From fig.4.8 (a) one can see that if S vacancies distribute on both sides of SC, the \(A''_2\) peak almost disappears (blue curve). If S vacancies only exist on one side of the cell, there will be a peak, but its intensity is weak (black curve). The highest \(A''_2\) peak intensity occurs in the ordered distributed S vacancy defect cell (red curve). Fig.4.8 (b) gives the reason why the \(A''_2\) mode can be Raman active for the S vacancy system. When doing the projection of the \(A''_2\) mode with the \(A'_1\) Raman active mode (see Table 3.3) in PC, Mo atoms’ contribution is always zero since Mo atoms are silent in the \(A'_1\) mode. In the \(A'_1\) mode the amplitude vectors of the two S atoms are in the opposite direction, but in the \(A''_2\) mode they are in the same direction, and thus the projection of the S atom pairs is zero as well. On the other hand, in the S vacancy systems, e.g., in fig.4.8 (b), since there is a lack of one S atom on the top layer, and the corresponding S atom on the bottom layer is not silent, the projection between the \(A'_1\) and \(A''_2\) modes is non-zero which results in the appearance of a \(A''_2\) peak.

Fig.4.8 (c) shows why, with a similar concentration the randomly distributed S vacancy
Figure 4.8: (a) RG DOS of monolayer MoS\(_2\) with S vacancies: the black curve is for a 10×10 SC with 5\% of S vacancies distributed only on the top side of the layer, the red curve is for a 3×3 ordered S vacancy cell (concentration: 5.6\%), and the blue curve is for a random S vacancy (on both sides of the layer) cell with a concentration of 5\%. The \(A''_2\) mode peaks which are used in plotting (b) and (c) are marked by red dots. (b) The overall and side view of the 3×3 S-defect structure. (c) The \(A''_2\) vibration intensity of each atom in the 10×10 SC with 5\% of S vacancies distributed only on the top side of the layer. The dashed circles in (b) and (c) show the positions of the S vacancies.

system (only on the top layer) has a smaller \(A''_2\) peak intensity compared with the ordered S vacancy system. When vacancies are distributed randomly, some of them are always close to each other and the localized strain effect reduces the amplitude in the corresponding S atom on the bottom layer, thereby making the projection between the \(A''_2\) and \(A'_1\) modes small. Note that in fig.4.8 (a) the black curve has two peaks within the frequency range 490-500 cm\(^{-1}\). Both of them belong to the \(A''_2\) mode family. The peak marked with a red dot contains one mode, and the other peak contains two modes with smaller weights. For these two peaks, we calculated ten groups of different samples and found that they all have similar peaks.
4.4 Lattice strain effect

In order to understand why point defects can affect the Raman peaks, some reasons are considered. The first effect we consider is the strain effect of the whole lattice due to the defects, which we call the lattice strain. In the previous section, we mentioned that defects would cause lattice strain if the SC size is fixed. In this section, the relationship between the Raman peak shift and the lattice strain effect is studied. First of all, the unit cell is fully optimized to make sure that the whole system is in its most stable state. Then the unit cell is stretched biaxially in the $x$ and $y$ directions. The strain rate is defined by the following equation:

$$R^i = \frac{(L^i_{\text{stretch}} - L^i_{\text{initial}})}{L^i_{\text{initial}}} \times 100\%, \quad (4.2)$$

where $R^i$ is the stretch rate along the $i$ ($x$ or $y$) direction, $L^i_{\text{initial}}$ is the initial unit cell.

Figure 4.9: (a) Frequency shift by the strain effect for PC. (b) Frequency shift by strain effect in the 10×10 pristine SC. (c) Optical branch of phonon dispersion curves for PC with strain (stretch) rate from 0.1% to 0.5%. (d) Experimental data of the $A'_1$ peak shifts (left) and $E'$ peak shifts by the strain (stretch) effect. Reproduced with permission.[48] Copyright 2013, American Physical Society.
length, and $L_{\text{stretch}}^i$ is the unit cell length after the stretch. After the stretch, the unit cell is optimized again with the cell size fixed. In order to make sure that the results are independent of the SC size, similar calculations for 10×10 pristine SC are done at the same time. The Raman peak shift results are shown in fig.4.9.

![Figure 4.10: Relationship between the defect concentration and the strain rate of SCs for three kinds of vacancies.](image)

Fig.4.9 shows that the results of the lattice strain effect calculated by our method are different from the experimental results [48]. Considering that the performance of EP at the high-frequency area is not accurate, we can say that this difference is because of the potential we used. Considering that the EP results for the Raman peak shift in the presence of S vacancies match the experimental data, as shown in fig.4.5, the lattice strain effect is not enough to explain the whole shift. In order to prove this point of view, the lattice strain rates brought by vacancies are calculated. Fig.4.10 shows that the biggest strain rate caused by vacancies at the 5% concentration is smaller than 0.7%. Note that we did not show the lattice strain rate brought by antisites in fig.4.10. This is because EP cannot optimize these antisites correctly (in this thesis the antisites are optimized by another method). The average lattice strain rate of stable samples with 5% of Mo-S2 antisites is around 0.29%. It means that with our method the lattice strain effect of defects can cause at most around an 1 cm$^{-1}$ blue shift of the $A_{1}'$ mode. Combined with results from fig.4.9, the results from fig.4.10 match fig.4.5 well. One can see from fig.4.5 that the influence of the lattice strain effect is not significant enough to change the whole Raman shift tendency. Based on this factor, we can say that the lattice strain effect brought by defects is not the main effect for the Raman peak shift, and the results for Raman peak shifts calculated by EP are still credible. However, the errors it brings cannot be ignored.
4.5 Localized strain effect

The strain effects caused by defects are not only the lattice strain we mentioned in the last section. In fact, once the defective system is fully optimized, there are still a strain effect around the defects, which is called as the localized strain in this thesis (i.e., the variations in the local strain across the SC). Since the lattice strain effect is not the main effect for the defective SC’s Raman peak shift, the localized strain effect is considered. Two set of calculations were carried out to clarify how the localized strain influences the Raman peak shift of the two main peaks. First, we removed the defects in the SC, but retained the localized strain caused by defects. Second, we plotted each atom’s vibration amplitudes corresponding to the modes around the main $E'$ and $A_1'$ peaks in the defective system. The results for the first task were already shown in fig.4.5, which illustrated that the localized strain effect can be one of the most important effects for the Raman peak shift. In this section, the amplitudes of the Raman modes at the main peak positions on each atom $v(j,0)$ ($j$ represents the $j$th atom, 0 means at the $\Gamma$ point) is examined. Note that $v(j,0)$ is an element of the normalized amplitude matrix $e(q,\nu)$ in eq.2.11.

In this work, six $20 \times 20$ samples are prepared. One for each specific point defect. After optimization, the lengths of every Mo-S bonds are compared with the PC Mo-S bond. By doing this one can easily visualize the localized strain effect by coloring the stretched and compressed bonds. The visualized localized strain effect by all six types of defects are shown in the fig.4.11 middle column.

In order to identify how localized strain affects the Raman active vibrations, the amplitudes of the two Raman modes on each atom are determined. By doing the projection with Raman modes of PC at the $\Gamma$ point using eq.2.18, we can get all the isolated $\Gamma$ Raman active modes of each sample with their weights $\omega_{\nu}$. The RGDOS curves in above figures are plotted by calculating the weighted isolated $\Gamma$ Raman active modes using the Gaussian function:

$$I_f \sim \sum_{\nu} |\omega_{\nu}|^2 \cdot e^{-\frac{(f-f_{\nu})^2}{2\sigma^2}},$$  \hspace{1cm} (4.3)

where $I_f$ is the Raman intensity for a specific frequency $f$ whose value is in the range of $0 \sim 500$ cm$^{-1}$, $\nu$ is the Raman mode index, $\omega_{\nu}$ is the weight of the Raman active mode with the frequency $f_{\nu}$, and $\sigma$ is the Gaussian broadening. In this thesis, $\sigma$ is always 1.67 cm$^{-1}$. We note that since there are always several modes with similar frequencies at the peak position, the RGDOS peak frequency is always a bit different from the frequency of the Raman mode with the highest weight. Thus, to obtain the amplitude of a RGDOS peak, we need to sum up the square of amplitude eigenvectors of Raman modes around the peak with the weight $\omega_{\nu}$, i.e.,

$$u(j)^2 = \sum_{\nu} |\omega_{\nu}|^2 \cdot u(\nu,j)^2.$$ \hspace{1cm} (4.4)

Above, $j$ is the atom index. The range of the modes’ frequencies is limited as $f_{\text{RGDOS Peak}} \pm \sigma$, where $f_{\text{RGDOS Peak}}$ is the frequency of the RGDOS peak. Thus we can plot the strength of amplitude $u(j)$ of each atom in SC. The value we used is the norm of $u(j)$, in other words, the length of the amplitude vector. The results are shown in fig.4.11 on the left
and right sides where the sizes of dots represent $u(j)^2$. Note that the sizes of dots are normalized in each subplot and they are not absolute.

The results show that the $E'$ Raman mode peak is heavily influenced by the localized strain, especially along the $y$ direction (the column direction of the plot), we believe that is mainly because of the symmetry and the vibration direction of the $E'$ mode. But the defect type affects a lot as well, i.e., the localized strain range of the Mo-S antisite is bigger than that of the Mo vacancy, but the influence range of the $E'$ mode by the Mo-S antisite is smaller than that of the Mo vacancy. And for the Mo-S2 antisite, the distribution of $E'$ mode intensity matches the strain condition well.

One also needs to note that for all the vacancies and the Mo-S antisite the $E'$ Raman modes show huge red shifts, and they always split into different ranges of frequencies. As we can see from fig. 4.11, in the main $E'$ peak frequency range, the vibrations of atoms far away from the defects have the biggest contributions. And because of the strain effect, the $E'$ mode vibrations of atoms near the defects have different ranges of frequencies. Thus we can not find them at the main $E'$ peak frequency. And for the Mo-S2 antisite, since this kind of defect doesn’t have such a heavy influence on the $E'$ mode, we can find that in the main $E'$ peak frequency area all atoms contribute.

For the $A'_1$ mode the localized strain plays a major role in the case of the Mo vacancy and the Mo-S2 antisite. One can see that for these two different defective samples, the $A'_1$ mode amplitude strength shows a gradual shift from the defect area to area far from the defect. And it is obvious that there is no directionality in the shift. Similar to the $E'$ mode, this can be explained by the vibration direction of the $A'_1$ mode as well. I.e., for the $A'_1$ mode vibrations are out of plane and there is no differences between different directions on the plane. With respect to the S2 vacancy, the defect’s localized strain doesn’t have a big influence on the $A'_1$ mode. The amplitude strengths of the atoms around the defect are a bit higher than those of atoms far away from the defects. But in general, the contribution of every S atom is similar, which proves that the effect of the S2 defect has little influence on the $A'_1$ mode. Regarding to the S vacancy and the Mo-S antisite, since the symmetry is heavily broken, the total masses of the top and bottom S layers are no longer the same. To keep balance, some Mo atoms need to be excited. But the distribution of Mo atoms which contribute in the $A'_1$ peak shows a special rhythm. We think that this phenomenon is caused by a wave with a special wavelength (coming from the $k$ points far away from the $\Gamma$ point). However, further studies need to be done to clarify the mechanism.
Figure 4.11: $E'$ and $A_1'$ modes at the $\Gamma$ point and the strain for defective MoS$_2$. The diameter of a dot is proportional to the vibrations amplitude of the corresponding atom.
4.6 Mass effect and models for the Raman peak shift

In this section, models describing the $A'_1$ and $E'$ modes at the $\Gamma$ point are built based on the mass effect. The models are simple and account for just mass and force (with a little part of the strain effects). The models are based on the harmonic part of the potential and involve fairly drastic approximations. Thus, they cannot accurately reproduce the shifts of Raman mode peaks, but they reproduce the tendencies and match the results obtained in section 4.3.1.

4.6.1 Model for the $A'_1$ mode

Since at the $\Gamma$ point the $A'_1$ mode is an out-of-plane mode (see Table 3.3) in the pristine SC, every atom in the same layer share the same movement. Thus, one can treat one layer of atoms as a whole. In this model each layer moves as a whole whether there are defects or not. Thus we used three balls to represent the three layers, and the bonds between the balls represent all the bonds between the Mo-S or S-S layers as shown in fig.4.12.

For pristine monolayer MoS$_2$, since the mass of a Mo atom is three times as big as the mass of a S atom (96 vs. 32), we set our model’s top and bottom ball (representing the top and bottom layer of pristine system, we call them S balls) masses as $m$ and the middle ball (the Mo ball) mass as $3m$. The force constant of the Mo-S bonds is $k_{MoS}$, and for S-S interaction it is $k_{SS}$. Moreover, we set the $A'_1$ mode frequency of the pristine system as $\omega_1 = 422.478 \text{ cm}^{-1}$, and for the defective system it is $\omega_2$. Because in the pristine system in the $A'_1$ mode the Mo ball is silent, we can write the equation of motion for S balls as

$$m\ddot{u} = k_{MoS} \cdot u + k_{SS} \cdot 2u,$$

(4.5)

where $u$ has the form of $u = A \cdot e^{i\omega_1 t}$. Thus, we will have

$$m\omega_1^2 = k_{MoS} + 2k_{SS}.$$  

(4.6)

To determine the values of $k_{MoS}$ and $k_{SS}$ we built a special kind of the Mo-S structure which has only the middle Mo and bottom S layers. After optimization, we found that the Mo-S distance change is extremely small, so that we assume that the force constant of
the Mo-S bonds does not change. Next we choose the out-of-plane mode of this structure (frequency: $\omega_2=455.120$ cm$^{-1}$) in which the amplitude of the S layer is three times as big as that of the Mo layer. Now if one uses our model to describe this system there are only two balls and the Mo-S bond remain, which is a trivial system. Whether it is Raman active or not, one can use our model to write the equation of motion for the both balls, and get the result as

$$k_{\text{MoS}} = 0.75m\omega_2^2.$$  (4.7)

Thus, with eq.4.6 and eq.4.7 we obtain $k_{\text{SS}} = 0.064815m\omega_1^2$.

**S and S2 vacancies**

In the case of the S and S2 vacancies, we assume that vacancies distribute evenly in both the top and bottom S layers. Once we set a concentration, e.g. 5%, in our model, the masses of S balls will be $0.95m$. At the same time, due to the breaking of bonds during the formation of these defects, the force constants will be $0.95k_{\text{MoS}}$ and $0.95k_{\text{SS}}$ as well. Now consider the localized strain. To make the calculation easy, we only considered the strain effect only on the nearby atoms, and we assume that the force constant has a linear relationship with the bond length (it comes from the harmonic term of the potential so that this assumption is reasonable). Through the calculation we found that the strain gives a 0.0165% increment for both $k_{\text{MoS}}$ and $k_{\text{SS}}$. Thus, the force constants of the Mo-S and S-S bonds are $0.950165k_{\text{MoS}}$ and $0.950165k_{\text{SS}}$, respectively. Then, the motion equation will become as

$$0.95m\omega_2^2 = 0.950165k_{\text{MoS}} + 1.9033k_{\text{SS}}.$$  (4.8)

Together with the values of $k_{\text{MoS}}$ and $k_{\text{SS}}$ we get $\omega_2 = 0.99913169\omega_1$, which means in our model for the 5% concentration of S and S2 vacancies that the $A'_1$ mode frequency shift is only around -0.36 cm$^{-1}$, which matches our simulation results. Through the above calculations one can see that since the masses of the S balls share a similar reduction rate with the Mo-S bonds, the influences due to the two reductions almost cancel each other. This can be considered as an explanation of why the $A'_1$ mode is silent for the S and S2 vacancy systems.

**Mo vacancies**

In this section we set the concentration of Mo vacancies to 5%. Using a similar way as before we calculated the force constants and they became $0.95213k_{\text{MoS}}$ and $1.00213k_{\text{SS}}$. The mass of the Mo ball became $0.95\times3m$. Using the motion equation one can gets

$$m\omega_2^2 = 0.95213k_{\text{MoS}} + 2.00426k_{\text{SS}}.$$  (4.9)

Note that the Mo ball is silent, and one can only write the motion equation for S balls taking into account their masses did not change. Finally we get the result $\omega_2 = 0.979087\omega_1$, which means for the 5% concentration of Mo vacancies that the $A'_1$ mode frequency shift in our model is around -8.84 cm$^{-1}$. It gives a tendency which explains the $A'_1$ peak behavior of the Mo vacancy system in fig.4.5. Compared with the calculations in the last section, the main difference for Mo vacancies is that the reduction of the Mo-S bonds
cannot be canceled out by the reduction of the Mo ball’s mass. Thus, for Mo vacancies, the reduction of the Mo-S bonds is the main reason for the $A_1'$ peak shift.

### 4.6.2 Model for the $E'$ mode

At the $\Gamma$ point the $E'$ mode is a perfect plane wave and the Mo atoms’ wave vector is opposite to the S atoms’ wave vector, as shown in Table 3.3. Thus, one can consider the 1D crystal chain which is mentioned in section 2.1.1. Here we can build a chain model which contains two different kinds of balls, one representing all Mo atoms and the other all S atoms. There are two different bonds as well, the Mo-S bond (bond $1$) and the S-Mo bond (bond $2$). Those two bonds represent all the bonds in the lattice. The whole model is shown in fig.4.13.

![Model of the $E'$ mode](image)

Figure 4.13: The model of the $E'$ mode. The structure of the model is in the bottom figure, the blue balls represent Mo atoms and the yellow balls represent S atom pairs.

Similarly to the last section the mass of a S ball is $2m$ (the amount of S atoms is two times that of Mo atoms) and the mass of the Mo ball is $M = 3m$. We set the force constant of bond $2$ as $k$ and that of bond $1$ is easily obtained as $\sqrt{3}k$. For the pristine system, using a similar way as that of forming eq.2.7, we found the phonon dispersion relation of the $E'$ mode as (Note the force constants are different)

$$\omega^2_1 = (1 + \sqrt{3})k \cdot \frac{1}{3m} + (1 + \sqrt{3})k \cdot \frac{1}{2m}. \quad (4.10)$$

For the pristine system the $E'$ mode frequency is $\omega_1 = 396.930 cm^{-1}$.

### S and S2 vacancies

We still assume that vacancies are distributed evenly on both the top and bottom S layers with the 5% concentration. Thus, in our model the mass of the S ball is $0.95 \times 2m$. For the both bonds the force constants were reduced by 5%. Then considering the strain effect on the nearest atoms around the defect contributed 0.33% to the force constants. Thus, eq.4.10 for S and S2 vacancy systems can be written as

$$\omega^2_2 = (1 + \sqrt{3}) \cdot 0.9533 \cdot k \cdot \frac{1}{3m} + (1 + \sqrt{3}) \cdot 0.9533 \cdot k \cdot \frac{1}{0.95 \cdot 2m}. \quad (4.11)$$
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Using the equation one can easily get $\omega_2 = 0.99167\omega_1$ which means that the $E'$ mode frequency at the 5% concentration of S or S2 vacancies has a around -3.3 cm$^{-1}$ shift. This result matches the Raman peak shift results in fig.4.5 very well. Eq.4.11 shows that unlike in the case of the model for the $A_{1}'$ mode, the reduction of masses can now only cancel a part of the reduction of bonds. Therefore, the reduction of bonds is the main factor for the shift of the $E'$ mode in S and S2 vacancy systems.

Mo vacancies

For the Mo vacancy system with a concentration of 5%, the mass of Mo ball is $0.95\times3m$ in the model. If one considers the strain effect around the vacancies the force constants need to be multiplied by 0.9497. Thus, eq.4.10 for the Mo vacancy system is

$$\omega_2^2 = (1 + \sqrt{3}) \cdot 0.9497 \cdot k \cdot \frac{1}{0.95 \cdot 3m} + (1 + \sqrt{3}) \cdot 0.9497 \cdot k \cdot \frac{1}{2m}, \quad (4.12)$$

and we get $\omega_2 = 0.9847\omega_1$. This means that for the Mo vacancy system with a concentration of 5% the $E'$ mode peak shifts -6.06 cm$^{-1}$. Although this shift does not match the result in fig.4.5, it can explain why the $E'$ mode peak frequency has a redshift for Mo vacancy system. Moreover, this shift is smaller compared with the $A_{1}'$ mode shift of -8.84 cm$^{-1}$, which can be observed also in fig.4.5. Similar to the last section, for Mo vacancies, the reduction of masses can only cancel a part of the reduction of bonds. Thus the reduction of bonds is the main factor which causes the redshift of the $E'$ mode.

Although the models which are shown in this section are simple and cannot give accurate values of the Raman frequency shifts, they have shown that they can explain the shift tendencies efficiently. From these models, one can see that the influences of mass and bonds can be considered as the major reasons for Raman peak shifts. The inaccuracy is mainly because these models cannot describe the strain effect correctly. In fig.4.11 one can see for the $E'$ mode around the main $E'$ peak frequency that some atoms around the defect are silent. For the $A_{1}'$ mode some defects have huge influence on the mode whereas some of them have just little influence. The influences brought by the strain effect increase the complexity of the mass effect and the changes of bonds’ force constants make the prediction of accurate values by these simple models impossible. Another factor is that these models are based on the assumption that defects are evenly distributed so that they cannot tell about the influence of the defect distribution in situations which are profoundly affected by strain. Note that the results calculated in this section cannot be simply added to the localized strain effect caused Raman peak shift results in fig.4.5 because the relationship between them is complicated.
Chapter 5

Conclusions

In this work, we used EP for Phonopy calculations and RGDOS to represent the first-order Raman spectra of monolayer MoS$_2$. We showed that EP provides a fast and accurate calculations, and the RGDOS simulation method is fast and accurate for Raman spectroscopy studies. The CPU time spent on modeling $5 \times 5$ SC when using EP is usually less than an hour while a corresponding task will cost around days in a DFT calculation. Although the phonon relations calculated by EP are not as accurate as DFT results, they are still in an acceptable range. The phonon dispersion curves made by EP and DFT calculations are similar for both the bilayer MoS$_2$ and monolayer MoS$_2$. It means that the phonon behavior calculated by EP and DFT are similar. Based on this one can say that EP is reliable. However, in chapter 4 we also pointed out that because of the qualitative difference of the $A'$ branches between the EP and DFT calculations, there might be spurious Raman peaks when the system is defective.

By using EP we calculated the formation energies of all the defect considered in Raman simulation. The results are compared with those from DFT calculations, and they match to each other well. Through this work we showed that the Mo vacancy, the S vacancy, the S$_2$ vacancy, the Mo-S antisite, and the Mo-S$_2$ antisite are all stable defects and they are easy to form because their formation energies are in a suitable range.

One of the most important parts of this study is to find out the relationships between the Raman peak shifts and the concentrations of the different defects. The results show that for the S and S$_2$ vacancies, the $A'$ mode peaks are stable and do not shift much, but for other defects the $A'$ mode peaks always shift with the concentrations of defects. Moreover, for all studied point defects the $E'$ mode peaks show downward shifts with increasing defect concentrations. We showed that the mass effect and the loss of bonds are two of the most important effects for the Raman peak shifts by using several models. Although the models are simple, they can give correct tendencies and nearly accurate data for different kinds of defects. The localized strain effect is shown as a significant effect related to the Raman peak shifts as well. The influence of it is mainly through changes of bond length resulting in changes in bond force constants, and finally in changes in the dynamical matrix of the whole system. The most important reason why our models cannot predict accurate values of Raman peak shifts is that it cannot describe the localized strain effect accurately.

We showed that the lattice strain effect has a little influence on Raman peak shifts. The influence of the lattice strain effect on Raman peak shifts calculated by EP is different from experimental results. Considering that the performance of EP at the high-frequency area
is not accurate, we can say that the difference between experimental result and the result
about lattice strain effect in this thesis is because of the potential used. Fortunately, since
this effect is not important for the Raman peak shift phenomenon in defective systems,
the results calculated by our method are still believable.

Besides the two well known main peaks of monolayer MoS$_2$ other peaks appear in
defective systems. For the Mo and S vacancies, we reported unique peaks called as
characteristic peaks. For the Mo vacancy, we found a characteristic peak near the $E'$
main peak and we found that it comes from the $E'$ vibrational mode around the vacancy.
It means that bond length changes around the vacancy caused by the localized strain
effect splits the $E'$ mode into two parts with different frequencies and different ranges in
the real space.

For S vacancy systems, we found a characteristic peak at near 500 $cm^{-1}$. It appears
only when S vacancies reside only on one side of the monolayer. The results show that
the appearance is mainly because the projection between the $A''_2$ and $A'_1$ modes is no
more zero. Once S vacancies are distributed evenly on both side of the monolayer, this
projection approaches zero again, and the characteristic peak disappears. For randomly
distributed S vacancies on one side of the monolayer, their clustering cause a significant
localized strain effect which inhibits the nearby atoms' vibrations and thus the appearance
of the characteristic peak. In conclusion, with this peak one can gain information about
the distribution of S vacancies in a monolayer MoS$_2$.

In total, this thesis showed that using EP to do first-order Raman spectroscopy sim-
ulation is fast and has enough accuracy, and RGDOS is suitable to represent the Raman
spectra of the studied material. The defect type and their concentration can affect the
two main Raman peaks' frequencies profoundly. The mass effect and the loss of bonds by
defects are considered as the main reasons for the Raman peak shifts. The localized strain
effect is an important factor which affects Raman peak shifts and the formation of new
Raman peaks heavily. With particular kinds of defects, there will be unique characteristic
peaks which give the information about the defect type, concentration, and distribution.

This work provides an easy and economical way to do first-order Raman spectroscopy
simulations, which will help researchers reduce the simulation time and resources. It
helps to recognize fingerprints in defective monolayer MoS$_2$’s Raman spectroscopy and it
gives a better understanding of relationships between vibrational modes, phonons, and
defects. Thus, by using the results of this work, one might easily measure the defect
types and their concentrations in monolayer MoS$_2$ by comparing Raman spectra with our
results. However, there are still some issues that need to be solved. First, the accuracy
of our method is still not enough. Second, this method cannot describe the influence of
the lattice strain effect correctly. In order to solve these problems, theory and method
improvements still need to be done.
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Appendix A

Scripts for building defective samples

In this chapter I attached the MATLAB script only for making MoS2 antisite sample. The scripts for other point defects are simpler than this one.

The main part is:

```matlab
1 clear all;
2 clc;
3
4 %below three lines are the POSCAR file, in which the atom_number.dat ... 
   provide the information of the number of Mo and S atoms, ... 
   atom_position.dat is the atom position (3*n matrix), and the ... 
   cell_size.dat is the 3*3 lattice parameter matrix.
5 load atom_number.dat;
6 load atom_position.dat;
7 load cell_size.dat;
8
9 for i=1:5
  10     for Percent=5:5
  11         percent=round(Percent*atom_number(1)*0.01);
  12         [atom_number_after,atom_position_after,moved_atoms]=
  13            make_mos2_defect(atom_number,atom_position,percent);
  14
  15         directory=['00',num2str(i),'/','contration',num2str(Percent)];
  16         geo=[directory,'/geo'];
  17         mkdir(directory);
  18         mkdir(geo);
  19         D=[geo,'/POSCAR'];
  20         fid=fopen(D,'wt');
  21         fprintf(fid,'MoS2
');
  22         fprintf(fid,' %2.1f
',1.0);
  23         format long eng;
  24         fprintf(fid,' %16.14f %16.14f %16.14f
',cell_size);
  25         fprintf(fid,' Mo  S
');
  26         fprintf(fid,' %d ...
',atom_number_after(1),atom_number_after(2));
  27         fprintf(fid,'Cartesian
');
  28         fprintf(fid,' %16.14f %16.14f %16.14f
',atom_position_after);
  29         fclose(fid);
  30
  31     Beifen=[geo,'/001Beifen'];
```
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fid=fopen('Beifen','wt');
fprintf(fid,'MoS2
');
fprintf(fid,' %2.1fn',1.0);
format long eng;
fprintf(fid,' %16.14f %16.14f %16.14fn',cellsize);
fprintf(fid,' Mo S S'n);
fprintf(fid,' %dn %dn %dn',100,100,100);
Beifen2=[geo,'/002Beifen'];
fid=fopen(Beifen2,'wt');
fprintf(fid,' %16.14f %16.14f %16.14fn',movedatoms);
end

The make_mos2_defect.m file:

function [atom_number_after,atom_position_after,moved_atoms] = ...
    make_mos2_defect(atom_number,atom_position,percent)
Mo = atom_position(1:atom_number(1),:);
S_top = atom_position(atom_number(1)+1:atom_number(2),:);
S_bot = atom_position(atom_number(2)+1:atom_number(1)+atom_number(2),:);
moved_atom_top=zeros(percent,3);
moved_atom_bot=zeros(percent,3);
for i=1:percent
    Defectable=length(S_top);
    Rand=randi(Defectable);
    Mo_insert=[S_top(Rand,1:2),Mo(1,3)];
    moved_atom_top(i,:)=S_top(Rand,:);
    moved_atom_bot(i,:)=S_bot(Rand,:);
    S_top(Rand,:)=[];
    S_bot(Rand,:)=[];
    Mo=[Mo;Mo_insert];
end
atom_number_after=[length(Mo),length(S_top)*2];
atom_position_after=[Mo;S_top;S_bot];
moved_atoms=[moved_atom_top;moved_atom_bot];
end
Appendix B

Script for calculating RGDOS

Use python 2.6 to run all the Python scripts in this thesis.

```python
import re
import csv
from decimal import *
import numpy as np
import matplotlib.pyplot as plt
from sys import exit, argv
from math import copysign

POSCAR_pc = argv[1]
POSCAR_sc = argv[2]
VIBMOD_pc = argv[3]
VIBMOD_sc = argv[4]
Ramannode = int(argv[5])

#Here we calculate the E'' and A''2 mode
if Ramannode == 8:
    coeff = 0.5
elif Ramannode == 6:
    coeff = 1.0
else:
    coeff = 0

def Gaussian(x, miu, sigma):
    Y = np.exp((x-miu)**2/(-2*sigma**2))
    return Y

def nun_atom(poscar):
    lines = poscar.readlines()
poscar.seek(0)

    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s!" %poscar)
        exit(1)

    try:
        atoms = [int(x) for x in lines[5].split()]
    except ValueError:
        pass
```
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39     atoms = [int(x) for x in lines[6].split()]
40     return atoms
41
42 def vol(poscar):
43     lines = poscar.readlines()
44     poscar.seek(0)
45
46     scale = float(lines[1])
47     if scale < 0.0:
48         print("Negative scale is not correct in %s" %poscar)
49     lat_vec = []
50     for i in range(2,5):
51         lat_vec.append([float(x)*scale for x in lines[i].split()[:3]])
52
53     vol = np.linalg.det(lat_vec)
54     return vol, lat_vec
55
56 def read_modes(qpointsyaml):
57     lines = qpointsyaml.xreadlines()
58
59     if int(lines.next().split()[-1]) !=1:
60         print("To calculate RGDOS you need only QPOINTS = 0.0 0.0 0.0")
61         exit(1)
62
63     number_of_atoms = int(lines.next().split()[-1])
64     number_of_modes = 3 * number_of_atoms
65     frequencies = np.zeros(number_of_modes)
66     polarization_vectors = np.zeros((number_of_modes,number_of_atoms,3))
67
68     i = -1
69     for line in lines:
70         if "frequency" in line:
71             j = -1
72             i += 1
73             frequencies[i] = float(line.split()[-1])
74         if " # atom " in line:
75             j += 1
76             for k in range(3):
77                 polarization_vectors[i,j,k] = ...
78                 float(lines.next().split()[2].replace(',',''))
79     return number_of_atoms, number_of_modes, ...
79     polarization_vectors, frequencies
80
81 with open(POSCAR_pc,"r") as pc, open(POSCAR_sc,"r") as sc:
82     SC_VOL, SC_LAT = vol(sc)
83     PC_VOL, PC_LAT = vol(pc)
84     natsc = nun_atom(sc)
85     natpc = nun_atom(pc)
86     vol_sc_topc = SC_VOL/PC_VOL
87
88     if abs(vol_sc_topc - round(vol_sc_topc)) > 0.0001 or vol_sc_topc ...
89         < 1:
90         print("Supercell is not consistant with primitive cell")
OR the order of argv is not correct.

exit(1)

with open(VIBMOD_pc,'r') as vibpc, open(VIBMOD_sc,'r') as vibsc:
    natoms_sc, nmodes_sc, vibmodes_sc, frequencies_sc = read_modes(vibsc)
    natoms_pc, nmodes_pc, vibmodes_pc, frequencies_pc = read_modes(vibpc)
    ucR = int(Ramannode) - 1
    pristine_vibs = np.zeros((natoms_sc, 3))
    weight = np.zeros((nmodes_sc))
    for uatm in range(len(natsc)):
        if uatm == 0:
            a = 0
            b = natsc[uatm]
        else:
            a = sum(natsc[:uatm])
            b = sum(natsc[:uatm+1])
        for j in range(a,b):
            for k in range(3):
                pristine_vibs[j, k] = vibmodes_pc[ucR, uatm, k]
        for scm in range(0,nmodes_sc):
            for scat in range(natoms_sc):
                weight[scm] += np.dot(vibmodes_sc[scm, scat], ...
                                          pristine_vibs[scat])

num = 5000
FREQUENCY = np.linspace(0,16.498858519,num)
INTENSITY = np.zeros((num))
for i in range(nmodes_sc):
    for k in range(num):
        INTENSITY[k] += abs(weight[i]) * Gaussian(FREQUENCY[k], ...
                                           frequencies_sc[i], 0.05)
maxi = 1
with open("RGDOS_%s.dat"%Ramannode,"w") as f:
    writer = csv.writer(f, delimiter='\t')
    writer.writerows(zip(33.335639515*FREQUENCY, coeff*(INTENSITY/maxi)))
Appendix C

Scripts for phonon unfolding

This script is for calculating the qpoints for SC. It needs the qpoints for PC and the POSCAR files of PC and SC. Note that the calculated qpoints are not only in the FBZ, because it is easier to match the qpoints of PC.

```python
import re
import csv
from decimal import *
import numpy as np
import matplotlib.pyplot as plt
from sys import exit, argv
from math import copysign

POSCAR_pc = argv[1]
POSCAR_sc = argv[2]
VIBMOD_pc = argv[3]

def vol(poscar):
    lines = poscar.readlines()
    poscar.seek(0)

    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s" %poscar)

    lat_vec = []
    for i in range(2,5):
        lat_vec.append([float(x)*scale for x in lines[i].split()[:3]])
    vol = np.linalg.det(lat_vec)
    lat_vec=np.array(lat_vec)
    return vol, lat_vec

def read_modes(qpointsyaml):
    lines = qpointsyaml.xreadlines()
    number_of_qpoints= int(lines.next().split()[-1])
    qpoints = np.zeros((number_of_qpoints,3))
    Q = -1
    for line in lines:
        if "q-position" in line:
            Q += 1
            qpoints[Q] = re.findall(r"\d+\.?\d*",line)
```
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qpoints=np.array(qpoints)
return number_of_qpoints, qpoints

with open(POSCAR_pc,"r") as pc, open(POSCAR_sc,"r") as sc:
    SC_VOL, SC_LAT = vol(sc)
    PC_VOL, PC_LAT = vol(pc)

    vol_sc_topc = SC_VOL/PC_VOL
    if abs(vol_sc_topc - round(vol_sc_topc)) > 0.0001 or vol_sc_topc < 1:
        print("Supercell is not consistent with primitive cell OR the order of argv is not correct.")
        exit(1)

        # here I need to add the angle of the k vector so that it can calculate all materials.
        k_a_pc = 1/PC_LAT[0,0]
        k_b_pc = 1/np.linalg.norm([PC_LAT[1,0],PC_LAT[1,1]])
        k_a_sc = 1/SC_LAT[0,0]
        k_b_sc = 1/np.linalg.norm([SC_LAT[1,0],SC_LAT[1,1]])

        a_time=k_a_pc/k_a_sc
        b_time=k_b_pc/k_b_sc

        k_vec_pc=np.array([a_time,b_time,0])
        print(k_vec_pc)
        k_vec_sc=np.array([1,1,0])
        print(k_vec_sc)

        with open(VIBMOD_pc,'r') as vibpc:
            nqpoints_pc, qpoints_pc = read_modes(vibpc)
            qpoint_pc=np.zeros((nqpoints_pc,3))
            qposition_pc=qpoints_pc*k_vec_pc
            print(qposition_pc)

            f=open("QPOINTS","wt")
            f.write('%d
' %nqpoints_pc)
            np.savetxt(f,qposition_sc,fmt="%.4f")
            f.close()
```

This script is the main script to calculate the unfolded phonon dispersions for SC.

```python
import re
csv
from decimal import *
import numpy as np
import matplotlib.pyplot as plt
from sys import exit, argv
from math import copysign
```
# this script needs qpoints.yaml from Phonopy calculation. Both PC and SC are needed.

```python
poscar_pc = argv[1]
poscar_sc = argv[2]
vibmod_pc = argv[3]
vibmod_sc = argv[4]

def get_number(x):
    return re.findall(r"[-+]?\d*\.\d+\d*",x)

def getMax(M):
    maxVal = 0
    for row in M:
        if max(row) > maxVal:
            maxVal = max(row)
    return maxVal

def num_atom(poscar):
    lines = poscar.readlines()
    poscar.seek(0)
    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s!" %poscar)
        exit(1)
    try:
        atoms = [int(x) for x in lines[5].split()]
    except ValueError:
        atoms = [int(x) for x in lines[6].split()]
    return atoms

def vol(poscar):
    lines = poscar.readlines()
    poscar.seek(0)
    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s" %poscar)
    lat_vec = []
    for i in range(2,5):
        lat_vec.append([float(x)*scale for x in lines[i].split()[:3]])
    vol = np.linalg.det(lat_vec)
    return vol, lat_vec

def read_modes(qpointsyaml):
    lines = qpointsyaml.xreadlines()
    number_of_qpoints = int(lines.next().split()[-1])
    qpoints = np.zeros((number_of_qpoints,3))
    number_of_atoms = int(lines.next().split()[-1])
    number_of_modes = 3 * number_of_atoms
    frequencies = np.zeros((number_of_qpoints, number_of_modes))
    polarization_vectors = ...
```
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```python
np.zeros((number_of_qpoints, number_of_modes, number_of_atoms, 3, 2))  
# the 2 here is the real and imaginary part of the x, y, z ... direction vibrations.
Q = -1
for line in lines:
    if "q-position" in line:
        i = -1
        Q += 1
        qpoints[Q] = re.findall(r"\d+.?\d*", line)
    if "frequency" in line:
        j = -1
        i += 1
        frequencies[Q, i] = float(line.split()[−1])
    if "# atom " in line:
        for k in range(3):
            polarization_vectors[Q, i, j, k] = get_number(lines.next())
qpoints = np.array(qpoints)
return number_of_qpoints, number_of_atoms, number_of_modes, ...
polarization_vectors, qpoints, frequencies
```

with open(POSCAR_pc,"r") as pc, open(POSCAR_sc,"r") as sc:
    SC_VOL, SC_LAT = vol(sc)
    PC_VOL, PC_LAT = vol(pc)
    natsc = nun_atom(sc)  # I only care this
    natpc = nun_atom(pc)
    vol_sc_topc = SC_VOL/PC_VOL

with open(VIBMOD_pc,'r') as vibpc, open(VIBMOD_sc,'r') as vibsc:
    nqpoints_pc, natoms_pc, nmodes_pc, vibmodes_pc, qpoints_pc, ...
    frequencies_pc = read_modes(vibpc)
    nqpoints_sc, natoms_sc, nmodes_sc, vibmodes_sc, qpoints_sc, ...
    frequencies_sc = read_modes(vibsc)

weight=np.zeros((nqpoints_pc,nmodes_sc))  # unfold, the qpoints ...
weight_middle=np.zeros((nmodes_pc,nqpoints_pc,nmodes_sc))  ...
# prepare for normalization of each pristine mode.
pristine_vibs=np.zeros((nqpoints_pc,nmodes_pc,sum(natsc),3,2))

###############################this part is to match the atom in ...
PC and SC, only works for atoms in PC is easy to devide.
for uatm in range(len(natsc)):
    if uatm == 0:
        a = 0
        b = natsc[uatm]
    else:
        a = sum(natsc[:uatm])
        b = sum(natsc[:uatm+1])

for Q in range(nqpoints_pc):
    for i in range(nmodes_pc):
        for j in range(a, b):
            for k in range(3):
                pristine_vibs[Q, i, j, k] = ...
for Qpc in range(nqpoints_pc):
    for Msc in range(nmodes_sc):
        for Mpc in range(nmodes_pc):
            #for Qsc in range(nqpoints_sc):
                for Asc in range(natoms_sc):
                    for k in range(3):
                        weight_middle[Mpc,Qpc,Msc] += np.dot(vibmodes_sc[Qpc,Msc,Asc,k], pristine_vibs[Qpc,Mpc,Asc,k])

print(Qpc,Msc)

weight_middle=np.array(weight_middle)
weight_middle=weight_middle**2
for i in range(nmodes_pc):
    for j in range(nqpoints_pc):
        max_weight=max(weight_middle[i,j])
        weight_middle[i,j] =weight_middle[i,j]/max_weight

for i in range(nmodes_pc):
    for j in range(nqpoints_pc):
        for k in range(nmodes_sc):
            weight[j,k]+=weight_middle[i,j,k]

for j in range(nqpoints_pc):
    for k in range(nmodes_sc):
        if weight[j,k]>1:
            weight[j,k]=1

frequencies_sc=np.array(frequencies_sc)
qpoints_pc=np.array(qpoints_pc)
final=np.zeros((nqpoints_pc,nmodes_sc,3))
frequency=33.335639515*frequencies_sc

np.savetxt("weight",weight,fmt="%.4f")
np.savetxt("frequency",frequency,fmt="%.6f")
np.savetxt("qpoints_sc",qpoints_sc,fmt="%.4f")

print(nqpoints_pc,nmodes_sc)

mpl_fig = plt.figure()
ax = mpl_fig.add_subplot(111)
x_ticks=[0,172,272,472]
for i in range(nqpoints_pc):
    for j in range(nmodes_sc):
        if weight[i,j]>0.05:
            plt.plot(i,frequency[i,j],marker='.', markersize=2*weight[i,j]+3,color=((1,0,0,weight[i,j])))
plt.xlim((0, nqpoints_pc))
plt.ylim((0, 520))
ax.set_ylabel("Frequency (1/cm)",fontsize=18)
plt.xticks(x_ticks)
plt.savefig('unfold.png')
plt.show()
Appendix D

Script for localize vibrations

```python
import re
import csv
from decimal import *
import numpy as np
import matplotlib.pyplot as plt
from sys import exit, argv
from math import copysign
import pandas as pd

POSCAR_pc = argv[1]
POSCAR_sc = argv[2]
VIBMOD_pc = argv[3]
VIBMOD_sc = argv[4]
Ramannode = argv[5]

sigma = 0.05;

def Gaussian(x, miu, sigma):
    Y = np.exp((x-miu)**2/(-2*sigma**2))
    return Y

def get_number(x):
    return re.findall(r'[-+]?d*\.d+|d+',x)

def index(filename, words):
    for line_number, line in enumerate(filename, 1):
        word = line.strip()
        if word in words:
            return line_number

def nnum_atom(poscar):
    lines = poscar.readlines()
poscar.seek(0)

    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s!" %poscar)
        exit(1)
```
try:
    atoms = [int(x) for x in lines[5].split()]
except ValueError:
    atoms = [int(x) for x in lines[6].split()]
return atoms

def vol(poscar):
    lines = poscar.readlines()
poscar.seek(0)

    scale = float(lines[1])
    if scale < 0.0:
        print("Negative scale is not correct in %s" %poscar)
    lat_vec = []
    for i in range(2,5):
        lat_vec.append([float(x)*scale for x in lines[i].split()[:3]])

    vol = np.linalg.det(lat_vec)
    return vol, lat_vec

def readModes(qpointsyaml):
    lines = qpointsyaml.xreadlines()

    if int(lines.next().split()[-1]) !=1:
        print("To calculate RGDOS you need only QPOINTS = 0.0 0.0 0.0")
        exit(1)

    number_of_atoms = int(lines.next().split()[-1])
    number_of_modes = 3 * number_of_atoms
    frequencies = np.zeros(number_of_modes)
    polarization_vectors = np.zeros((number_of_modes,number_of_atoms,3))

    i = -1
    for line in lines:
        if "frequency" in line:
            j = -1
            i += 1
            frequencies[i] = float(line.split()[-1])
        if " - # atom " in line:
            j += 1
            for k in range(3):
                polarization_vectors[i,j,k] = ...
                float(lines.next().split()[2].replace(',,'))
    return number_of_atoms, number_of_modes, ...
    polarization_vectors,frequencies

with open(POSCAR_pc,"r") as pc, open(POSCAR_sc,"r") as sc:
    SC_VOL, SC_LAT = vol(sc)
    PC_VOL, PC_LAT = vol(pc)
    natsc = nun_atom(sc)
    natpc = nun_atom(pc)
    vol_sc_topc = SC_VOL/PC_VOL
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with open(VIBMOD_pc,'r') as vibpc, open(VIBMOD_sc,'r') as vibsc:
    natoms_sc, nmodes_sc, vibmodes_sc, frequencies_sc = read_modes(vibsc)
    natoms_pc, nmodes_pc, vibmodes_pc, frequencies_pc = read_modes(vibpc)
    ucR = int(Raman node) − 1
    pristine_vibs = np.zeros((natoms_sc, 3))
    weight = np.zeros((nmodes_sc))
    for uatm in range(len(natsc)):
        if uatm == 0:
            a = 0
            b = natsc[uatm]
        else:
            a = sum(natsc[:uatm])
            b = sum(natsc[:uatm+1])
        for j in range(a,b):
            for k in range(3):
                pristine_vibs[j, k] = vibmodes_pc[ucR, uatm, k]
        for scm in range(3,nmodes_sc):
            for scat in range(natoms_sc):
                weight[scm] += np.dot(vibmodes_sc[scm, scat], ...
                pristine_vibs[scat])
        weight=abs(weight)
        maxi = max(weight)
        WEIGHT=weight/maxi
    ### Find Gausian peak
    num = 3000
    FREQUENCY_gaussain = ...
    np.linspace(min(frequencies_sc),2+max(frequencies_sc),num)
    INTENSITY = np.zeros((num))
    for i in range(nmodes_sc):
        for k in range(num):
            INTENSITY[k] += weight[i] * Gaussian(FREQUENCY_gaussain[k], ...
            frequencies_sc[i], sigma)
        maxi_gaussain = max(INTENSITY)
    ### calculate each modes' weight on the peak
    peak_weight = np.zeros((nmodes_sc))
    peak_position = np.argmax(INTENSITY)
    peak_frequency = FREQUENCY_gaussain[peak_position]
    for i in range(nmodes_sc):
        peak_weight[i] = weight[i] * Gaussian(peak_frequency, ...
        frequencies_sc[i], sigma)/maxi_gaussain
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```python
### write vibration modes
VIBRATION_MODES = np.zeros((natoms_sc, 1))
VIBRATION_MODES_combine = np.zeros((natoms_sc, 1))
FREQUENCY = []
frequencies_sc2 = frequencies_sc * 33.35639515
PEAK_FREQUENCY = peak_frequency * 33.35639515

for scm in range(3, nmodes_sc):
    if frequencies_sc2[scm] > (PEAK_FREQUENCY - 1.666781976) and ...
        frequencies_sc2[scm] < (PEAK_FREQUENCY + 1.666781976):
        FREQUENCY.append([int(scm + 1), frequencies_sc2[scm], WEIGHT[scm]])
        for scat in range(natoms_sc):
            VIBRATION_MODES_combine[scat] ... += WEIGHT[scm] * np.dot(vibmodes_sc[scm, ... scat], vibmodes_sc[scm, scat])

for scat in range(natoms_sc):
    VIBRATION_MODES[scat] = VIBRATION_MODES_combine[scat]

# Repeat the above process
f2 = open("POSCAR-sc.xsf", "r")
b1 = f2.readlines()[11:]
f2.close()

for i in range(natoms_sc):
    b1[i] = b1[i].rstrip() + ' ' + str(VIBRATION_MODES[i, 0]) + '

f3 = open("vib_mod_dis%s" % Ramannode, "w")
for line in b1:
    f3.write(line)
f3.close()

FREQUENCY = np.array(FREQUENCY)
if FREQUENCY != []:
    FREQUENCY = FREQUENCY[FREQUENCY[:, 2].argsort()]
else:
    FREQUENCY = np.matrix([0, 0, 0])
lalala = len(FREQUENCY)
c1 = []
c1.append('Mode_No.' + ' ' + 'Frequency' + ' ' + 'Weight' + '
')
for i in range(lalala):
    c1.append(str(int(FREQUENCY[i, 0])) + ' ' + str(FREQUENCY[i, 1]) + ... ' ' + str(FREQUENCY[i, 2]) + '
')

f4 = open("frequency_list%s" % Ramannode, "w")
for line in c1:
    f4.write(line)
f4.close()
```