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Abstract We develop a coupled electronic charge and photon transport simulation model to allow for deeper analysis of our recent experimental studies of intracavity double diode structures (DDSs). The studied structures consist of optically coupled AlGaAs/GaAs double heterojunction light emitting diode (LED) and GaAs p-n-homojunction photodiode (PD) structure, integrated as a single semiconductor device. The drift-diffusion formalism for charge transport and an optical model, coupling the LED and the PD, are self-consistently applied to complement our experimental work on the evaluation of the efficiency of these DDSs. This is to understand better their suitability for electroluminescent cooling (ELC) demonstration, and shed further light on electroluminescence and optical energy transfer in the structures. The presented results emphasize the adverse effect of non-radiative recombination on device efficiency, which is the main obstacle for achieving ELC in III-V semiconductors.
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1 Introduction

During the past couple of decades, research on planar optoelectronic devices involved less studies on conventional III-V based devices, and focused much
more on devices based on nitrides and other emerging materials, such as antimonides and nanomaterials, by addressing the scientific and technological challenges introduced by these material systems [1], [2]. However, recent developments in optical cooling, light emission efficiency and information processing [3]–[5] is provoking a renewed interest in mature III-V materials, specifically III-As [6].

Two types of semiconductor-based optical cooling technologies have been predominantly studied in recent years: (i) laser cooling and (ii) electroluminescent cooling (ELC). Indeed, progress in solid-state cooling technologies has been pioneered by laser cooling of doped glasses [3] and semiconductors [7], and very low-power electroluminescent cooling of small bandgap light-emitting diodes (LEDs) has recently been demonstrated [8]. In general, photon emission of a semiconductor is dominated by photons with an energy higher than the bandgap ($E_g$). However, it is possible to create electron-hole pairs with an excitation energy that is smaller than $E_g$, with the remaining energy being drawn from lattice heat (thermal energy). Unlike laser cooling, where the excitation power quickly drops when the photon energy of the excitation drops below the bandgap energy, using an LED-based approach (with an electrical excitation) also allows using bias voltages and excitation energies that are well below the threshold set by the bandgap.

In principle, ELC at a high bias should be feasible with present materials (III-V semiconductors) but is yet to be reported. Despite considerable efforts, light confinement due to the large refractive index of typical semiconductors has remained a serious obstacle in demonstrating the optical cooling of semiconductors [9]. In practice, to achieve ELC, several general challenges need to be addressed, including reduced photon recycling and light extraction, device processing challenges, interface non-radiative recombination, non-uniform excitation effects and charge injection issues.

In order to achieve direct observation of cooling conditions, our most recent experiments [6] investigated the effect of enclosing a III-As light emitting diode and a light absorbing photodiode (PD) in an intracavity double diode structure (DDS) configuration, as illustrated in Fig. 1. This arrangement essentially eliminates the light extraction issues encountered in conventional setups. Furthermore, the presently studied intracavity approach can substantially relax the material requirements for reaching the high-current ELC regime. Also, electrical injection enables low bias operation. The integrated photodiode, providing current for the LED and thereby facilitating current spreading, allows direct measurement of the coupling quantum efficiency. Therefore, this structure can act as an extremely useful intermediate research prototype to demonstrate ELC and to investigate the main challenges associated with the demonstration. In practical terms, ELC can be demonstrated, if the condition $CQE(U) > U/\hbar\omega$ is met. In this case, $CQE$ refers to the coupling quantum efficiency, defined as the ratio $I_2/I_1$ of the currents $I_1$ and $I_2$ through the LED and the PD, respectively, $U$ is the potential drop across the LED and $\hbar\omega$ is the emitted photon energy. This condition indicates that the LED emits at least an optical power $I_2\hbar\omega/q$, while the injected electrical power is $I_1U$; if the
emitted optical power is larger than injected electrical power, the LED cools down. Due to the lack of thermal insulation between the LED and the PD, however, these devices will not be able to produce significant temperature differences across the device without e.g. introducing vacuum nanogaps within the structure [10]. In this work, and backed by experiments, we apply the drift-diffusion (DD) formalism for electron charge transport, as coupled with a first order photon transport model, to understand further the behavior of the intracavity configuration, and to discuss its suitability for electroluminescent cooling.

2 Simulated structures and experimental setup

Fig. 1 shows the layer structure of our reference device (sample B₁), with an i-GaAs active layer (AL) of 300 nm. It incorporates a double heterojunction (DHJ) GaAs/AlGaAs LED grown on top of a GaAs p-n-homojunction photodiode. Light emission from the LED is guided towards the photodiode either directly or after reflection from the top contact. Direct measurements of the current components (Fig. 1) allows detecting the amount of absorbed light, as discussed in Ref. [6]. To support our simulation study, two measurement methods have been employed: (i) the four point probe \( I-V \) measurement setup, to extract the \( I-V \) characteristics of both the LED \( (I_1-V) \) and PD \( (I_2-V) \) and the corresponding coupled quantum efficiency (CQE) [6], and (ii) lock-in thermography and conventional luminescence microscopy methods [11], to probe emission patterns in the structure. In order to understand better the operation of the DDS, we consider various \( B_1 \) structures with different LED mesa diameters (100\( \mu \)m, 200\( \mu \)m, 500\( \mu \)m, 1mm). We also study two more structures \( B_2 \) and \( B_3 \), similar to structure \( B_1 \) (100\( \mu \)m mesa diameter), but with an AL of 50nm and 10nm, respectively.
3 Simulation Method

We employ a numerical transport model based on the DD current and continuity equations for charge carriers, effectively coupling the partial differential equations for the electrostatic potential $\phi$ and the quasi-Fermi levels $E_{fn}$ and $E_{fp}$ for electrons and holes, respectively, as given below:

\[
\nabla \cdot (-\epsilon \nabla \phi) = q (p - n + N_d - N_a),
\]

\[
\nabla \cdot J_n = \nabla \cdot (\mu_n n \nabla E_{fn}) = q R;
\]

\[
\nabla \cdot J_p = \nabla \cdot (\mu_p p \nabla E_{fp}) = -q R,
\]

where $n$ is the electron density in the conduction band, $p$ is the hole density in the valence band, $J_n$ and $J_p$ are the electron and hole current densities, respectively. Also, $N_d$ is the ionized donor density, $N_a$ is the ionized acceptor density, $R$ is the net recombination rate per unit volume, $\epsilon$ is the permittivity, $q$ is the elementary charge, $\mu_n$ and $\mu_p$ are the electron and hole mobilities, respectively. Further details about the model can be found in [12]–[14].

The recombination rate $R$ is modeled using the well-known parameterized formula for radiative, Shockley–Read–Hall (SRH), Auger recombination [12], and surface and interface non-radiative recombination [15]. In contrast to typical LED models, our structure involves three terminals described by Dirichlet-form boundary conditions, biasing the LED in the customary manner, while short-circuiting the PD. The LED and the PD are optically coupled, as follows. The electron-hole (e-h) recombination term $R_{LED}$ in the LED active region is coupled to an e-h generation term $G_{PD}$ in the photodiode layers through the optical coupling constant (CC) $\chi$ and the relation $G_{PD} = \chi R_{LED}$. Measuring the CC is not very straight-forward. However, it can be estimated by calculating the reflection coefficient of the (top p-type LED) contact structure, as described in Ref. [6]. Using the refractive indices reported in Ref. [6] and literature, the CC is estimated to be 90% [6]. The 10% loss associated with the coupling constant accounts for the mirror losses in the metal contact and the non-transparent top ‘cap’ GaAs layer. The attenuation of light in the PD is presently approximated by the Beer-Lambert law given by the following relationship:

\[
I = I_0 \exp(-\zeta d),
\]

where $\zeta$ is the absorption coefficient, $d$ is the light penetration depth, and $I_0$ is the intensity at reference position $z = 0$, matching the emission at the corresponding position in the LED. Improved photon transport models are currently being considered, such as our in-house optical model [16]–[18] to extract the reflection coefficients and Green’s functions of the multi-layered structure. Ultimately, we aim to solve for the radiative transfer equation (RTE), to include more accurately photon transport along different paths and angles. Table 1 summarizes the most relevant parameters used in our calculations.
Table 1 The most relevant parameters used in our calculations. It is noteworthy that the value of the SRH-like recombination constant $A$, as used in the simulations, is extracted from measurements for each device sample. The table only shows the range for this fitting parameter, for the mesa diameters and layer thicknesses used in this work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/range</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRH recombination constant $A$</td>
<td>$10^6 - 10^9$ (s$^{-1}$)</td>
</tr>
<tr>
<td>Radiative recombination constant $B$</td>
<td>$2 \times 10^{-10}$ (cm$^3$s$^{-1}$) [19], [20]</td>
</tr>
<tr>
<td>Auger recombination constant $C$</td>
<td>$10^{-30}$ (cm$^6$s$^{-1}$) [21]</td>
</tr>
<tr>
<td>Absorption coefficient $\zeta$</td>
<td>$10^4$ (cm$^{-1}$) [22]</td>
</tr>
</tbody>
</table>

4 Results and Discussion

Our simulation model has been carefully calibrated with measurements, as described above, for different mesa diameter sizes and active layer (AL) thicknesses. Fig. 2 shows LED ($I_1\ -\ V$) and photodiode ($I_2\ -\ V$) characteristics, and the corresponding CQE as a function of bias for a 500$\mu$m diameter, and the peak CQE (from experiments and simulations) and the extracted SRH constant, for different mesa diameters. Fig. 2 highlights how the CQE is higher at larger mesa diameters, where the effect of SRH and interface non-radiative recombination is reduced, as highlighted in Fig. 2(d). Fig. 3 shows the radiation recombination maps from simulations (side view) and experiments (top view), for example devices. Clearly, simulations and experiments show a similar trend for radiation recombination distribution, with the peak emission occurring near the top contact edge.

Further analysis of the simulation results show that the presently used model parameters give a peak LED IQE of approximately 90%, for the 500$\mu$m mesa diameter device studied here. The peak photodiode IQE is lower at around 75%, under short circuit conditions (for the same diameter). For the smaller mesa diameters considered here (100$\mu$m or 200$\mu$m), both IQEs become even smaller. These results suggest that, despite the short circuit operation, one of the largest bottlenecks in the DDS operation may in fact be the efficiency of the solar cell. In the present model, the efficiency dependence on the mesa diameter originates almost completely from surface recombination, which is included in the effective SRH recombination coefficient and becomes relatively more pronounced when the device surface-to-volume ratio increases for smaller mesa sizes.

To further demonstrate the effect of non-radiative interface recombination on efficiency, we show in Fig. 4 the variation of the CQE as a function of bias, and the corresponding peak CQE from experiments and simulations, for active layers of 300nm ($B_1$), 50nm ($B_2$) and 10nm ($B_3$) thicknesses, and a 100$\mu$m mesa diameter. Fig. 4 shows a clear trend of a decreasing peak CQE with a decreasing AL thickness. Our simulations indicate that this reduction in CQE at thinner ALs is a direct consequence of the increased importance of non-radiative recombination at the interfaces of the AL. In practice, the reduction of efficiency due to the relative increase in the interface recombination
is strongly affected by the interface and material quality, and it also competes with and is affected by several other effects such as current spreading, the Purcell effect and carrier densities at the interface. Therefore, while the present results suggest that thicker active regions work better for our structure, further work is in order to provide conclusive information on the optimal thickness of the active layer.
Fig. 4 The variation of the CQE as a function of LED current density, and the corresponding peak CQE from experiments and simulations, for a 100µm mesa diameter, and active layers of 300 (B₁), 50 (B₂) and 10 nm (B₃) thicknesses.

5 Conclusion

To conclude, we used the DD formalism with first order optical coupling, as supported by experiments, to study intracavity DDSs, as proof-of-concept devices with a strong potential for electroluminescent cooling. We presented results emphasizing how non-radiative recombination in the active layer and its GaAs/AlGaAs interfaces may affect device efficiency. This effect and other factors, such as current crowding, leakage outside the active layer, nonisotropic emission from thin ALs, and the decay length of recombination outside metal contacts and towards the device edges, may all contribute to the presently relatively low efficiency (< 65%), which is the main obstacle for achieving EL cooling. In theory, a CQE approaching 100% can be achieved if the DDS structure, material composition and the epitaxial structure are highly optimized. In practice, the optimal structure is expected to be highly dependent on several factors such as the material properties and optical losses. Hence, future work is warranted to explore in more details these effects and also incorporate more advanced optical coupling models, to provide deeper insight into the physics of the light emitters, allowing the design of efficient solid-state EL cooling devices by optimizing the effect of geometrical features and material properties.
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