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The expansion of the Internet of Things (IoT) has resulted in an increasing number of new devices communicating independently over the network with each other and with servers. This has created a need for protocols to manage the swiftly growing network. Consequently, formal verification methods have become an important part of the development process of network systems and protocols. Before implementation, the specification itself has to be shown to be reliable and secure.

*Nimble out-of-band authentication for EAP* (EAP-NOOB) is a protocol for bootstrapping IoT devices with a minimal user interface and no pre-configured credentials. In this thesis, we create a symbolic model of the EAP-NOOB protocol with the mCRL2 modelling language and verify both its correct operation and its liveness properties with exhaustive state space exploration and model checking. Major findings relate to the recovery of the protocol after lost or corrupted messages, which could be exploited for denial-of-service attacks. We contribute to the standardisation process of the protocol by model checking the current draft specification and by suggesting improvements and clarifications to the next version. Finally, we verify the changes made to the protocol and show that they improve the overall reliability and fix the detected issues. Moreover, while modelling the protocol, we found various underspecified features and ambiguities that needed to be clarified. Furthermore, we create a test suite for testing the cryptographic implementation. By comparing message logs from the implementation with output generated by our test script, we find that incompatibilities between cryptographic libraries sometimes resulted in protocol failures.
Utvidgandet av sakernas internet (IoT) har resulterat i en ökning av nya fristående apparater som kommunicerar med varandra och med servrar. Detta har skapat ett behov av protokoll för att upprätthålla det växande nätverket. Följaktligen har användning av formell verifiering blivit en viktig del av utvecklingsprocessen av nätverksystem och protokoll. Innan ett protokoll implementeras, måste själva specifikationen bevisas vara pålitlig och säker.
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Chapter 1

Introduction

System development is an iterative process that consists of repeated cycles of specification, implementation, documentation and verification [5]. The specification of a system defines the behaviour of any implementation, whereas the documentation generally describes a specific implementation. The purpose of verification is to determine whether an implementation or specification has a set of properties, such as the desired functionality or the ability to recover from error situations. A system is considered to be correct if it satisfies all the specified properties [5]. These properties can range from generic requirements defined in the specification to implementation-specific features that describe the correct behaviour of a piece of code. Consequently, we can divide system verification into two categories: implementation (or software) verification and specification verification.

Traditional software verification techniques include testing and code reviewing, both of which have been proven to be effective ways to find defects in implementations [5]. Software testing is a dynamic verification technique that can be automated to verify a set of properties, expressed as pairs of matching input and output values, every time the implementation changes. After a change is made, each specified input is still expected to return the corresponding output. This technique is especially suitable for verifying software with a modular design, as it enables testing of individual parts, or modules, one at a time. However, testing can only show the absence or presence of pre-determined errors and it does not prove the overall correctness of a system [5]. Any property that is not explicitly defined by the developers will not be tested and mistakes made during the test implementation may generate false results. Furthermore, testing reactive systems creates additional challenges due to the fact that the execution does not always terminate. Many systems are meant to keep running without ever exiting, which makes verification with input-output pairs less applicable [17].
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Code reviews solve these problems by not requiring execution of the software and help mitigate human error by involving more individuals in the process. After a feature passes all automated tests, it is reviewed by one or more developers, who are usually not directly involved in the development process of the feature. This way, mistakes made by one person are more likely to be detected before a feature is accepted for production and new errors that are not part of the automated test cases may be detected. Moreover, code reviews can improve the quality of software. Even if a piece of code works properly, it might be inefficient or redundant. Although an effective way to catch programming errors, manual reviewing can be time consuming and might still overlook subtle or obscure mistakes due to its dependence on humans [5].

Exhaustive verification becomes increasingly relevant when developing standards that serve as specifications for multiple independent implementations. In particular, the standardisation process of communication protocols often requires multiple iterations of improvements based on reviews and empirical examination. Prior to testing individual implementations with either of the aforementioned techniques, the protocol itself has to be verified to be correct in order to mitigate the possibility of design flaws. Any errors in the specification will likely propagate to the implementations. Correcting errors later requires modification of each individual implementation, which can include a significant amount of work and leave older versions vulnerable to failure until patches have been implemented and tested properly.

Formal verification is a group of techniques based on applied mathematics. These methods can be divided into two categories: deductive verification and model-based verification [5, 17]. Deductive verification includes inferring the correctness of a system specification with axioms and proof rules. It resembles mathematical proofs and requires a thorough understanding of the method to be applicable [17]. Model-based verification, on the other hand, involves creating a state model of the system and performing exhaustive exploration of all possible states. When an error state is reached, the model-checker typically provides a trace leading from the initial state to the error state. Formal verification methods are often used to prove the reliability of commonly used protocols, such as TLS 1.3 [40] (e.g. Cremers et al. [19]), and they have been used by companies such as Amazon [37] and Facebook [13] to eliminate bugs in large-scale services.

Symbolic modelling is a variant of model-based verification that strives to cover all relevant properties of a specification while abstracting away irrelevant details. Such details consist of data that does not affect the system behaviour [5]. The purpose of abstraction is to avoid the combinatorial explosion of system states [17]. The desired properties are expressed with a
property specification language, such as temporal logic, which allows referring to the sequence of actions or states occurring in the system over time [5]. This means that properties can include statements such as the system will \textit{eventually} reach state X, or the system will \textit{never} reach state Y after reaching state X.

The Internet Engineering Task Force\(^1\) (IETF) is an organisation that maintains a collection of Internet specifications, called Requests for Comments (RFCs). Each RFC starts as an Internet-Draft (ID) and requires often multiple iterations of improvements before it is accepted as a standard. One such draft is the \textit{nimble out-of-band authentication for EAP} (EAP-NOOB) [3], a bootstrapping protocol for Internet of Things (IoT) devices with minimal user interface.

EAP-NOOB is based on previous work by Sethi et al. [42, 43] and expands the Extensible Authentication Protocol (EAP) [45]. It has already undergone several iterations of improvements based on reviews of previous versions of the specification and the development of a software implementation [38, 41]. However, the protocol still requires additional iterations of feedback and improvements before standardisation. The main prospective verification tasks include assuring that the protocol design has the expected functionality, verification of linear properties, and understanding the protocol behaviour in various exceptional cases, such as error situations and after message loss.

The main objective of this thesis is to perform a thorough analysis of the protocol specification [2] with formal verification techniques. We will create a symbolic model of the current protocol draft with the formal specification language \textit{micro Common Representation Language 2} (mCRL2). The model will be used to test the overall reliability of the protocol, as well as its ability to recover from errors and failures in the channels between servers and peers. Furthermore, we will simulate the protocol in a multi-server, multi-peer environment and verify that the desired properties are not affected by multiple simultaneous connections from different sources.

The goals of the research are as follows:

1. Create an mCRL2 model of the EAP-NOOB protocol.
2. Verify the correct behaviour of the protocol with automated queries and manual simulations. We will focus on verification of linear properties, i.e. correct behaviour of the client and server as reactive systems, as well as absence of denial-of-service situations.

\(^1\)http://www.ietf.org/tao.html
3. Based on the results, provide updates to the protocol design team for the next version of the draft.

4. Perform software testing and targeted code reviews for the features that cannot be modelled with mCRL2, especially the cryptographic implementation.

Note that verification of the security of the cryptographic protocol is beyond the scope of this thesis and our focus is on verifying the correctness of the specification. For future work, see section 7.3.

1.1 Structure of the Thesis

The rest of this thesis is organized as follows. Chapter 2 describes the theoretical and historical background of model checking and presents the formal verification language mCRL2. Chapter 3 provides a brief introduction to the EAP-NOOB protocol and chapter 4 gives an in-depth explanation of how it was modelled. Chapter 5 presents the verification process by describing what was verified, how it was done, and what changes were made in the protocol specification and its implementation. Chapter 6 explains the software testing and code-reviewing techniques used for functional verification of the cryptographic implementation. Chapter 7 evaluates the modelling process, summarises the contributions that were made and discusses future work that could still be done. Finally, chapter 8 provides a summary of the thesis and concluding remarks.
Chapter 2

Model Checking Background

In this chapter, we present the historical and theoretical background of model checking. We begin with an explanation of the necessary background information by briefly introducing to the concept of a process algebra. After that, we describe the steps leading up to the development of the formal specification language mCRL2, used in this thesis for modelling the EAP-NOOB protocol, followed by an introduction to the language itself. We describe the concept of model checking and present its history and current state of art. Finally, we describe temporal logic as a way to verify models.

2.1 Process Algebra

In this thesis, we use symbolic modelling for verification of the reliability and correctness of the EAP-NOOB protocol. Symbolic modelling is a formal verification method based on process algebra, the study of parallel and distributed systems. A process describes the behaviour of a system, i.e. all events and actions that it can perform, including properties such as timing and probabilities. Alternatively, it can be viewed as a discrete event system, for which we can observe the occurrence of a behaviour at some moment in time. Modelling centralised, sequential systems can be done by examination of the processes as simple automata with finite numbers of states and transitions between them. The functionality of such models can be evaluated with a set of predetermined test cases of input-output pairs, simply by following the path from the initial state to a final state [4]. The downside of sequential models is their inability to model the interaction required by parallel or distributed (reactive) systems. Instead of a single execution path, the transitions of such systems might depend on the states of other parts running in parallel, possibly on separate hosts.
The aim of a process algebra is to solve the problem of sequential models by providing means of performing calculations with processes, describing distributed systems and specifying interactions between them. Furthermore, it allows defining alternative and sequential composition, i.e. choice and sequential behaviour [4]. The basic laws of process algebra are the structural laws concerning the basic operations $\oplus$ (nondeterministic choice) and $\cdot$ (sequential composition). Finite processes can be generated with five basic axioms [7]. In addition to these, additional theorems define the behaviour of the merge, abstraction, and communication operators [4].

**Axiom 1** Commutativity of nondeterministic choice:
$$x \oplus y = y \oplus x$$

**Axiom 2** Associativity of nondeterministic choice:
$$x \oplus (y \oplus x) = (x \oplus y) \oplus x$$

**Axiom 3** Idempotence of nondeterministic choice:
$$x \oplus x = x$$

**Axiom 4** Right distributivity of nondeterministic choice over sequential composition:
$$(x \oplus y) \cdot z = x \cdot z + y \cdot z$$

**Axiom 5** Associativity of sequential composition:
$$(x \cdot y) \cdot z = x \cdot (y \cdot z)$$

Model checking requires both nondeterministic choice and sequential composition in order to generate all possible execution paths, or futures, for exhaustive state space exploration. For example, as shown in listing 2.1, an in-band server-to-peer channel is given the choice of receiving and sending either a success message (row 3) or a failure message (row 6). Additionally, instead of forwarding the message, the channel can drop it (rows 4 and 7) and raise an error to notify the user that the message was not delivered. This way, whenever the channel receives a message, it creates two distinctive paths to explore: one in which the message is delivered and one in which it is dropped. Both cases should be considered by the verification process to cover all possible execution paths for messages sent through the channels.
% In-band channel: Server to Peer
ServerToPeerChannel() =
    SEND_EAP_SUC_C_I . (RECV_EAP_SUC_C_O + ERROR_MSG(dropped_msg))
    . ServerToPeerChannel() + SEND_EAP_FAIL_I
    . (RECV_EAP_FAIL_O + ERROR_MSG(dropped_msg))
    . ServerToPeerChannel();

Listing 2.1: In-band server-to-peer channel

Algebra of Communicating Processes (ACP) is a process algebra developed to investigate the solutions of unguarded recursive equations [4]. It was first introduced by Bergstra and Klop [7] in a paper which also included the original definition of the term process algebra. In addition to the basic laws (A1-A5), ACP defines two axioms for the deadlock action [7]:

**Axiom 6 Deadlock 1:**
\[ \delta + x = x \]

**Axiom 7 Deadlock 2:**
\[ \delta . x = \delta \]

The deadlock action \( \delta \) was included to describe failure of a process; no other action can take place after it, forcing the process to terminate unsuccessfully [7].

### 2.1.1 micro Common Representation Language 2

The micro Common Representation Language (\( \mu \)CRL) was developed by Groote and Ponse [24] for studying processes with data. It is based on previous work by Bergstra [7] and extends ACP with the notation of data. \( \mu \)CRL was designed to be as simple as possible, while still capable of modelling realistic systems. However, due to its simplistic design, it lacked some of the basic functionality required to describe complex systems. During the decade following its initial release, \( \mu \)CRL went through various major changes, such as being extended with time, constructors and the ability to choose the initial state.

The toolset translates a given \( \mu \)CRL-specification to a linear process operator (LPO), which can be used for simulation or translated into an optimised labelled transition system (LTS) [10], as shown in figure 2.1.
μCRL was later replaced by its successor, mCRL2, which further improved the notation of data with higher-order abstract data types. The new version introduced standard data types, such as sorts, natural numbers, function types, structured types, lists, sets and bags. Additionally, it includes support for multi-actions (combined collections of more than two actions) and operators for blocking, allowing, and defining communication of actions [22, 23]. Similar to its predecessor, mCRL2 was developed for analysing complex, distributed and parallel systems. It is a collection of tools for simulation, minimisation, visualisation and model checking. The language itself consists of three sub-languages [18]:

1. The **data language** expresses data with abstract data types, such as Booleans and natural numbers. Other, non-default data types can be constructed with type constructors, such as sets, lists and functions.

2. The **process language** describes the behaviour of a system. Each system consists of one or more processes that are composed of user-defined operators, such as multi-action composition and abstraction operators.

3. The **property language** describes high-level temporal properties. It is an extension to modal μ-calculus that adds the notion of data, allowing queries to include variables.

The mCRL2 toolset is a collection of over 60 tools for analysing a system expressed with the specification language [18].
An mCRL2 process specification (.mcrl2) is initially transformed into a linear process specification (LPS), removing any parallelism and reducing the complexity of the processes with behaviour-preserving transformations [18]. The LPS is finite and can be used for simulation, reduction and viewing statistical information. Furthermore, it can be optimised into a labelled transition system (LTS), or state space, which can be visualised as a state transition graph or a 3D model [21].

A labelled transitions system $LTS$ is defined as follows [23]:

$$LTS = (S, ACT, \rightarrow, s, T)$$  \hspace{1cm} (2.1)

where $S$ is a set of states, $ACT$ is a set of actions, $\rightarrow \subseteq S \times Act \times S$ is a transition relation, $s \in S$ is the initial state, and $T \subseteq S$ is the set of terminal states.

For example, the LTS $L = (\{s_0, s_1\}, \{A\}, \{(s_0, A, s_1)\}, \{s_0\}, \{s_1\})$ represents the transition system depicted in figure 2.3.

Figure 2.3: Visualisation of an LTS as a State Transition Graph
2.2 Model Checking

Model checking is a verification technique based on the formal specification of a system. The examined problem is as follows: given a model $M$ and a formula $f$, find states which satisfy $f$. Formally, a model $M$ is defined as [17]:

$$M = (S, S_0, R, L)$$ (2.2)

where $S$ is a finite set of states, $S_0 \subseteq S$ is a set of initial states, $R \subseteq S \times S$ is a binary relation of transitions, and $L : S \rightarrow 2^{AP}$ is a set of every atomic proposition ($AP$).

A model checker typically consists of three parts [15, 16]:

1. **A property specification language** (usually based on a temporal logic) for describing the required properties.

2. **A model specification language** for describing the system to be verified.

3. **A verification procedure** for state space exploration to verify the specified properties. In other words, for each formula $f$, check if it is satisfied by the model $M$. If not, provide a counterexample that violates the truthfulness of the statement.

The properties are generally expressed with some temporal logic that allows describing transitions in terms of time, often without explicitly defining it. This allows formalising statements such as **proposition $p$ holds sometime in the future**, **proposition $p$ holds always in the future**, or **proposition $p$ holds until proposition $q$ holds**. Many variations of temporal logic have been created, mainly differing in the way operations are expressed [5, 17].

![Figure 2.4: Overview of a Model Checker [16]](image-url)
The model checking process consists of three steps [5]: (1) the modelling step, (2) the running step, and (3) the analysis step. In the first phase, the system is modelled with some specification language and the required properties are formalised. In the second phase, the formalised properties are tested in the state space of the created model. Falsification of a property is often faster than verification, since finding a single counterexample suffices to prove that it does not hold globally. On the other hand, if no counterexamples were found, the entire state space needs to be explored to show that there are in fact no counterexamples to be found [15]. Finally, in the third phase, the model, the design and the properties are refined according to results from the previous phase [5].

The two main challenges that model checking tries to solve are the model validation problem and the verification problem. The model validation problem asks whether a model and the given properties describe a system with sufficient precision, whereas the verification problem asks whether a system is specified or implemented correctly. An incorrect or insufficient model may give false positives or negatives and thus be completely useless for the refinement process [5]. When verifying a system with modelling, three main types of errors may occur: (1) modelling errors happen when the implemented model does not describe the system correctly (validation problem), (2) design errors when the design of the system itself is faulty and needs to be changed, and (3) property errors when a formalised property does not correctly describe a requirement [17].
The main strengths and weaknesses of model checking according to Baier and Katoen [5]:

+ Model checking is a general verification approach that can be integrated to any stage of the system design and implementation process. It supports partial or complete verification and provides means of verifying that a protocol is correct before any actual software implementation is made. Finding bugs in early stages is a major step towards correct and secure systems and will often save a significant amount of time and other resources.

+ The verification process itself is often completely automatic. The main task of the developer is to create correct and complete models of the systems that need to be verified. As with traditional testing, the additional properties can be formalised and re-tested any time the model itself is changed.

+ Model checking does not depend on the likelihood of an error occurring, because the entire state space is examined. Formalising properties with temporal logic helps to find obscure mistakes that might be exploited by malicious parties.

+ Many modelling tools provide diagnostic information, such as execution traces, when problems are discovered. This information can be helpful when reproducing the failures in the actual implementations in order to fix the issues.

− Model checking verifies the specification, not the actual implementation. Even though the model is proves the correctness of the specification, any implementation might contain bugs or be dependent on other vulnerable software. Furthermore, model checking only verifies the stated properties. Anything that is not explicitly formalised as a property will not be tested.

− The model checker itself might contain bugs and give false results, even if the model is correct and complete. Thus, the verification software needs to be thoroughly tested in order to avoid false positives and negatives.

− Model checking is generally not suitable for data-intensive applications and suffers from the state-explosion problem. If the amount of data that cannot be abstracted away grows too large, the verification process might end up taking an infeasible amount of time or memory.
The state-explosion problem is a consequence of the combinatorial growth of system states. This issue is often likely to occur during the model checking process, since it relies on exhaustive search of the state space to verify properties. In order to avoid a state-explosion, Clarke et al. [17] list four main categories of countermeasures:

1. **Abstraction** of irrelevant data is the main approach to minimise the number of states throughout the modelling process. In cases where the actual content of some data does not affect the behaviour of the system, it can be abstracted to a smaller set of values, such as undefined integers or strings. This removes unnecessary states and transitions that ultimately are exactly the same as each other.

2. **Partial order reduction** involves dropping sequences that are impossible to distinguish between when disregarding the ordering of independent events. In other words, if two separate paths with a common starting point lead to the same results, only one of them needs be considered in the verification process.

3. **Compositional reasoning** for modular structures divides the system into sub-parts that can be independently checked and shows that correct behaviour of the components implies the correct behaviour of the entire system. Although efficient, this approach requires the system and the modelling method to be modular in order to be applicable.

4. **Symmetry** can be exploited to get rid of actions that do not affect the state of the system. This is done by removing non-trivial permutations that preserve the state transition graph.

Furthermore, symbolic model checking is often applicable for verifying large systems (e.g. Burch et al. [12], Biere et al. [8]). The idea of a symbolic model is to avoid explicit state representations, which can be achieved by exploiting the regularity of the state space to represent it symbolically with e.g. a binary decision diagram (BDD) [12].

![BDD representation](image)

Figure 2.6: BDD representation of \((a \land b) \lor (\neg a \land \neg c)\)
2.2.1 History of Model Checking

Model checking based on temporal logic was first introduced by Clarke and Emerson [14] as an alternative to constructing proofs, without axioms and rules [17]. The approach suggests that a system can be modelled as a finite state machine and the desired properties as clauses with a propositional temporal logic (PTL). The (bounded) finite model property for PTL states that if a formula $f$ is satisfiable, it is satisfiable in a finite model, and a finite model of $f$ can be constructed. Furthermore, in a finite state model, each required property, expressed as a PTL formula, can be tested against the (finite) state space of the model [17].

In addition to introducing the concept, Clarke and Emerson [14] describe a model checker for deciding whether a finite structure models a given formula. The verification process searches the entire state space to decide whether the clauses hold, with a high-level temporal logic specification to automatically produce a synchronisation skeleton of the system; an abstraction with irrelevant details removed. The original version of the verification tool was designed for concurrent programs in a shared-memory environment, although it can be extended for distributed systems. Finally, Clarke and Emerson [14] present a model-checking algorithm for verifying existing (finite state) programs.

In an unrelated paper, Queille and Sifakis [39] introduce CESAR, a model checker for concurrent, distributed systems. A concurrent system consists of a finite number of processes $\{P_1, \ldots, P_m\}$. Each process can be described with a flow graph that consists of nodes that represent states in the system and connections between nodes that show transitions from one state to another.
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Much like the model checker introduced by Clarke and Emerson [14], CESAR validates the description of a system, expressed in a high-level language. The verification process works by abstracting away irrelevant details, such as data, and focuses on testing the control structure [39]. Properties to be tested are given as a set of specification formulas, expressed in branching time logic, and consist of invariant and liveness properties, as well as properties of response to an action.

Throughout the history of model checking (with state exploration techniques) the state-explosion problem [16] has been one of the main challenges to overcome. As reactive systems have grown larger in size, modelling real-life systems has become increasingly difficult. Most of these modern systems are practically impossible to perform exhaustive searches on and many of them have an infinite amount of states if no abstraction is applied. However, the importance of modelling as a verification tool has increased due to an increase in safety-critical systems depending on both software and hardware. Furthermore, in recent years, the trend of concurrent, distributed systems has created new challenges for modelling tools to keep up with [15].

In addition to improving the modelling tools, two major trends have emerged to accompany the model-checking research: synthesis and model measuring. Whereas verification is concerned with ensuring that a system matches its specification, synthesis involves the task of constructing the system based on a specification. Furthermore, model measuring tries to decide how well a system matches the specification. Synthesis aims to eliminate any errors in the implementation phase and model measuring allows defining an acceptable error margin, a feature that most traditional model checking approaches lack [15].

2.3 Temporal Logic

A model checker typically consists of a verification procedure and two specification languages: one for formalising the model itself and one for formalising the required properties under test. The property specification language is generally based on a temporal logic, which makes it possible for statements to include time as a constraint [15, 16]. There are multiple variants of temporal logic that differ in both syntax and semantics. In this section, we provide an overview of three notable logics in regards to our work: CTL*, Hennesy-Milner logic (HML) and modal μ-calculus.
2.3.1 CTL*

CTL* is an extension to computational tree logic (CTL) that combines it with features from linear temporal logic (LTL) [5].

A CTL* state formula is defined over the set of atomic propositions $AP$:

$$\phi ::= true \mid a \mid \phi_1 \land \phi_2 \mid \neg \phi \mid E\varphi. \quad (2.3)$$

where $a \in AP$ and $\varphi$ is a CTL* path formula:

$$\varphi ::= \phi \mid \varphi_1 \land \varphi_2 \mid \neg \varphi \mid X\varphi \mid \varphi_1 U\varphi_2. \quad (2.4)$$

where $X$ (next) and $U$ (until) are temporal modalities.

In addition to the basic syntax, the $U$ (until) operator is often used to derive two additional temporal modalities:

$$F\phi := trueU\phi \text{ (finally) and } G\phi := \neg \Box \neg \phi \text{ (globally)} \quad (2.5)$$

With these additions, model checking reachability in a state space becomes relatively straight forward. For example, we can formulate the absence of deadlocks simply as: some action can globally happen, or reachability of a given state as: the system will finally reach the desired state. The universal path quantifier $A$ can be defined as follows:

$$A\varphi = \neg \exists \neg \varphi \quad (2.6)$$

2.3.2 Modal $\mu$-Calculus

Hennessy-Milner logic [26, 27] is an alternative to CTL* that specifies reachability with the diamond and box modalities. The diamond modality $\Diamond_a \phi$ is valid whenever an action $a$ can be performed s.t. $\phi$ holds afterwards. Correspondingly, the box modality $\Box_a \phi$ is valid iff for every action $a$, $\phi$ holds afterwards [23].

The syntax of HML is as follows [23]:

$$\phi ::= true \mid false \mid \neg \phi \mid \phi \land \phi \mid \phi \lor \phi \mid \phi \rightarrow \phi \mid \Diamond_a \phi \mid \Box_a \phi. \quad (2.7)$$

where $\phi$ is a formula, $\land$ (and), $\lor$ (or) and $\neg$ (not) are Boolean connectors, $\rightarrow$ is implication, $a$ is an action, $\Diamond$ is the diamond modality, and $\Box$ is the box modality.
Standard HML provides enough flexibility to express both finite and infinite systems but lacks expressiveness in many areas. Mainly, it does not support representing data or specifying fairness properties (=given an infinite amount of chances to perform an action, it must eventually occur). Modal $\mu$-calculus [33] extends HML with the minimal and maximal fix point operators [23]:

- the *minimal* fix point operator $\mu$ refers to the smallest set that satisfies an equation (e.g. $\mu X.\phi$, where $X$ is a set of states)
- the *maximal* fix point operator $\nu$ refers to the largest set that satisfies an equation (e.g. $\nu X.\phi$, where $X$ is a set of states)

The definition of a formula $\phi$ in $\mu$-calculus includes the definition of standard HML, as well as the extended operators $\mu$ and $\nu$ [23]:

$$\phi ::= true | false | \neg \phi | \phi \land \phi | \phi \lor \phi | \phi \rightarrow \phi | \diamond a \phi | \square a \phi | \mu X.\phi | \nu X.\phi | X.$$  \hspace{1cm} (2.8)

where $\land$ (and), $\lor$ (or) and $\neg$ (not) are Boolean connectors, $\rightarrow$ is implication, $a$ is an action, $\diamond$ is the diamond modality, $\square$ is the box modality, $X$ is a predicate variable, and $\mu$ and $\nu$ are the minimal and maximal fix point operators.

The mCRL2 language includes a first-order modal $\mu$-calculus (extended with data) for formalising the requirements of the system [23]. These requirements, expressed as properties, are tested by translating the corresponding formula and process into a parametrised boolean equation system (PBES) that consists of minimal and maximal fix point equations [18]. The solution to a generated PBES determines whether or not the property holds for the process.

The typical form of a single equation is as follows:

$$(\mu X(d : D) = \phi) \text{ or } (\nu X(d : D) = \phi)$$  \hspace{1cm} (2.9)

where $X$ is a predicate variable, $d$ is a formal variable of type $D$, $\phi$ is a predicate formula, and $\mu$ and $\nu$ are the minimal and maximal fix point operators.
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EAP-NOOB

In this chapter, we provide an overview of the EAP framework and the EAP-NOOB method. We focus on explaining the structure of the state machine and describe the general concept of exchanges in the EAP-NOOB protocol. Further details about individual exchanges and the key derivation process can be read in the current protocol draft [3].

3.1 EAP Framework

The Extensible Authentication Protocol (EAP) [45] is a flexible framework for authentication methods. The purpose of it is to provide reliable transportation of parameters for key generation. As the name suggests, EAP itself is not a complete authentication mechanism, but rather a framework for authentication methods, such as EAP-NOOB. The three main parties present in an EAP exchange are the peer, the authenticator, and the authentication server (see figure 3.1). The authentication procedure begins with a request from the authenticator to the peer, which the peer counters with an appropriate response. Depending on the method, the authenticator will either process the response and possibly send further requests to the peer or operate as a pass-through node, forwarding the packets between the peer and an authentication server.

An EAP packet consists of four or more octets of data and contains the following information: a type code identifying the packet type, an identifier for matching it with an appropriate request or response, the length of the packet, and optional data. The supported packet types are request, response, success, and failure. Each exchange consists of one or more request-response pairs and always ends with either a success (if the method was completed) or a failure.
3.2 EAP-NOOB Protocol Overview

Nimble out-of-band authentication for EAP (EAP-NOOB) [3] is an EAP method for bootstrapping IoT devices with minimal user interface and no preconfigured authentication credentials. It requires either input (e.g. cameras) or output (e.g. displays) from the peer device and creates a set of keys for secure communication between a device and a server. The authentication process is based on a user-assisted one-directional out-of-band (OOB) channel. The EAP-NOOB state machine contains three ephemeral (states 0-2) and two persistent (states 3-4) states. Initially, both parties start out in the Unregistered (0) state with no exchanged values. The pairing process consists of four EAP exchanges and one user-assisted step. Each exchange delivers a set of values to the other endpoint and negotiates supported versions and other variables. After reaching one of the persistent states, only a user reset can revert the state of a device or server back to an ephemeral one. In case of data loss (failure or reset), a peer is treated as a new device with no previously exchanged values.
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<table>
<thead>
<tr>
<th>Exchange</th>
<th>Purpose</th>
</tr>
</thead>
</table>
| Initial Exchange   | - The server allocates a unique identifier (PeerId) to the Peer  
                        - Protocol and cryptosuite versions are negotiated  
                        - Nonces are exchanged  
                        - ECDH parameters for key derivation* and MAC** calculation are exchanged |
| Waiting Exchange   | - The server informs the peer that the OOB step is not yet complete and the Completion Exchange cannot yet be initiated |
| OOB Step           | - One of the parties creates a secret nonce Noob and sends it to the counterpart, together with a cryptographic fingerprint Hoob |
| Completion Exchange| - Mutual authentication is completed  
                        - Keys are confirmed |
| Reconnect Exchange | - Protocol and cryptosuite versions are re-negotiated  
                        - Nonces are exchanged  
                        - ECDH parameters for re-keying* and MAC** calculation are exchanged |

* = Elliptic Curve Diffie-Hellman (ECDH) algorithm following the NIST specification [6]  
** = Computed with the HMAC [34] function

Table 3.1: EAP-NOOB Exchanges

An exchange is always initiated by the peer (with the exception of a server-to-peer OOB message) after receiving an EAP-Request/Identity packet from the authenticator (an entity initiating the EAP authentication). The peer responds by sending out a network access identifier (NAI) [20] that consists of the concatenation of a unique peer identifier (PeerId) allocated by the server during the initial exchange (“noob” for unregistered devices), the current state (X) of the peer (unless the state is 0), and the suffix @eap-noob.net. The server chooses the appropriate exchange based on the states of the server and the peer. The correct exchanges for each pair of states are listed in table 3.2.
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<table>
<thead>
<tr>
<th>Server state</th>
<th>Peer state*</th>
<th>Exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Initial Exchange</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Waiting Exchange</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Completion Exchange</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>Initial Exchange</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Waiting Exchange</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Completion Exchange</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>Initial Exchange</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Waiting Exchange</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Completion Exchange</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Reconnect Exchange</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>Reconnect Exchange</td>
</tr>
</tbody>
</table>

* = An exchange should never be initiated when the peer is in the Registered (4) state.

Table 3.2: Exchange Chosen by Server

The rest of the exchange consists of one or more EAP-Request/EAP-NOOB and EAP-Response/EAP-NOOB messages, and ends with an EAP-Failure or EAP-Success. Each request/response contains a payload and can be identified by the receiver by its type parameter (Type ∈ {0...8}).

An exception to the described exchange pattern is the user-assisted OOB step that occurs once or more before the Completion Exchange. The direction
of OOB messages is negotiated during the Initial Exchange, and has three alternatives: (1) peer-to-server (P2S), (2) server-to-peer (S2P), or (3) both P2S and S2P are allowed and the first message to be delivered is accepted. The OOB step requires the assistance of the user and can for example consist of scanning a bar-code with a camera. It delivers a 16-byte secret nonce Noob and a 32-byte cryptographic hash value Hoob, computed from the previously exchanged values. The accepting party computes the corresponding hash value Hoob and only proceeds to the next step if the hashes match and if the nonce is still valid. In case of multiple delivered OOB messages the receiver can choose which one to accept.

![Figure 3.4: P2S/S2P OOB Step](image)

Any errors occurring during an exchange can either lead to an error recovery procedure or to the peer informing the user that recovery is impossible. Recoverable errors may happen due to non-persistent reasons, such as packet loss or modification in the channel. Other errors, such as mismatching version numbers of supported protocols, need to be solved manually by the user. The error handling procedure starts with a message of type 0, followed by an EAP-Failure from the server.

![Figure 3.5: P2S/S2P Error Reporting](image)
The correct behaviour after receiving an error message depends on the on-going exchange:

- During the **Initial Exchange**, both parties revert back to the Unregistered (0) state and start over.

- During the **Waiting/Completion Exchange**, both parties remain in their current state but abort the ongoing exchange.

- During the **Reconnect Exchange**, both parties change their state to the Reconnecting (3) state and abort the ongoing exchange.
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Modelling EAP-NOOB

In this chapter, we describe the modelling process of the EAP-NOOB protocol. We begin with presenting an overview of the model itself, followed by a description of how data, communication and storage is represented in it. Finally, we discuss how time and timing properties are modelled.

4.1 Model Overview

The model (see Appendix B) we created for this thesis represents the current version of the EAP-NOOB protocol [3] (draft version 03) with some minimisation techniques (mainly abstraction and partial order reduction) applied in order to reduce the state space. It consists of three main processes: (1) the server, (2) the peer, and (3) the server-side database. In addition to these, two sub-processes are included to manage nonce generation and error handling, respectively.

![Figure 4.1: EAP-NOOB Model Overview (one server, one peer)]
Each specified process can be spawned one or more times depending on the attributes under test. The decision of how many servers and peers to include in an instance of the model is made before the compilation and needs to be defined at the end of the model specification file (eap-noob.mcrl2). For example, one server can be created for communicating with multiple peers, each of which is recognisable by a unique PeerId. All communication between the processes is defined as pairs of synchronised actions that create atomic multi-actions. Every PeerId recognised by the server, along with exchanged data, is stored in the server-side database. When a peer initiates a connection to the server, the peer-specific data is fetched from the database and subsequently updated.

![Figure 4.2: EAP-NOOB Model Overview (multiple servers, multiple peers)](image)

Furthermore, the model contains a process that represents a pseudo-random value generator, which creates unique PeerIds and nonces (both represented as natural numbers). To avoid a state-explosion, the number of generated values must be limited depending on the features under test. The minimum number of values needed for each state to be reachable is one PeerId, two Noob values (one if sending the OOB message is only allowed in one direction: S2P or P2S), and four nonces.

```plaintext
% Maximum number of PeerIds, Noob values, nonce values in
% the model
max_peers  = 1;
max_noobs  = 2;
max_nonces = 4;

% Maximum number of failed OOB messages before going back to
% state 0 (Unregistered)
max_oob_retries = 2;
```

Listing 4.1: Limiting the model to avoid unnecessary states
4.1.1 Data Types

The EAP-NOOB protocol requires the servers and peers to validate and use the exchanged data. Each exchange consists of sending and receiving device-specific values that are stored and later compared by calculating message authentication codes (MACs) with the HMAC [34] function. If the HMAC does not match the previously exchanged values, the message in which it was sent in is rejected. As a result, most of the data cannot be abstracted away and needs to be assigned comparable values. To achieve this as cost-effectively as possible, we substitute most data types with a natural number (Nat) or a list of natural numbers.

```
% Data types
Ver_t = Nat; % Version
Ver_l = List(Ver_t); % List of versions
Cryptosuite_t = Nat; % Cryptosuite :
:
NoobId_t = Nat; % Noob ID
```

Listing 4.2: Mapping of data types to natural numbers

The values that cannot be abstracted away or represented using only numbers are defined as custom data types. mCRL2 allows to define new types as comparable structures, which consist of values and other custom types. For example, we represent a derived key with a structure that contains the parameters used for the key-derivation. The same technique is used for modelling MACs, packets, and other complex data types.

```
% Cryptographic MAC
MAC_t = struct HMAC(K: K_t,
    Dir: Nat, Vers: Ver_l, Verp: Nat, PeerId: Nat,
    Cryptosuites: Cryptosuite_l, Dirs: Nat, ServerInfo: Info_t,
    Cryptosuitesp: Nat, Dirp: Nat, PeerInfo: Info_t, PKs: Nat,
);

% Derived keys
K_t = struct no_key
    | RekeyingECDH(slice: Nat, Z: ECDH_t, Np2: Nat, Ns2: Nat, Kz: K_t)
    | Rekeying(slice: Nat, Kz: K_t, Np2: Nat, Ns2: Nat)
);
```

Listing 4.3: Custom MAC and key structures in the model
% Data sent between peer and server
Data_t = struct empty_d ? is_empty

% Type 1-8 requests and responses
| req1 (Vers:Ver_l, Cryptosuites:Cryptosuite_l, Dirs:Nat,
      ServerInfo:Info_t) ? is_req1
| res1 (Verp:Nat, Cryptosuitep:Nat, Dirp:Nat, PeerInfo:
       Info_t) ? is_res1
| req2 (PKs:Nat, Ns:Nat) ? is_req2
| res2 (PKp:Nat, Np:Nat) ? is_res2
| req3 ? is_req3
| res3 ? is_res3
|
| req8 ? is_req8
| res8 (NoobId:Nat) ? is_res8
|

Listing 4.4: Custom data structure in the model

4.1.2 Communication

The model specifies four types of channels: two for communicating from a peer to a server (one in-band, one out-of-band), and two for communicating from a server to a peer (one in-band, one out-of-band). All communication between the servers and peers happens over these channels. Each server-peer pair has one out-of-band channel in each direction for the OOB messaging and one in-band channel in each direction for the network communication. Sending a message over any channel consists of four actions (I = in, O = out, * = message type):

\[
\text{Sender} \xrightarrow{\text{(SEND\_*\_O)+(SEND\_*\_I)}} \text{Channel} \xrightarrow{\text{(RECV\_*\_O)+(RECV\_*\_I)}} \text{Receiver}
\]

Figure 4.3: Message Delivery in the Model

1. The message is sent to the channel
2. The message is received by the channel
3. The message is sent to the receiver
4. The message is received by the receiver
The supported message types in the in-band channels are REQ (EAP-Request/EAP-NOOB), RES (EAP-Response/EAP-NOOB), RES_ID (EAP-Response/Identity), FAIL (EAP-Failure) and SUCC (EAP-Success). Correspondingly, the supported message types in the out-of-band channels are OOB_P2S and OOB_S2P. The first two actions are synchronised with a multi-action, as are the two last ones: *_O and *_I happen simultaneously, or not at all.

% OOB Channel: Peer to Server
PeerToServerOOBChannel =
    sum PeerId:PeerId_t, Noob:Noob_t, Hoob:Hoob_t . (SEND_OOB_P2S_I(PeerId, Noob, Hoob)
    . RECV_OOB_P2S_O(PeerId, Noob, Hoob)
    . PeerToServerOOBChannel
    )

Listing 4.5: P2S OOB channel

However, as shown in listing 2.1, messages may be dropped by the in-band channels. After a channel has received a message, it can choose to either deliver it to its destination or simply drop it and continue to wait for new packets. The participants are not informed of the dropped message and are responsible for detecting and correcting any consequent errors. In practice, this means that two distinctive execution paths will be created for every packet: one where the message is dropped and one where it is delivered.

Furthermore, the in-band channels can be compromised by an attacker, which may modify messages before the channel delivers them. As the protocol itself has no way of resisting against persistent denial-of-service attacks, the modelled attacker is limited to a certain number of spoofed messages before leaving the channel. Examining the protocol behaviour with compromised channels verifies that issues caused by invalid data, such as spoofed nonces or peer identifiers, do not lead to persistent error states.

4.1.3 Server-Side Database

The server-side database is a process responsible for storing peer data for each individual PeerId recognised by the server. Whenever a server communicates with a peer, any peer-specific values are fetched from the database and after the interaction, the values are stored or updated as needed. The database is implemented as a key-value structure and provides an interface to the server for reading and writing data.
% Association database entries (keyed by PeerId:Nat)

<table>
<thead>
<tr>
<th>Key</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>State_e</td>
<td>PeerId -&gt; State_t</td>
<td>% Current state</td>
</tr>
<tr>
<td>Verp_e</td>
<td>PeerId -&gt; Verp_t</td>
<td>% Version</td>
</tr>
<tr>
<td>Cryptosuitep_e</td>
<td>PeerId -&gt; Cryptosuitep_t</td>
<td>% Cryptosuite</td>
</tr>
<tr>
<td>Dirp_e</td>
<td>PeerId -&gt; Dirp_t</td>
<td>% OOB Direction</td>
</tr>
<tr>
<td>PeerInfo_e</td>
<td>PeerId -&gt; Info_t</td>
<td>% PeerInfo</td>
</tr>
<tr>
<td>PKp_e</td>
<td>PeerId -&gt; PK_t</td>
<td>% Public key (peer)</td>
</tr>
<tr>
<td>Np_e</td>
<td>PeerId -&gt; N_t</td>
<td>% Peer nonce</td>
</tr>
<tr>
<td>Ns_e</td>
<td>PeerId -&gt; N_t</td>
<td>% Server nonce</td>
</tr>
<tr>
<td>Noob_e</td>
<td>PeerId -&gt; Noob_t</td>
<td>% Noob nonce</td>
</tr>
<tr>
<td>OOB_e</td>
<td>PeerId -&gt; Nat</td>
<td>% OOB retries</td>
</tr>
<tr>
<td>Type_e</td>
<td>PeerId -&gt; Type_t</td>
<td>% Expected type</td>
</tr>
<tr>
<td>Kms_e</td>
<td>PeerId -&gt; K_t</td>
<td>% ECDH key (server)</td>
</tr>
<tr>
<td>Kmp_e</td>
<td>PeerId -&gt; K_t</td>
<td>% ECDH key (peer)</td>
</tr>
</tbody>
</table>

Listing 4.6: Database entries

The following actions are supported through the interface:

- Query and update:
  - all data stored for a given PeerId
  - the expected type of the next message
  - the number of failed OOB messages received

- Update only:
  - the nonce value of the peer
  - the derived keys for both the server and the peer

- Reset the database entry of a given PeerId

Although the database is a separate process from the server, communication between the database and the server is considered to be reliable and the transactions atomic. Each visible action consists of a pair of actions (* and *_DB) synchronised to form an atomic multi-action (_MA).

### 4.2 Time and Timeouts

Modelling time and timing properties is a central part of verification of communication protocols. The unreliability of the communication channels requires protocols to consider messages delivered with a delay or even disappearing completely. Hence, the ability to model time is generally a vital
feature of any modelling language. There are two alternative ways of dealing with time-dependent processes in a nondeterministic model of a system. The first is expressing it as a timed transition system (TTS).

A timed transition system $TTS$ can be defined as follows [23]:

$$TTS = (S, ACT, \rightarrow, \sim, s, T)$$  \hspace{1cm} (4.1)

where $S$ is a set of states, $ACT$ is a set of actions, $\rightarrow \subseteq S \times Act \times \mathbb{R}^+ \times S$ is a transition relation, $\sim \subseteq S \times \mathbb{R}^+$ is the idle relation, $s \in S$ is the initial state, and $T \subseteq S$ is the set of terminal states.

For example, consider the transition system depicted in figure 4.4. Similar to the LTS in figure 2.3, the action $A$ transitions the system from the initial state $s_0$ to the terminal state $s_1$. However, in this case, the transition is only allowed to happen within the first 9 time units. After that, the process timeouts and ends up in the deadlock state $s_2$.

![Figure 4.4: Timed Transition System of a Process](image)

Another way of modelling time and timeouts is to state that a timeout can possibly happen, split the execution path in two distinctive futures, and explore both. The downside of this technique is the number of states and transitions it creates. For every nondeterministic choice, two paths will be created, which makes the state space of the model grow significantly. On the other hand, disabling some choices allows to adjust the state space to correspond to the attributes under test.

To simplify the model and avoid explicit definition of time for each process, we modelled the protocol following the second alternative. For example, as shown in listing 4.7, the server can timeout whenever it is idle in the Registered (4) state. If a test case is not dependent on reaching the Reconnecting (3) state, the timeout action can be blocked, which prevents it during the execution.
% Allow Mobility/Timeout/Failure to happen for the server
+ (state(PeerId) == s4 && type(PeerId) == no_type) -> (  
  SERV_STATE(PeerId, s4)  
  . Database()  
  + MOBILITY_TIMEOUT_FAILURE  
  . SERV_STATE(PeerId, s3)  
  . Database(  
    state = state[PeerId->s3]  
  )  
)
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Verifying Protocol Properties

In this chapter, we describe how the protocol properties were verified and which changes were made in the specification and its implementation. We begin by discussing the general procedure of protocol verification in our model and describe how the different types of attributes were tested. After that, we present the significant improvements and clarifications made to the specification based on our modelling and verification results. Finally, we discuss a major change in the implementation to fix errors caused by misinterpretation of the specification.

The implemented verification queries can be divided into four categories: (1) queries for the reachability of normal states, (2) liveness and deadlock queries, (3) error state queries, and (4) error recovery queries. The first group consists of tests for verification of normal protocol behaviour, i.e. tests that check whether each exchange can be completed with the expected results. Successful completion of these queries denotes that all initiated peers were able to connect to servers and that each of them performed a successful Reconnect Exchange. Furthermore, the liveness queries ensure that the state machines cannot end up in an unrecoverable combination of states. The additional queries are concerned with reachability of error states and recovery from them. First, they check whether or not any of the error states are reachable during normal protocol execution or after an error, such as message corruption, is caused intentionally. If an error state can be reached, a follow-up query determines if it is always possible to recover from it and end up back in the Registered (4) state. Some errors, such as mismatching version numbers, are always impossible to recover from, whereas others can be expected to occur frequently and are recoverable.
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Auxiliary Actions

In our model, verification of reachability properties is based on the detection of informational transition events, introduced exclusively for the purpose of model checking. The property language of mCRL2 (modal µ-calculus) is an event-based query language, i.e. rather than relying on detection of states, it detects the transitions between them. As a result, instead of directly verifying the reachability of state combinations, we were forced to introduce some auxiliary actions to inform the queries of the current states of peers and servers. An auxiliary action resembles any other action in the model, with the exception that it is independent (i.e. not part of any multi-action) and without side effects. It can be triggered before or after an event takes place and queried by the µ-calculus formulas. This way, we are able to not only query actual transitions but also the status of any state machine in the model. Similarly, errors and other anomalies can be detected and queried by creating events that are triggered in the error state.

The auxiliary actions of the model include:

<table>
<thead>
<tr>
<th>Action</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>SERV_STATE(PeerId, State)</td>
<td>a server enters a new state for some PeerId</td>
</tr>
<tr>
<td>PEER_STATE(PeerId, State)</td>
<td>a peer enters a new state</td>
</tr>
<tr>
<td>LOG_ERROR(ErrorCode)</td>
<td>the server sends or receives an error message</td>
</tr>
<tr>
<td>MESSAGE_LOST(Type)</td>
<td>a message is lost in a channel</td>
</tr>
<tr>
<td>MAX_PEERIDS_REACHED()</td>
<td>no more PeerIds can be generated</td>
</tr>
<tr>
<td>MAX_NOOBS_REACHED()</td>
<td>no more Noob values can be generated</td>
</tr>
<tr>
<td>MAX_NONCES_REACHED()</td>
<td>no more nonces can be generated</td>
</tr>
</tbody>
</table>

5.1 Simulating Expected Protocol Behaviour

Our main approach to protocol verification is based on simulation of expected behaviour. As described in chapter 3, both the server and the peer maintain their separate state machines indicating the status of the connection. Thus, the execution of the protocol can be described as pairs of server-peer states, e.g. server in state 2, peer in state 1. We can determine whether the expected combinations are reachable and whether the unexpected combinations are unreachable by exhaustive exploration of the state space. In case the model reaches an undesired state combination, it can be backtracked towards the initial state until the origin of the issue is found.

Much like in traditional software testing, we created a collection of tests for all \((5 \times 5) = 25\) state combinations (0-4 for both parties) and 11 error
states (see section 5.3). Each query examines a pair of server-peer states and returns true if there exists a path leading from the initial state to the given combination of states, and false otherwise. For example, the reachability query in listing 5.1 states that for each PeerId n, both the server and the peer can enter the Registered (4) state in a series of transitions. In case the query returns false, one of the endpoints might have reached a deadlock (or livelock) prohibiting it from ever completing the Completion Exchange.

Since μ-calculus is an event-based language, testing reachability requires querying the transitions leading to the combination of states under test, rather than querying the actual states. For example, to test whether the state combination (4,4) is reachable, we use the following formula (E = exists, F = finally):

\[
\begin{align*}
\text{EF}(S_4, P_4) & \quad \text{(state-based temporal logic)} \\
\text{EF}(S_4 \land X(\neg S_x U P_4)) & \quad \text{(event-based temporal logic)} \\
\mu Y.(\mu Y.((S_4, P_4) \lor \Diamond t Y)) & \quad \text{(μ-calculus)}
\end{align*}
\]

To determine whether a state combination is reachable, it is sufficient to find one path leading to it. The aforementioned query can be simplified to a single case, in which the server enters state four, immediately followed by the peer entering state four (see listing 5.1). Successful completion of this query means that at least one path exists that leads from the initial state to the state combination (4,4). In other words, it shows that the combination is reachable, but does not guarantee that it can always be reached.

```
% Eventually, the server enters state 4, immediately
% followed by the peer entering state 4
forall n: Pos . val(n <= 1) => <true* . SERV_STATE(n, s4) . PEER_STATE(n, s4)> true
```

Listing 5.1: Reachability query for states (4,4)

Even though simplification to a single case works for reachability queries, it is not sufficient to show that a state combination is unreachable. Even if one path is shown to not exist in the state space, there might be others that eventually lead to the same result. For this reason, unreachability tests are slightly more complicated. Instead of testing one case, we include all possible paths, in which one of the parties transitions first and the other one eventually follows. Listing 5.2 shows how the (unreachable) state combination (4,1) is tested.
% After the server enters state 4, the peer will not be able
% to enter state 1 until the server transitions again.
forall n: Pos . val(n <= 1)
  => [true * . SERV_STATE(n,s4)
      . !(SERV_STATE(n,s0) || SERV_STATE(n,s1) ||
        SERV_STATE(n,s2) || SERV_STATE(n,s3))*
      . PEER_STATE(n,s1)] false

% After the peer enters state 1, the server will not be able
% to enter state 4 until the peer transitions again.
forall n: Pos . val(n <= 1)
  => [true * . PEER_STATE(n,s1)
      . !(PEER_STATE(n,s0) || PEER_STATE(n,s2) ||
        PEER_STATE(n,s3) || PEER_STATE(n,s4))*
      . SERV_STATE(n,s4)] false

Listing 5.2: Reachability query for states (4,1)

All reachable state combinations (excluding temporary states after a user
reset or an error) are listed in table 5.1. As described in section 3.2, reaching
the OOB Received (2) state is a special case that requires the negotiated
OOB direction to allow the other party to send OOB messages. In case the
direction is set to 2 (server-to-peer), only the peer can enter state 2 and,
correspondingly, if the direction is 1 (peer-to-server), only the server can
enter state 2. The third case, in which the direction is set to 3, allows either
one of the endpoints to send an OOB message and can in some rare situations
lead to both parties to enter state 2 simultaneously.

Results: table 5.1 shows the results of the reachability queries. As ex-
pected, all good states are reachable and most bad states are unreachable.
However, there are several unwanted states, all of which have one of the
parties in state four and the other one in state one or two. There are two
possible explanations for this: (1) there is an issue in the protocol that in
some situation causes an unrecoverable error after the Completion Exchange,
or (2) the queries fail because the transition events are asynchronous. In fact,
the failure may be caused by either reason. Unfortunately, the limitations of
the query language means that we cannot properly test the transition to the
persistent state. The protocol issue is currently verified, but not fixed. It is
further explained and investigated in section 5.4.
5.2 Deadlocks and Liveness Properties

One of the main goals of our model is to verify the absence of persistent error states in the EAP-NOOB protocol. We decided to model the protocol with the formal verification language mCRL2, because it is designed for validation and verification of distributed systems [23] and suitable for examination of liveness and deadlock properties. A deadlock occurs when the system enters a state in which no more actions can be performed and the system cannot progress any further by transitioning to another state [35]. A livelock, on the other hand, allows the system to perform some actions but prevents it from making significant progress in the protocol. It essentially creates a loop-like situation, in which the process seemingly performs work, but never actually advances as intended. As shown in section 2.1.1, detecting a deadlock is generally a straightforward task. Unfortunately, detecting a livelock is slightly more complicated and requires consideration of time-related properties regarding the progression.

Consider the following formula (G = globally):

\[
\begin{align*} 
AG \ EF(S_4, P_4) \quad & \text{(state-based temporal logic)} \\
AG \ EF(S_4 \land X(\neg S_4 \lor P_4)) \quad & \text{(event-based temporal logic)} \\
\nu Y. (\mu Z. ((S_4, P_4) \lor \diamond_t Z) \land \square_t Y) \quad & \text{(\(\mu\)-calculus)} 
\end{align*}
\]

<table>
<thead>
<tr>
<th>Server state</th>
<th>Peer state</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2(^*)</td>
</tr>
<tr>
<td></td>
<td>4(^*)</td>
</tr>
<tr>
<td>2</td>
<td>1(^{**})</td>
</tr>
<tr>
<td></td>
<td>2(^{***})</td>
</tr>
<tr>
<td></td>
<td>4(^{**})</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1(^{**})</td>
</tr>
<tr>
<td></td>
<td>2(^*)</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

\(^* = \text{OOB direction 2 or 3}, ^{**} = \text{OOB direction 1 or 3}, ^{***} = \text{OOB direction 3}\)

Table 5.1: Reachable state combinations
The formula states that there always exists a path that finally ends up in state (4,4). In other words, the protocol is always capable of returning back to the persistent state, regardless of the current state. Listing 5.3 shows the mcf formula for this property. However, because only a limited number of nonces that can be generated in the model, this query will not terminate successfully. Furthermore, even if the number of nonces was taken into account in the query, the possibility of persistent failure due to loss of last message (see section 5.4) would cause the query to fail.

\[
(\text{true}^*) < (\text{true}^*) (S4, P4)
\]

Listing 5.3: Liveness query

**Results:** no deadlocks can occur in the protocol, unless it is under a persistent denial-of-service attack. We did not manage to verify the absence of livelocks.

### 5.3 Error States and Error Recovery

An important part of the verification procedure was to examine the behaviour of the protocol when introduced to issues that resulted in one or both of the parties to end up in an error state. These states are not a part of the normal protocol behaviour and should therefore be examined in detail in order to verify correct behaviour and to avoid deadlocks. For each error that can occur, the protocol needs to define a recovery procedure, as an attacker might otherwise be able to cause a persistent failure by forcing one of the parties to enter an unrecoverable error state.

In the EAP-NOOB protocol, errors are handled by sending the other endpoint a special error-notification message (type 0) and, if possible, recovering to a persistent state (see section 3.2). The protocol specification contains a list of possible errors and defines the correct course of actions for each exchange that should be taken after sending or receiving an error message. In addition to a unique code, each error has a description to inform the user of what the cause of the issue was. All currently implemented and tested errors in the model are listed in table 5.2. Some additional errors are defined by the specification but it is not possible to test them with mCRL2 and thus they are excluded from the model.
The recovery procedure after either one of the endpoints reaches an error state is a specific case of liveness that requires its own set of queries to be tested. Error and error recovery queries check whether a given error can occur, and if it can, is it always possible to recover from it. For example, the detection query for error 3002 in listing 5.4 declares that there does not exist a path leading from any state to a state in which the error occurs.

```
% Error 3002 never occurs
[true* . LOG_ERROR(E3002)] false
```

Listing 5.4: Error query for error 3002

Most errors are not supposed to happen during normal protocol execution. However, in some cases, certain errors are allowed to occur during an exchange and should not be considered abnormalities, as long as the protocol can recover from them. In these cases, after the error occurs, the model checks whether it is always possible to recover from the error and only reports it if there is an execution path in which the system cannot recover. For example, the recovery query for error 1006 in listing 5.5 declares that there always exists a path leading from the error state to the Registered (4) state, as long as a new nonce can still be generated. However, this is only true for some of the possible error states and, hence, errors can be divided into two categories: (1) recoverable errors, and (2) unrecoverable errors. Unrecoverable errors, such as mismatching version numbers, are persistent and
need to be manually solved by a user.

```
% If it is still possible to generate a new Noob, it is
% always possible to recover from error 1006
forall n : Pos . val (n <= 1)
 => ![MAX_NOOBS_REACHED] . LOG_ERROR(1006)
   <true> . SERV_STATE(n, s4) . PEER_STATE(n, s4) > true
```

Listing 5.5: Recovery query for error 1006

Another case in which errors are expected is when issues are purposefully introduced in the model in order to examine how it behaves when something goes wrong. One way of doing this is to compromise one or more of the in-band channels. Since most of the communication is done over these channels, values can be modified and dropped as needed. For example, changing the identifier NoobId in the Completion Exchange should lead to error 1006 (unrecognised OOB message identifier) since the receiver does not recognise the nonce. To enable message spoofing and modification, the in-band channel can be initialised as compromised, as shown in listing 5.6.

```
% In−band channel: Server to Peer
% compromised : true, if the channel is controlled by an attacker,
% false otherwise
ServerToPeerChannel(compromised: Bool) =
...
% Modify values if the channel is compromised
(compromised) --> (  
  (type == t4) --> (  
    % Spoof NoobId
    RECV_EAP_REQ0(type, PeerId, req4(NoobId(data)+10, MACs(data)))  
    . ServerToPeerChannel(false)  
  )
  )
);
```

Listing 5.6: In-band server-to-peer channel

To avoid a state explosion, the number of unique nonces and identifiers that can be generated is limited to a minimum, which in some cases means that the system enters a deadlock when it tries recover from an error. These deadlocks are ignored when testing error recovery, because they would not occur in an implementation which allows generating an unlimited number nonces and identifiers. In the model checking process, this is done by limiting the queries to cases where the maximum number of generated values has not yet been reached. Furthermore, the attacker is limited to one spoofed message per channel (as shown in listing 5.6). If the attacker were allowed to
continue spoofing messages, the protocol would end up in a persistent livelock and would never be able to successfully finish a Completion Exchange.

**Results:** no unrecoverable errors can occur and the protocol is capable to recover from non-persistent denial-of-service attacks and modified values.

### 5.4 Persistent Failure Due to Loss of Last Message

Since EAP often works on top of an unreliable lower layer [45], packets may end up disappearing anywhere between the sender and the receiver, often without either one realising it. Although many attempts have been made to create reliable communication protocols, message loss is an inevitable consequence of communication over lossy channels and should therefore be expected to occur at any given time. The reasons for it can be divided into two categories: intentional and unintentional causes. Possible reasons for dropped packets include radio link failures, congested channels and unreachable nodes in the network. Furthermore, by placing itself between the two endpoints, an attacker can exploit these possibilities to purposefully cause persistent failure and denial-of-service. For these reasons, the ability to drop packets was added to the in-band channels in the model.

In the context of distributed systems, the *state of knowledge* refers to a set of local or global information. Each processor makes its decisions based on its local state of knowledge, whereas a distributed system of processors requires groups of local knowledge states from all participants in order to make decisions [25]. Communication in a distributed system can be viewed as advancing in the knowledge hierarchy, ranging from *distributed knowledge* to *common knowledge*. Distributed knowledge includes information issued among the members of a group without a guarantee of it being delivered, whereas common knowledge is “public” information, guaranteed to be known by all parties. However, as shown by Halpern and Moses [25], common knowledge in a strict sense is impossible to achieve in a distributed system where messages may be dropped.

Many protocols, such as TCP [28], rely on acknowledgement (ACK) packets to inform the other endpoint that the previously sent message was delivered correctly. However, asynchronous communication protocols all suffer from a common issue: how can the delivery of the last message in a sequence of packets be guaranteed? The reason for why this is impossible can be intuitively understood by considering a system with two endpoints (see
Each party can only perform an action iff the counterpart is guaranteed to perform the same action simultaneously. Each ACK confirms the delivery of the previous packet, but requires in turn a new ACK to be acknowledged. No matter how long this goes on, the last message remains unacknowledged and can be dropped without either of the endpoints realising it.

![Figure 5.1: Achieving Common Knowledge in a Distributed System](image)

As described in section 3.2, each exchange in the EAP-NOOB protocol ends with either an EAP-Success or an EAP-Failure message sent to the peer. For the server, sending this message implies that the exchange was successfully completed and it can transition to the next state. Correspondingly, the peer can either consider sending the last response, or receiving the success or failure message as the end of a successful exchange. In most cases, this works as intended and ensures that both parties are aware of each other’s state. However, if the last message is lost, one of the parties will transition to the next state before completing the exchange. Since a state mismatch is considered to be an unrecoverable error, this causes a persistent state of failure if it happens during the Completion Exchange or when updating values needed for key-derivation. Implicit success indication can be introduced to avoid issues caused by lost success or failure messages, but similar to the case depicted in figure 5.1, this only shifts the process of acknowledgements back by one step.
Packet loss between a peer and a server can be modelled as a special case of liveness. For example, consider the Completion Exchange depicted in figure 5.2. It starts with the peer in the Waiting for OOB (1) state and the server in the OOB Received (2) state. The exchange begins with the peer receiving an identity request from the authenticator and ends with the server sending an EAP-Success message, which in this case is lost in the channel. As a result, the peer remains in state 1 waiting for the missing packet, whereas the server transitions to the Registered (4) state. Now, if the peer tries to continue the exchange or start over, the server will consider it a state mismatch, send an error message and inform the user that a reset is needed to recover. The protocol specification does currently not define how this could be avoided but acknowledges the issue.

**Results:** failure to deal with the loss of the last packet confirmed in the verification.

### 5.5 Recovering From A Rejected NoobId

Generating (pseudo-)random nonces is part of the EAP-NOOB exchange process for both servers and peers. During the Initial Exchange (and possible Reconnect Exchanges), both the peer and the server generate their own connection-specific nonces (Ns and Np) for MAC calculation and key derivation. Furthermore, prior to the Completion Exchange, one or both of the parties generate a nonce \( \text{Noob} \) and send it over the OOB channel together with the peer’s identifier \( \text{PeerId} \) and a cryptographic fingerprint \( \text{Hoob} \). The
receiver of the message calculates a $Hoob$ with the corresponding values and accepts the nonce if it is still valid and if the fingerprints match. The validity period of the nonce depends on an application-specific timeout value, $NoobTimeout$, which determines how long after its generation a nonce is still usable.

After receiving a valid OOB message, the receiver transitions to the OOB Received (2) state to indicate its readiness for the Completion Exchange. In normal cases, the exchange begins shortly after this, and the received $Noob$ value remains valid. However, since each nonce is given an expiration time when created, it can expire before the Completion Exchange, which causes the sender to forget it. The receiver, on the other hand, may still accept the OOB message and attempt the Completion Exchange with the expired nonce. The $NoobId$ calculated from the nonce will now be rejected in the Completion Exchange and an error message (error code 1006) will be sent to the other party indicating that the nonce was invalid. In version 02 of the EAP-NOOB draft [2], if the invalid $Noob$ is the only received nonce, this will lead to a deadlock situation, as no new OOB messages are accepted in state 2.

Fortunately, ending up in a deadlock because of an expired nonce is easily avoidable by adding an additional transition from state 2 to state 1 (see figure 5.3). If the Completion Exchange fails due to an expired or invalid $Noob$, both parties revert back to the Waiting for OOB (1) state and start version 03.
over. The additional transition was included in version 03 of the draft [3] and verified by modelling an execution path in which the received nonce is expired, which causes error 1006 to occur (see section 4.2 for further details about modelling timeouts).

In addition, a clarification was made regarding any additional OOB messages received after accepting a nonce and transitioning to the OOB Received (2) state. When receiving an OOB message in the Waiting for OOB (1) state, the receiver has two options: (a) if the nonce $\text{Noob}$ has not yet expired and the locally calculated fingerprint $\text{Hoob}$ matches the one in the message, transition to state 2, or (b) reject the message and notify the user. After accepting a valid OOB message and moving to state 2, no more OOB messages should be accepted. However, these messages may be buffered for later use in case an expired nonce or other failure causes the party to revert back to the Waiting for OOB (1) state.

Results: improvements and clarifications to the specification to avoid a deadlock situation caused by an expired nonce.

5.6 Rejecting Unexpected Messages

Throughout the modelling process, we discovered various ambiguities in the specification, some of which caused the model to contain some incorrectly implemented parts. Each detected inconsistency was subsequently compared against the corresponding part of the EAP-NOOB software implementation. This way, we managed to improve the validity of the model, as well as that of the implementation.

One of the biggest flaws that we detected concerns how to deal with unexpected messages. This issue was discovered when validating the model and shown to exists in the implementation as well. In order to avoid unwanted messages, both the server and the peer maintained information about the ongoing exchange in a variable and only accepted messages of types that are part of that exchange. For example, after initiating the Initial Exchange, the message types accepted by the peer included EAP-Requests of type 1 and 2, and the EAP-Failure that ends the exchange. This works well in most cases because the exchange process (mostly) follows a linear request-response pattern and any lost messages are retransmitted by the underlying EAP layer. However, in the case where the negotiated OOB direction is set to 3 (both S2P and P2S are acceptable directions), this causes issues in a system with multiple parallel channels that messages can be sent over.
Consider the following situation:

1. The OOB direction is negotiated to 3, meaning that both the server and the peer are allowed to send OOB messages.

2. Both parties are in the Waiting for OOB (1) state, generate \textit{Noob} nonces and send them to the other endpoint in OOB messages.

3. Due to a slow S2P OOB channel, the P2S message gets delivered first and the server transitions to the OOB Received (2) state.

4. The peer initiates a Completion Exchange, but before the exchange can be completed, one of the messages gets temporarily stuck in the in-band channel.

5. Before re-initiating the exchange, the S2P OOB message is delivered and the peer transitions to state 2.

6. Now both parties are in state 2, which is treated similarly to the case in which the server is still in state 1.

7. A new Completion Exchange is initiated by the peer. Before it finishes, the message held up in the channel is finally delivered causing two simultaneous Completion Exchanges to run in parallel.

8. Eventually, one of them finishes, which allows both parties to transition to the Registered (4) state.

9. The registration is now complete, but might result in a MAC verification failure in case of a Reconnect Exchange, as the derived keys do not necessarily match if different (\textit{Noob}) nonces were used during the key derivation.

The problem was solved by replacing the variable that keeps track of the ongoing exchange with a variable that stores the type of the previously sent message. Instead of receiving any type of message belonging to the ongoing exchange, the server only accepts a response corresponding to the previously sent request. For example, after sending an EAP-Request of type 1, the server expects to get an EAP-Response of type 1 in return. Any other messages are discarded and an error message (error code 1004) is sent to notify the other party that a message was rejected.

\textbf{Results:} major improvements to the EAP-NOOB software implementation.
Chapter 6

Testing the Cryptographic Implementation

Our goal for this thesis was to implement a symbolic model of the EAP-NOOB protocol with the formal specification language mCRL2. This model was mainly used for verification of properties in the current protocol specification, as well as verification of the improved version for the upcoming draft. Throughout the model-checking process, we discovered various inconsistencies, ambiguities and other minor defects in both the specification and the implementation, all of which were subsequently corrected or clarified.

However, as mCRL2 is mainly intended for simulation and state space exploration, our model is not capable of verifying cryptographic output. Instead of performing actual calculations on cryptographic primitives, it simply represents the results as comparable structures that contain the input values. This is sufficient to check the correctness of the protocol on an abstract level, but it cannot detect errors in the cryptographic implementation. Errors can be caused, for example, by ambiguities in message formats and incompatibilities between cryptographic libraries. Additional verification approaches are required in order to ensure that the cryptographic aspects of the protocol are sufficiently described in the specification and work as intended in the implementation.

In addition to verifying the protocol specification with model checking techniques, we created a test script\(^1\) for message generation based on test vectors and previously generated nonces. It is, however, not a complete implementation of the protocol, but rather a complementary tool intended for verification of the outputs from actual implementations. The script was implemented with Python and the cryptographic calculations are mainly based

\(^1\)https://github.com/tuomaura/eap-noob/tree/master/test-vectors
on two modules: the `cryptography.hazmat` module for low-level cryptographic calculations\(^2\) and the `PyNaCl` module\(^3\) for (public and private) key generation and calculation. To ensure that the script produces correct outputs, we used the test vectors [36] provided for the X25519 function for Elliptic Curve Diffie-Hellman calculations and compared our results with the expected output.

Since the script is not intended for simulation of the protocol, it needs to be provided with the device-specific values, generated nonces and ECDH keys as input. These values are then used for the cryptographic calculations (hashes, MACs and key derivation) and printed out in a readable format for easy comparison with the output of the actual implementation. Each message type, excluding failure and success messages, is included in the output, and everything is printed out as it would be received through the channels, making it a mixture of plaintext and base64url [30] encoded values.

![Diagram of protocol execution](image)

**Figure 6.1: Comparison of Cryptographic Output**

Figure 6.1 outlines the intended verification procedure of a protocol execution. The implementation, depicted on the left side of the figure, performs all the usual steps of connecting a device to a server and stores both the generated values and the protocol output in message logs. After the last exchange is completed, the script is configured with the generated values and a corresponding output is produced. Any differences in the two outputs should be considered as possible errors and further investigated. Listing 6.1 shows the output of a Completion Exchange, which contains the 16-byte identifier `NoobId` computed with a one-way function of the generated `Noob` nonce, as

\(^2\)https://cryptography.io
\(^3\)https://pynacl.readthedocs.io
well as the MACs calculated with the HMAC [34] function for both the server (MACs) and the peer (MACp).

====== Completion Exchange ======

Identity response: 
   u9N3BQhuKmDFQ0n5y94nvt+s2@noob.example.com

EAP request (type 8):
   
   
   
   EAP response (type 8):
   
   
   EAP request (type 4):
   
   
   EAP response (type 4):

Listing 6.1: Output of the Completion Exchange

**Results:** Clarifications introduced in version 03 of the protocol draft [3]:

- In addition to specifying an ECDH curve and a hash function, each cryptosuite must define how the public key should be encoded as a Jason Web Key (JWK) [29] object, since differing encodings will lead to mismatching keys. Furthermore, the naming conventions and ordering of the parameters has to be mutual. This clarification was made to ensure consistency and avoid ambiguous interpretations of the key formats mentioned in the specification.

- EAP-NOOB requires some parameters to be base64url [30] encoded and offers it as an option for others. Each base64 encoded character represent six bits of data. The encoding process splits the input into groups of three 8-bit binary values combined into a 24-bit sequence,
which is encoded as four base64-encoded characters. If the output is not a multiple of four, ‘=’ is used for padding. In the case of EAP-NOOB, padding does not make a difference as the values are of fixed length. However, if one party decides to add padding to the encoded values and the other one decides not to, it might cause problems with decoding and MAC calculations. Thus, in version 03 of the draft, a clarification was made to indicate that no padding should be added by either party.

- Although nonces may be sent over the channel as base64-encoded values, they should be decoded to raw bytes for the key derivation function. This was already implied in the previous draft, but a clarification was made to emphasise it further, as in other cases message fields are expected to be copied verbatim without any modifications.

- The explanations of PeerId, Realm and NAI were simplified and an appendix suggesting values for ServerInfo and PeerInfo was added. Although the content remained unchanged, these clarifications were made to improve the readability and unambiguity of the specification.
Chapter 7

Discussion

In this chapter, we discuss the modelling process, the contributions we made and reflect on future work that still needs to be done. We begin with summarising the most important outcomes from the project and evaluate the overall implementation process. We finish the chapter by suggesting additional measures to be taken in order to improve the reliability of the protocol before standardising it.

7.1 Contributions

In this thesis, we created a symbolic model of the EAP-NOOB protocol with the formal specification language mCRL2. We modelled a system with multiple servers, peers and channels, and verified that each individual device managed to authenticate to a server as specified in the protocol. Furthermore, we formalised a set of properties that describe reachability of states, lack of errors and recoverability from error states. To examine how the protocol handles unexpected behaviour, we intentionally introduced issues by compromising one or more of the in-band channels and purposefully manipulated data. Finally, we performed multiple simulations and backtracked traces from reachable error states to figure out how to patch the protocol against the issues we found. We also implemented a test script for cryptographic verification that could not be done with our model due to its design and implementation language.

The main contribution of this thesis was to provide feedback regarding issues found during the modelling and verification processes (see chapters 5 and 6) for the development of the next IETF draft, as well as to verify the reliability of the updated protocol version. We managed to create a complete model of the protocol, including a set of automated tests for property
verification. The final version of the model, as well as the test script, were published together with the implementation\footnote{https://github.com/tuomaura/eap-noob/} and are available for supporting future development of the protocol.

One of the main results from our work was to discover unrecoverable error states due to lost messages (see section 5.4), which can be exploited in order to cause persistent failure in the system. Forcing IoT-devices to enter deadlock states may cause significant financial damage if the number of devices is large. Although we only examined one protocol, it is reasonable to assume that other similar protocols might be affected, which requires future work to be clarified.

7.2 Reflections

The goal of our work was to improve the reliability of the EAP-NOOB protocol and its implementation with formal verification techniques. We created a symbolic model of the protocol with the mCRL2 verification language and performed exhaustive state space exploration to determine its behaviour in various situations. Our model detects informational actions that describe the occurrence of events of interest, which allows us to check the model for liveness properties, deadlocks, reachability of error states and error recovery. We managed to simulate the protocol behaviour when exposed to not only normal but also abnormal situations, such as dropped or modified messages. Furthermore, our test script (see chapter 6) verifies the cryptographic calculations made in the protocol implementation and presents the overall structure of the exchanges.

Throughout the modelling process, we encountered various minor problems regarding how to model a specific feature or functionality. Most of the issues were caused by either limitations in the verification language or ambiguities in the specification (see section 5.6). The language limitations varied from minor inconveniences, such as limitations in the implemented data structures, to severe restrictions that affected our design decisions. Issues caused by misinterpretations of the specification were relatively easy to fix after discovery, whereas a language limitation forced us to find an alternative way to solve the problems it affected. The language limitations we discovered include:

- **Declaring aliases for data types.** In an attempt to unify the protocol specification and model as much as possible, we applied the type alias declaration feature of mCRL2 to our model. This feature allowed
it to contain custom data types that were mapped to existing ones during the compilation process. For example, a `PeerId` could be declared with a type called `PeerId_t`, even though it was represented as a natural number during the calculations. However, this feature was incorrectly implemented in the verification language, which caused exponential compilation times when applied to the model (see appendix A for more details). Although not a crucial part of the modelling process, finding the cause of the issues was time consuming.

- **Preprocessing the specification file.** One of our main design goals for the model was to make it as easily adaptable to different scenarios as possible. Ideally, the user should be able to use the same model for all verification tasks and simply declare the settings for the protocol (i.e. determine the number of servers, peers, channels, and set the limitations for generated values) prior to executing a collection automated tests. However, as the entire specification is located in a single file, the only way to change parameters is to manually edit that file. Furthermore, testing the model is based on queries and each individual query has to be executed separately. In the end, we managed to automate the compilation process, execution of the tests and some other minor tasks related to simulation and visualisation of the model. This was easily done with a makefile and some shell scripts, but the only way to change the parameters is still to edit the specification file. Unfortunately, there does not seem to exist a sensible way of preprocessing the specification file, other than to write a separate program that modifies it line by line.

- **Creating and running parallel processes.** A crucial part of verifying the protocol involves modelling a typical client-server setting, in which one server communicates with multiple clients (peers) simultaneously. One way to implement this is to have a master process (server) that creates new threads as required. However, mCRL2 only supports sequential processing and does not allow a process to create an unspecified number of new processes during the model checking phase. Because of that, we had to settle for simulating the behaviour with a limited number of parallel processes for the peers and a single-threaded server process that sequentially processes client requests.

Although we managed to overcome all the issues mentioned in this section, one way or another, there is still room for improvement and possibly better ways to solve them. For instance, instead of settling for sequential behaviour for the server, it might be possible to create a thread pool of pre-instantiated
threads for new connections. This way, when a peer connects to the server, one of the threads can be assigned to it and the server can continue waiting for new connections. Once the thread is done working, it simply returns to the thread pool to be used later. Deciding the amount of threads before compilation would overcome the inability to create new processes during the model checking and would simulate a real server with limited resources.

![Figure 7.1: Conceptual Overview of a Thread Pool](image)

Furthermore, even though we limited the state space as much as possible, most values are still explicitly initiated as numbers or lists. Instead, we could reduce the state space even further with symbolic modelling techniques that cannot be done with the mCRL2 language. The size of the state space for each possible direction (with one server, one peer and the minimum possible number of nonces and identifiers generated) is listed in table 7.1. The reason for the large state space in the third row is that OOB direction 3 includes both the previous cases as well as the special case of both endpoints sending an OOB message. In addition, the maximum number of generated nonces has to be increased in order to avoid problems with timeouts when examining the special case.
### 7.3 Future Work

The model we created for this thesis was developed with the mCRL2 language with the purpose of verification of reachability properties by exhaustive state space exploration. Consequently, all properties were tested with auxiliary event actions, as described in chapter 4. Although convenient for verification of properties related to state reachability and error recovery, this approach does not support modelling basic security considerations, such as secrecy or authentication. Each sender is blindly trusted and messages are accepted as a valid part of the ongoing exchange, as long as their content and format resembles what is actually expected. Fortunately, there exists a range of other tools, such as ProVerif [9] or AVISPA [1], specifically made for verifying security properties of cryptographic protocols. Hence, a separate model could be created to complement our model and to verify properties that are not possible to examine with mCRL2.

However, as described in section 4.1.2, our model does support compromising any of the in-band channels and modifying messages in order to examine how unexpected situations are dealt with. Currently, the only supported modification is exchanging the NoobId during the Completion Exchange. In future work, additional modifications could be implemented for examining the behaviour of the protocol in case of non-persistent attacks or unreliable channels. Correspondingly, the number of properties tested with queries could be increased and diversified. Furthermore, as the protocol is still in its development stage, it will likely change in the future, requiring new properties and features to be implemented.

Due to limited time and resources, the state space of tested instances remained fairly small (less than 1 000 000 states) throughout the verification process. In addition to abstracting away most of the irrelevant data, the lists of supported version numbers to be negotiated between, as well as the number of allowed nonces and identifiers to be generated, were strictly limited. For each individual execution of the test cases, the limits were adjusted to be sufficient for successful completion of each exchange, but limited enough to avoid unnecessary resets or packet losses. The number of servers and peers...
was kept low due to the same reasons.

One way of possibly improving the efficiency of the verification process would be to use an independent tool, such as LTS\textit{min} [11, 31], for the the model checking process. It is a high-performance model checker with built-in support for mCRL2, that provides tools for state space generation and minimisation, as well as symbolic, multi-core, sequential and distributed model checking through the \textit{Partitioned Next-State Interface} (PINS).

Comparative experiments have shown that the performance of the LTS\textit{min} toolset matches, or often improves, the efficiency of the language-specific tools [11]. As of now, model checking the compiled specification is essentially the only task capable of running in parallel, making the compilation process (mCRL2 specification $\rightarrow$ LPS $\rightarrow$ LTS) a bottleneck. Overcoming this issue would improve the speed of simulating large systems with multiple participants.

\footnote{Adapted and modified from http://ltsmin.utwente.nl/#pins2pins-wrappers}
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Conclusions

The expansion of the Internet of Things (IoT) has resulted in an increasing number of new IoT devices to constantly communicate over the network with servers and with other devices. This has created a need for developing new, secure communication protocols to ensure secrecy and to prohibit exploiting the large number of independent devices for e.g. denial-of-service attacks. As a result, formal verification methods are becoming an important part of the system development process. In addition to ensuring the correctness of each individual implementation, the specification itself has to be confirmed to be reliable and secure.

Model checking is a general verification approach that verifies the formal specification of a system by examining a model of it. The process generally consists of creating the model, formalising the required properties and testing whether they hold in the state space of the model. By applying minimisation techniques, such as abstraction and partial order reduction, the state space can often be reduced significantly or at least be delimited to a finite size. Exhaustive exploration of the state space helps detecting obscure mistakes that are easily overlooked by traditional testing methods.

In this thesis, we created a symbolic model of the EAP-NOOB protocol, used for bootstrapping IoT devices, and verified various reachability properties in a multi-server and multi-peer environment. We identified several issues with the previous version of the protocol and proposed some changes made in version 03 of the draft. Major findings relate to the recovery of the protocol after lost or corrupted messages, which could be exploited for denial-of-service attacks. Our model was also used to verify the changes we made and to investigate the behaviour of the protocol in various situations. With the results from both the modelling and the verification process, we improved and clarified the specification and implementation of the protocol.

Throughout the verification process, we compared the results of the model
with the protocol implementation and the test script to minimise the risk of mistakes. However, even though our model implies correct behaviour of the system, we cannot guarantee complete reliability or validity. Instead of seeing the model as proof of correctness, it should be considered as an additional tool for testing and finding flaws. As with any verification method, we should still consider the possibility of unknown issues discovered in the future. Furthermore, the issues we managed to identify were all related to reachability and recovery from errors. Some of these flaws can be exploited by attackers for denial-of-service. We did not verify other security aspects of the cryptographic protocol, leaving room for future work to be done in regards to formal verification of the specification.
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Appendix A

Changes in mCRL2

During the modelling process, we discovered various minor defects and lacks of features in the modelling language, requiring simple workarounds to implement specific parts of the protocol. However, we also detected a bug in the type checking algorithm, causing exponential compilation times when using user-declared type aliases. The bug was reported and later fixed by the development team. In this section, we describe the causes and consequences of said bug.

A.1 Slow Type Checking

To make the model comparable to the protocol specification, we used the same variable names as defined in the draft [3]. However, as described in chapter 4, abstraction is one of the main methods we used for reducing the state space of the model. As a result, many of the data types, such as the identifiers and the nonces, were replaced by natural numbers.

Fortunately, mCRL2 allows declaring sort aliases, creating pairwise equal types to be used in the specification. For example, declaring a custom data type \textit{PeerId} as a natural number (\textit{Nat})

```plaintext
% Define an alias mapping PeerId to Nat
sort PeerId = Nat;
```

Listing A.1: Type alias for \textit{PeerId}

replaces all consequent occurrences of \textit{PeerId} with \textit{Nat} during the compilation process. Our intention was to use this feature to even further improve the readability of the model by introducing an alias for each individual type. However, in the current stable release version (201409.0) of the mCRL2
toolset, using multiple custom types slows down the compilation process exponentially.

Consider the following example:

```mcrl2
% Map several custom data types to natural numbers
sort
  A_t = Nat ; B_t = Nat ; C_t = Nat ; D_t = Nat ;
  E_t = Nat ; F_t = Nat ; G_t = Nat ;
% Create a new structure that consists of custom data
% types
S_t = struct s(
  A:A_t , B:B_t , C:C_t , D:D_t , E:E_t , F:F_t , G:G_t
);
act
  a;
proc
  P = a;
init
  P;
```

Listing A.2: Using type aliases in structures

Intuitively, each occurrence of a custom data type on row 8 should be replaced by `Nat`, making rows 8 and 9 equivalent. However, compiling the specification using version 201409.0 on an Intel(R) Core(TM) i5-7300U (2.60GHz) CPU takes more than 240 seconds, whereas switching lines 8 and 9 reduces the compilation time to a fraction of a second.

A bug report\(^1\) was submitted to the mCRL2 mailing list\(^2\) and later verified by the developers, who identified it as a mistake in creating unique normal forms of structures using the Knuth-Bendix completion \[32\]. In the above example, the compiler would create exponentially many variants of the structure, replacing each custom data type with a rewrite rule (as shown in listing A.3).

---

\(^1\)https://github.com/mCRL2org/mCRL2/issues/1456

\(^2\)https://listserv.tue.nl/pipermail/mcrl2-users/
Internally, even more duplicates were created, making compiling larger structures infeasible. The issue was submitted to the bug tracker of the project and fixed shortly after. Compiling the specification after applying change set 15361 (version 201707.1.15361 or later) removes the issue and makes creating custom data types equal to predefined types.
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```
sort
  % === Data types of communication and cryptographic functions === %
  % States 0 to 4, no state, error state (user action required)
  State_t = struct s0 | s1 | s2 | s3 | s4 | no_state | error ? is_error;
  % Types 0 to 8, no type, identity, failure, success
  Type_t = struct t0 | t1 | t2 | t3 | t4 | t5 | t6 | t7 | t8 | no_type | id | failure | success;
  % Data types
  Ver_t = Nat; % Version
  Ver_l = List ( Ver_t ); % List of versions
  PeerId_t = Nat; % Peer ID
  Realm_t = Nat; % Realm
  PK_t = Nat; % Public key
  Cryptosuite_t = Nat; % Cryptosuite
  Cryptosuite_l = List ( Cryptosuite_t ); % List of cryptosuites
  Dir_t = Nat; % Direction
  N_t = Nat; % Nonce
  % SleepTime_t = Nat; % Sleep time
  Noob_t = Nat; % Noob
  NoobId_t = Nat; % Noob ID
  % Server or Peer information
  Info_t = struct no_info ? is_noinfo
            | info ? is_validinfo % Valid server information
            | invalidinfo ? is_invalidinfo % Invalid server information;
  % Error codes
  Error_t = struct
            % | E1001 % Invalid NAI
            % | E1002 % Invalid message structure
            % | E1003 % Invalid data
            | E1004 % Unexpected message type
            | E1005 % Unexpected peer identifier
            | E1006 % Unrecognized OOB message identifier
            % | E1007 % Invalid ECID key
            % | E2001 % Unwanted peer
            % | E2002 % State mismatch, user action required
            | E3001 % No mutually supported protocol version
            | E3002 % No mutually supported cryptosuite
            | E3003 % No mutually supported OOB direction
            | E4001 % MAC verification failure
            % | E5001 % Application-specific error
            | E5002 % Invalid server info
            % | E5003 % Invalid server URL
            % | E5004 % Invalid peer info;
  % Cryptographic hash Hoob
  Hoob_t = struct H(

```
% Cryptographic MAC

% Derived keys (see Table 3)
K_t = struct no_key
\[[\text{Completion(slice:Net, Z: ECDH_t, Np:Nat, Ns:Nat, Noob: Nat) }\]
\[[\text{RekeyingECDH(slice:Net, Z: ECDH_t, Np2 :Nat, Ns2 :Nat, Kz: K_t) }\]
\[[\text{Rekeying(slice:Net, Ka:K_t, Np2 :Nat, Ns2 : Nat) }\]

% Data sent between peer and server
Data_t = struct empty_d
\[[\text{is_empty} \]
\[[\text{is_req1} ( Vers : Ver_l , Cryptosuites : Cryptosuite_l , Dirs :Nat , ServerInfo : Info_t ) \]
\[[\text{is_res1} ( Verp :Nat , Cryptosuitep :Nat , Dirp :Nat , PeerInfo : Info_t ) \]
\[[\text{is_req2} ( PKs :Nat , Ns: Nat ) \]
\[[\text{is_res2} ( PKp :Nat , Np: Nat ) \]
\[[\text{is_req3} \]
\[[\text{is_res3} \]
\[[\text{is_req4} (Noob:Noob, MACa:MAC_t) \]
\[[\text{is_res4} (MACb:MAC_t) \]
\[[\text{is_req5} (Vers:Vers, Cryptosuites:Cryptosuite_l) \]
\[[\text{is_res5} (Vers:Vers, Cryptosuites:Cryptosuite_l) \]
\[[\text{is_req6} (PKs:PKs, Ns:Nat) \]
\[[\text{is_res6} (PKp:PKp, Np:Nat) \]
\[[\text{is_req7} (MACa:MAC_t) \]
\[[\text{is_res7} \]
\[[\text{is_req8} \]
\[[\text{is_res8} \]
\[[\text{is_error_msg} \]
\[[\text{is_invalid} \]

% === Internal data types for peer and server implementation ===
%
% Initialization data for peer
StaticPeerData_t = struct empty_sp

% Initialization data for server
StaticServerData_t = struct empty_s

% Association database interface at server , updating fields and querying peer entries
DBInterface_t = struct empty_dbi
\[[\text{is_noob} \]
\[[\text{is_noobid} \]
\[[\text{is_nonce} \]
\[[\text{is_type} \]
\[[\text{is_key} \]
\[[\text{is_dbentry} \]

% Association database entries at server (keyed by PeerId :Nat)
State_e = Nat -> State_t ;
Verp_e = Nat -> Nat ;
Cryptosuite_e = Nat -> Nat ;
Dirp_e = Nat -> Nat ;
PeerInfo_e = Nat -> Info_t ;
cryptosuites_e = Nat -> Nat ;
Np_e = Nat -> Nat ;
Np_e2 = Nat -> Nat ;
Noob_e = Nat -> Nat ;
OFF_e = Nat -> Nat ;
Type_e = Nat -> Type_t ;
Kms_e = Nat -> K_t ;
Kmp_e = Nat -> K_t ;

act
\[[\text{SEND_xxx = send to channel multiaction} \]
\[[\text{SEND_xxx_O = send to channel, action on sender side} \]
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139 \% SEND_xxx_I = send to channel, action on channel side
140 \% RECV_xxx_I = receive from channel, action on channel side
141 \% RECV_xxx_O = receive from channel, action on sender side
142 \% RECV_xxx_I = receive from channel, action on channel side
143
144 \% == EAP-Response/Identity == \%
145 SEND_EAP_RES_ID;
146 RECV_EAP_RES_ID;
147 SEND_EAP_RES_ID_O;
148 SEND_EAP_RES_ID_I;
149 RECV_EAP_RES_ID_O;
150 RECV_EAP_RES_ID_I: PeerId_t # State_t;
151
152 \% == EAP-Request/EAP-NOOB == \%
153 SEND_EAP_REQ;
154 RECV_EAP_REQ;
155 SEND_EAP_REQ_O;
156 SEND_EAP_REQ_I;
157 RECV_EAP_REQ_O;
158 RECV_EAP_REQ_I: Type_t # PeerId_t # Data_t;
159
160 \% == EAP-Response/EAP-NOOB == \%
161 SEND_EAP_RES;
162 RECV_EAP_RES;
163 SEND_EAP_RES_O;
164 SEND_EAP_RES_I;
165 RECV_EAP_RES_O;
166 RECV_EAP_RES_I: Type_t # PeerId_t # Data_t;
167
168 \% == EAP-Failure == \%
169 SEND_EAP_FAIL;
170 RECV_EAP_FAIL;
171 SEND_EAP_FAIL_O;
172 SEND_EAP_FAIL_I;
173 RECV_EAP_FAIL_O;
174 RECV_EAP_FAIL_I;
175
176 \% == EAP-Success == \%
177 SEND_EAP_SUCC;
178 RECV_EAP_SUCC;
179 SEND_EAP_SUCC_O;
180 SEND_EAP_SUCC_I;
181 RECV_EAP_SUCC_O;
182 RECV_EAP_SUCC_I;
183
184 \% == OOB message in peer-to-server (P2S) and server-to-peer (S2P) direction == \%
185 SEND_OOB_P2S;
186 RECV_OOB_P2S;
187 SEND_OOB_S2P;
188 RECV_OOB_S2P;
189 SEND_OOB_P2S_O;
190 SEND_OOB_P2S_I;
191 SEND_OOB_S2P_O;
192 SEND_OOB_S2P_I;
193 RECV_OOB_P2S_O;
194 RECV_OOB_P2S_I;
195 RECV_OOB_S2P_O;
196 RECV_OOB_S2P_I: PeerId_t # Noob_t # Hoob_t;
197
198 \% == Mobility/Timeout/Failure == \%
199 MOBILITY_TIMEOUT_FAILURE;
200
201 \% == User Reset == \%
202 USER_RESET;
203
204 \% == Query server and peer state, error status during testing and verification == \%
205 SERV_STATE;
206 PEER_STATE: PeerId_t # State_t;
207 LOG_ERROR: Error_t;
208
209 \% == Notify that a message was lost. For testing and verification == \%
210 MESSAGE_LOST: Type_t;
211
212 \% == Generate random PeerId, Noob, nonces == \%
213 \% Multiaction for any random number generation
214 RNG_MA: Nat;
215 \% Generator and server/peer actions
216 NEW_PEERID_RNG;
217 NEW_PEERID: PeerId_t;
218 NEW_NOOB_RNG;
219 NEW_NOOB: Noob_t;
220 NEW_NONCE_RNG;
221 NEW_NONCE: N_t;
% Can’t generate more values
MAX_PEERS_REACHED;
MAX_NOOBS_REACHED;
MAX_NONCES_REACHED;

% == Query and update the association database at server == %
% MA = multi-action, DB = action at database, no _x = action at server
QUERY_STATE_MA,
QUERY_STATE_DB,
QUERY_STATE:
PeerId_t # State_t # Type_t;
QUERY_DATA_MA,
QUERY_DATA_DB,
QUERY_DATA:
PeerId_t # DBInterface_t;
QUERY_FAILED_OOBS_MA,
QUERY_FAILED_OOBS_DB,
QUERY_FAILED_OOBS:
PeerId_t # Nat;
UPDATE_FAILED_OOBS_MA,
UPDATE_FAILED_OOBS_DB,
UPDATE_FAILED_OOBS:
PeerId_t # Nat;
UPDATE_STATE_MA,
UPDATE_STATE_DB,
UPDATE_STATE:
PeerId_t # State_t;
UPDATE_DATA_MA,
UPDATE_DATA_DB,
UPDATE_DATA:
PeerId_t # Data_t;
UPDATE_NONCE_MA,
UPDATE_NONCE_DB,
UPDATE_NONCE:
PeerId_t # DBInterface_t;
UPDATE_TYPE_MA,
UPDATE_TYPE_DB,
UPDATE_TYPE:
PeerId_t # DBInterface_t;
UPDATE_KEY_MA,
UPDATE_KEY_DB,
UPDATE_KEY:
PeerId_t # DBInterface_t;

% == Reset database for a PeerId == %
RESET_DATABASE_MA,
RESET_DATABASE_DB,
RESET_DATABASE:
PeerId_t;

% Static data structures
static_peer_data: StaticPeerData_t; % Peer data
static_serv_data: StaticServerData_t; % Server data

% Constants
max_peers: Nat; % Max PeerIds generated
max_noobs: Nat; % Max Noob values generated
max_nonces: Nat; % Max nonce values generated
max_oob_retries: Nat; % Application-specific number of invalid oob messages

% Database entry at the server: db contains one of each field per peer
state: State_e;
verp: Verp_e;
cryptosuitep: Cryptosuitep_e;
dirp: Dirp_e;
peerinfo: PeerInfo_e;
kp: Kp_e;
ns: Ns_e;
noob: Noob_e;
oobretries: OOB_e;
type: Type_e;

% Initialize static data structures at peer and server
static_peer_data = static_peer_data([1], [1], 2, info, 1, 2);
static_serv_data = static_serv_data([1], [1], 2, info, 3, 4);

% Maximum number of PeerIds, Noob values, nonce values in the model
max_peers = 1; % >=1
max_noobs = 2; % >=2 if Dirp=1 or Dirp=2, >=3 if Dirp=3
max_nonces = 4; % >=4
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% Maximum number of failed OOB messages before going back to state 0
max_oob_retries = 2;

% Default values for database at the server
state(n) = no_state;
verp(n) = 0;
cryptosuitep(n) = 0;
dirp(n) = 0;
peerinfo(n) = no_info;
pkp(n) = 0;
np(n) = 0;
ns(n) = 0;
noob(n) = 0;
oobretries(n) = 0;
type(n) = no_type;
ks(n) = no_key;
kmp(n) = no_key;

% ECDH is commutative
ECDH(a, b) == ECDH(a', b') = (a == a' && b == b') || (a == b' && b == a');

proc
% In - band channel : Peer to Server
% compromised : true , if the channel is controlled by an attacker , false otherwise
PeerToServerChannel(compromised : Bool) =
sum PeerId : PeerId_t , State : State_t .
(SEND_EAP_RES_ID_I(PeerId, State) + MESSAGE_LOST(id)) + PeerToServerChannel(compromised)

% Modify values if the channel is compromised
(type == t8) -> (
(type == t8) -> (RECV_EAP_RES_O(type, PeerId, res8(NoobId(data) + 20)) + PeerToServerChannel(false)

% Spoof NoobId

% OOB Channel : Peer to Server
PeerToServerOOBChannel =
sum PeerId : PeerId_t , Noob : Noob_t , Hoob : Hoob_t .
(SEND_OOB_P2S_I(PeerId, Noob, Hoob) + RECV_OOB_P2S_O(PeerId, Noob, Hoob) + PeerToServerOOBChannel)

% In - band channel : Server to Peer
% compromised : true , if the channel is controlled by an attacker , false otherwise
ServerToPeerChannel(compromised : Bool) =
sum PeerId : PeerId_t , data : Data_t , type : Type_t .
(SEND_EAP_REQ_I(type, PeerId, data) + MESSAGE_LOST(type)) + ServerToPeerChannel(compromised)

% Modify values if the channel is compromised
(type == t4) -> (
(type == t4) -> (RECV_EAP_REQ_O(type, PeerId, data) + MESSAGE_LOST(type)) + ServerToPeerChannel(compromised)

% Spoof NoobId

% OOB Channel : Peer to Server
PeerToServerOOBChannel =
sum PeerId : PeerId_t , Noob : Noob_t , Hoob : Hoob_t .
(SEND_OOB_P2S_I(PeerId, Noob, Hoob) + RECV_OOB_P2S_O(PeerId, Noob, Hoob) + PeerToServerOOBChannel)
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% OOB Channel: Server to Peer
ServerToPeerOOBChannel =
  sum PeerId : PeerId_t, Noob : Noob_t, Hoob : Hoob_t . (
  SEND_OOB_S2P_I(PeerId, Noob, Hoob)
  . RECEIVE_OOB_S2P_O(PeerId, Noob, Hoob)
  . ServerToPeerOOBChannel)

% Random number generator
% PeerId : Next PeerId to generate
% Noob : Next Noob to generate
% N : Next nonce to generate
Rng(PeerId : PeerId_t, Noob : Noob_t, N: N_t) =
  (PeerId <= max_peers) -> (NEW_PEERID_RNG(PeerId))
  (PeerId == max_peers) -> (MAX_PEERIDS_REACHED
  . Rng(PeerId +1, Noob, N))
  <> MAX_PEERIDS_REACHED . Rng(PeerId, Noob, N)
+ (Noob <= max_noobs) -> (NEW_NOOB_RNG(Noob))
+ (Noob == max_noobs) -> (MAX_NOOBS_REACHED
  . Rng(PeerId, Noob +1, N))
  <> MAX_NOOBS_REACHED . Rng(PeerId, Noob, N)
+ (N <= max_nonces) -> (NEW_NONCE_RNG(N))
  (N == max_nonces) -> (MAX_NONCES_REACHED
  . Rng(PeerId, Noob, N+1))
  <> MAX_NONCES_REACHED . Rng(PeerId, Noob, N)

% Server database
Database(state : State_e, verp : Verp_e, cryptosuitep : Cryptosuitep_e, dirp : Dirp_e, peerinfo : PeerInfo_e, pkp : PKp_e,
  np : Np_e, ns : Ns_e, noob : Noob_e, oobretries : OOB_e, type : Type_e, kms : Kms_e, kmp : Kmp_e) =
  sum PeerId : PeerId_t . (
  QUERY_STATE_DB(PeerId, state(PeerId), type(PeerId))
  . Database())
  + UPDATE_STATE_DB(PeerId, State)
  . SERVER_STATE(PeerId, State)
  + Database(
  state = state(PeerId) -> State)

% Query failed OOBs DB
QUERY_FAILED_OOBS_DB(PeerId, oobretries(PeerId))
  + QUERY_FAILED_OOBS_DB(PeerId, oobretries(PeerId))
  + QUERY_DATA_DB(PeerId, DBEntry(
  verp(PeerId), cryptosuitep(PeerId), dirp(PeerId), peerinfo(PeerId), pkp(PeerId), np(PeerId),
  ns(PeerId), noob(PeerId), type(PeerId), kms(PeerId), kmp(PeerId)
  ))
  . Database()
  + sum OobRetries: Nat . (UPDATE_FAILED_OOBS_DB(PeerId, OobRetries)
  . Database(
  oobretries = oobretries(PeerId) -> OobRetries)

% Update response
UPDATE_DATA_DB(PeerId, data) . (
  sum State: State_t . (QUERY_STATE_DB(PeerId, state(PeerId), type(PeerId))
  . Database()
  + UPDATE_STATE_DB(PeerId, State)
  . SERVER_STATE(PeerId, State)
  + Database(
  state = state(PeerId) -> State)

% Type 1 response
(is_res1(data)) -> (Database(
  verp = verp(PeerId) -> Verp(data),
  cryptosuitep = cryptosuitep(PeerId) -> Cryptosuitep(data),
  dirp = dirp(PeerId) -> Dirp(data),
  peerinfo = peerinfo(PeerId) -> PeerInfo(data)
  ))

% Type 2 response
(is_res2(data)) -> (Database(
  pkp = pkp(PeerId) -> PKp(data),
  np = np(PeerId) -> Np(data)
  ))

% Type 5 response
(is_res5(data)) -> (Database(
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verp = verp[PeerId->Verp(data)],
cryptosuitep = cryptosuitep[PeerId->Cryptosuitep(data)]

< (is_res6(data)) -> (
  (PKp2(data) != 0) -> (
    Database(
      np = np[PeerId->Np2(data)]
    )
  )
  (PKp2(data) == 0) -> (
    Database(
      np = np[PeerId->Np2(data)]
    )
  )
)

+ sum data DBInterface_t . ( UPDATE_NONCE_DB(PeerId, data) . ( (is_nonce(data)) -> (
    Database(
      ns = ns[PeerId->N(data)]
    )
  )
  )
  )
)

% Server nonce update

+ UPDATE_TYPE_DB(PeerId, data) . ( (is_type(data)) -> (
    Database(
      type = type[PeerId->Type(data)]
    )
  )
  )
)

% Key update

+ UPDATE_KEY_DB(PeerId, data) . ( (is_key(data)) -> (
    Database(
      kms = kms[PeerId->Kms(data)],
      kmp = kmp[PeerId->Kmp(data)]
    )
  )
  )
)

% Allow Mobility/Timeout/Failure to happen for the server

+ (state(PeerId) == a4 && type(PeerId) == no_type) -> (
  SERV_STATE(PeerId, a4)
). Database()

+ MOBILITY_TIMEOUT_FAILURE
.

SERV_STATE(PeerId, a3)
.

Database(
  state = state[PeerId->no_state],
  verp = verp[PeerId->0],
cryptosuitep = cryptosuitep[PeerId->0],
peerinfo = peerinfo[PeerId->0],
pkp = pkp[PeerId->0],
np = np[PeerId->0],
ns = ns[PeerId->0],
noob = noob[PeerId->0],
oobretries = oobretries[PeerId->0],
type = type[PeerId->0],
kms = kms[PeerId->0],
kmp = kmp[PeerId->0]
)

% EAP Server
```
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554  % sd : Server data
555  % noobs : Generated Noob values
556  ServerId: StaticServerData_t, noobs: List(Nat)) =
557  sum PeerId: PeerId_t, Peer.State: State_t .
558  RECv_EAP_RES_I(PeerId, Peer.State)
559  % Initial Exchange
560  (PeerId == 0) -> {
561    sum PeerId:PeerId_t .
562      NEW_PEERID(PeerId)
563      . SEND_EAP_REQ_O(t1, PeerId, req1(Vers(sd), Cryptosuites(sd), Dir(sd), ServerInfo(sd)))
564      . UPDATE_TYPE(PeerId, Type(t1))
565  }
566
567  % Other exchanges
568  + (PeerId != 0) -> {
569    sum Server.State: State_t, Type: Type_t .
570    QUERY_STATE(PeerId, Server.State, Type)
571    (Server.State != no_state) -> {
572      % Waiting Exchange
573      (Peer.State == s1 && Server.State == s1) -> {
574        SEND_EAP_REQ_O(t3, PeerId, req3)
575        . UPDATE_TYPE(PeerId, Type(t3))
576      }
577      % Completion Exchange (peer-to-server)
578      <> (Peer.State == s1 && Server_State == s2) -> {
579        sum pd: DBInterface_t .
580        QUERY_DATA(PeerId, pd)
581        . UPDATE_REQ(PeerId, Keys(
582          Completion(192, ECDH(PK(sd), PKp(pd), Np(pd), Ns(pd), Noob(pd)),
583          Completion(224, ECDH(PK(sd), PKp(pd), Np(pd), Ns(pd), Noob(pd)))
584        ))
585        . sum pd: DBInterface_t .
586        QUERY_DATA(PeerId, pd)
587        . SEND_EAP_REQ_O(t4, PeerId, req5(
588          Noob(pd), HMAC(Kms(pd), 2, Vers(sd), Verp(pd), PeerId, Cryptosuites(pd),
589          Dir(sd), ServerInfo(pd), Cryptosuites(pd), Dirp(pd), PeerInfo(pd), PK(pd),
590          Np(pd), PKp(pd), Ns(pd), Noob(pd)))
591      )
592    }
593
594    . UPDATE_TYPE(PeerId, Type(t4))
595  }
596  % Completion Exchange (server-to-peer)
597    <> (Peer.State == s2 && Server_State == s1 || Server_State == s2) -> {
598      SEND_EAP_REQ_O(t6, PeerId, req6)
599      . UPDATE_TYPE(PeerId, Type(t6))
600  }
601  % Reconnect Exchange
602    <> (Peer.State == s3 && Server_State == s3 || Server_State == s4) -> {
603      SEND_EAP_REQ_O(t8, PeerId, req8(Vers(sd), Cryptosuites(sd)))
604      . UPDATE_TYPE(PeerId, Type(t8))
605  }
606  % Drop old messages
607    <> (Server.State == s4) -> {
608      MESSAGE_LOST(Type)
609  }
610
611    % Check for state mismatch
612    <> ((Server.State == s1 && Peer.State == s3 || Peer_State == s4)) ||
613    (Server_State == s2 &&Peer.State == s3 || Peer_State == s4) ||
614    (Server_State == s3 && Peer.State == s1 || Peer_State == s2)) -> {
615      % Send error E2002
616      SEND_EAP_REQ_O(t0, PeerId, err(E2002))
617      . Server(Error(no_type, PeerId, E2002))
618  }
619
620    % Received unknown PeerId
621    <> (Server.State == no_state) -> {
622      % Send error E1005
623      SEND_EAP_REQ_O(t0, PeerId, err(E1005))
624      . LOG_ERROR(E1005)
625    }
626
627    . Server(sd, noobs)
628  }
629  + sum PeerId:PeerId_t, type:Type_t, data:Data_t .
630  RECv_EAP_RES_I(type, PeerId, data)
631
632  % Receive error message
633  (type == t0) -> {
634    sum pd: DBInterface_t .
635    QUERY_DATA(PeerId, pd)
636    . Server_Error(Type(pd), PeerId, ErrorCode(data))
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637             Server(sd, noobs)
638         }
639     }
640  \% Invalid data
641  \(< (\text{is_invalid(data)}) \rightarrow (\)
642     sum pd: DBInterface_t . (  
643         QUERY_DATA(PeerId, pd)  
644         . SEND_EAP_REQ_O(t0, PeerId, err(E1003))  
645         . Server_Error(Type(pd), PeerId, E1003)  
646         . Server(sd, noobs)
647     )
648  )
649  \(\langle (\text{is_invalid(data)}) \rightarrow (\)
650     sum Type: Type_t, State: State_t .  
651         QUERY_STATE(PeerId, State, Type)
652     )
653  \% Unexpected message  
654  \(< (\text{Type} \neq \text{type}) \rightarrow (\)
655     SEND_EAP_REQ_O(t0, PeerId, err(E1004))  
656     . Server_Error(Type(pd), PeerId, E1004)  
657     . Server(sd, noobs)
658  )
659  \% Initial Exchange
660  \(< (\text{type} = \text{t1}) \rightarrow (\)
661      \% invalid peer info  
662  \(< (\text{is_invalidInfo(PeerInfo(data))) \rightarrow (\)
663     sum pd: DBInterface_t . (  
664         QUERY_DATA(PeerId, pd)  
665         . SEND_EAP_REQ_O(t0, PeerId, err(E5004))  
666         . Server_Error(Type(pd), PeerId, E5004)
667     )
668  )
669  \(< \sum Ns: N_T . (\)
670      NEW_NONCE(Na)
671      SEND_EAP_REQ_O(t2, PeerId, req2(PK(sd), Na))  
672      . UPDATE_NONCE(PeerId, Nonce(Na))  
673  )
674  \% Initial Exchange  
675  \(< (\text{type} = \text{t1}) \rightarrow (\)
676      \% Initial Exchange  
677  \(< (\text{type} = \text{t2}) \rightarrow (\)
678      SEND_EAP_FAIL_O  
679      . UPDATE_DATA(PeerId, data)  
680      . UPDATE_TYPE(PeerId, Type(t2))
681  )
682  \% Completion Exchange  
683  \(< (\text{type} = \text{t4}) \rightarrow (\)
684      \% Completion Exchange  
685  \(< (\text{type} = \text{t5}) \rightarrow (\)
686  )
687  \% Completion Exchange  
688  \(< (\text{type} = \text{t4}) \rightarrow (\)
689      sum pd: DBInterface_t . (  
690         QUERY_DATA(PeerId, pd)  
691         . MACp(data) = HMAC(  
692         \(\text{Kmp}(pd), 1, \text{Vers}(pd), \text{PeerId}, \text{Cryptosuites}(pd), \text{Dirs}(pd), \text{ServerInfo}(pd), \)
693         \text{Cryptosuitep}(pd), \text{Dirp}(pd), \text{PeerInfo}(pd), \text{PK}(pd), \text{Np}(pd), \text{Noob}(pd))
694  )  
695         \(\rightarrow (\)
696         . SEND_EAP_REQ_O(t6, PeerId, req6(0, Ns))  
697         . Server_Error(Type(pd), PeerId, E4001)
698  )  
699    )  
700  )
701  \% Completion Exchange  
702  \(< (\text{type} = \text{t5}) \rightarrow (\)
703      \% Completion Exchange  
704  )
705  )
706  \% Reconnect Exchange  
707  \(< (\text{type} = \text{t6}) \rightarrow (\)
708      \% Reconnect Exchange  
709  )
710  )
711  )
712  \% Reconnect Exchange  
713  \(< (\text{type} = \text{t6}) \rightarrow (\)
714  )
715  )
716  \% Reconnect Exchange  
717  \(< (\text{type} = \text{t6}) \rightarrow (\)
718  )
719  )
\begin{verbatim}
< (type == t6) -> { 
  (PK2(data) != 0) -> { 
    sum pd: DBInterface_t. ( 
      QUERY_DATA(PeerId, pd) 
      . UPDATE_KEY(PeerId, Keys( 
        RekeyingECDH(192, ECDH(PK2(sd), PKp2(data)), Np2(data), Na(pd), Kms(pd)), 
        RekeyingECDH(224, ECDH(PK2(sd), PKp2(data)), Np2(data), Na(pd), Kmp(pd)) 
      ) 
    ) 
    . sum pd: DBInterface_t. ( 
      QUERY_DATA(PeerId, pd) 
      . SEND_EAP_REQ_O(t7, PeerId, req7( 
        HMAC(Kms(pd), 2, Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), 0, 
        ServerInfo(sd), Cryptosuitep(pd), 0, PeerInfo(pd), PK2(sd), Na(pd), PKp2(data), 
        Np2(data), 0) 
      ) 
    ) 
    . UPDATE_TYPE(PeerId, Type(t7)) 
  ) 
  <> (PKp2(data) == 0) -> { 
    sum pd: DBInterface_t. ( 
      QUERY_DATA(PeerId, pd) 
      . UPDATE_KEY(PeerId, Keys( 
        Rekeying(192, Kms(pd), Np2(data), Ns(pd)), 
        Rekeying(224, Kmp(pd), Np2(data), Ns(pd)) 
      ) 
    ) 
    . sum pd: DBInterface_t. ( 
      QUERY_DATA(PeerId, pd) 
      . SEND_EAP_REQ_O(t7, PeerId, req7( 
        HMAC(Kms(pd), 2, Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), 0, 
        ServerInfo(sd), Cryptosuitep(pd), 0, PeerInfo(pd), 0, Na(pd), 0, Np2(data), 0) 
      ) 
    ) 
    . UPDATE_TYPE(PeerId, Type(t7)) 
  ) 
  . UPDATE_DATA(PeerId, data) 
} 

<> (type == t7) -> { 
  sum pd: DBInterface_t. ( 
    QUERY_DATA(PeerId, pd) 
    . MACp2(data) != HMAC( 
      Kmp(pd), 1, Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), 0, ServerInfo(sd), 
      Cryptosuitep(pd), 0, PeerInfo(pd), PK2(sd), Na(pd), PKp(pd), Np(pd), 0) 
    && 
    MACp2(data) != HMAC( 
      Kmp(pd), 1, Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), 0, ServerInfo(sd), 
      Cryptosuitep(pd), 0, PeerInfo(pd), 0, Na(pd), 0, Np(pd), 0) 
  ) -> { 
    SEND_EAP_REQ_O(t0, PeerId, err(E4001)) 
    . Server_Error(Type(pd), PeerId, E4001) 
  } 
  <> sum pd: DBInterface_t. ( 
    QUERY_DATA(PeerId, pd) 
    . SEND_EAP_SUCC_O 
    . UPDATE_STATE(PeerId, s6) 
    . UPDATE_TYPE(PeerId, Type(no_type)) 
  ) 
} 

% Completion Exchange 
<> (type == t8) -> { 
  % Invalid OOB message identifier  
  (NoobId(data) in noobs) -> { 
    sum pd: DBInterface_t. ( 
      QUERY_DATA(PeerId, pd) 
      . SEND_EAP_REQ_O(t0, PeerId, err(E1006)) 
      . Server_Error(Type(pd), PeerId, E1006) 
    ) 
  }) 
  <> sum pd: DBInterface_t. ( 
    QUERY_DATA(PeerId, pd) 
    . UPDATE_KEY(PeerId, Keys( 
      Completion(192, ECDH(PK2(sd), PKp(data)), Np(pd), Na(pd), NoobId(data)), 
      Completion(224, ECDH(PK2(sd), PKp(data)), Np(pd), Na(pd), NoobId(data)) 
    ) 
    . SEND_EAP_REQ_O(t4, PeerId, req4( 
      NoobId(data), HMAC(Kms(pd), 2, Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), 
      Dirp(sd), ServerInfo(sd), Cryptosuitep(pd), Dirp(pd), PeerInfo(pd), PK2(sd), Na(pd), 
      PKp(pd), Np(pd), NoobId(data)) 
    ) 
    . UPDATE_DATA(PeerId, data) 
  ) 
  . UPDATE_TYPE(PeerId, Type(t8)) 
}
\end{verbatim}
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803  . UPDATE_NONCE(PeerId, Noob(NoobId(data)))
804  . UPDATE_TYPE(PeerId, Type(t4))
805  ) . Server(sd, noobs)
806  
807  
808  
809  
810  % Receive OOB (Peer-to-Server)
811  + (Dirs(sd) == 1 || Dirs(sd) == 3) -> ( 
812  sum PeerId:Pos, Server_State: State_t, Type: Type_t . ( 
813  PeerId <= max_peers) -> ( 
814  QUERY_STATE(PeerId, Server_State, Type) . (Server_State == s1 && Type == no_type) -> ( 
815  sum Noob: Noob_t, Hoob: Hoob_t . ( 
816  QUERY_DATA(PeerId, pd) . Noob == H( 
817  Dirp(pd), Vers(sd), Verp(pd), PeerId, Cryptosuites(sd), Dirs(sd), ServerInfo(sd), 
818  Cryptosuitep(pd), Dirp(pd), PeerInfo(pd), PA(sd), Np(pd), Ns(pd), Noob) 
819  ) -> ( 
820  UPDATE_STATE(PeerId, s2) . UPDATE_NONCE(PeerId, Noob(Noob))
821  . Server(sd, noobs)
822  )
823  ) <> sum OobRetries: Nat . ( 
824  QUERY_FAILED_OOBS(PeerId, OobRetries) . 
825  (OobRetries >= max_oob_retries) -> ( 
826  RESET_DATABASE(PeerId) . UPDATE_STATE(PeerId, s0) 
827  ) <> UPDATE_FAILED_OOBS(PeerId, OobRetries+1) 
828  . Server(sd, noobs)
829  )
830  ) <> Server(sd, noobs)
831  )
832  )
833  % Send OOB (Server-to-Peer)
834  + (Dirs(sd) == 2 || Dirs(sd) == 3) -> ( 
835  sum PeerId:Pos, Server_State: State_t, Type: Type_t . ( 
836  PeerId <= max_peers) -> ( 
837  QUERY_STATE(PeerId, Server_State, Type) . (Server_State == s1 && Type == no_type) -> ( 
838  sum pd: DBInterface_t . ( 
839  QUERY_DATA(PeerId, pd) . 
840  ) 
841  )
842  ) <> sum OobRetries: Nat . ( 
843  QUERY_FAILED_OOBS(PeerId, OobRetries) . 
844  (OobRetries >= max_oob_retries) -> ( 
845  RESET_DATABASE(PeerId) . UPDATE_STATE(PeerId, s0) 
846  ) <> Server(sd, noobs)
847  )
848  )
849  % Restore the state after sending or receiving an error message
850  % Type : Next expected type
851  % PeerId : Peer ID
852  % Error : Error message
853  Server_Error(Type: Type_t, PeerId: PeerId_t, Error: Error_t) =
854  % Alert received error message
855  LOG_ERROR(Error)
856  % Send EAP-Failure and recover from error
857  SEND_EAP_FAIL_O . ( 
858  ) 
859  )
860  ) <> Server(sd, noobs)
861  )
862  )
863  )
864  )
865  % Restores the state after sending or receiving an error message
866  % Type : Next expected type
867  % PeerId : Peer ID
868  % Error : Error message
869  Server_Error(Type: Type_t, PeerId: PeerId_t, Error: Error_t) =
870  % Alert received error message
871  LOG_ERROR(Error)
872  % Send EAP-Failure and recover from error
873  SEND_EAP_FAIL_O . ( 
874  % Error 1006: transition to state 1
875  (Error == E1006) -> ( 
876  UPDATE_STATE(PeerId, s1) . UPDATE_TYPE(PeerId, Type(no_type))
877  )
878  % Error 2002: transition to sink state
879  <> (Error == E2002) -> ( 
880  UPDATE_STATE(PeerId, error) . UPDATE_TYPE(PeerId, Type(no_type))
881  )
882  % Generic error handling
883  )
884  )
885  %
% Initial Exchange
<> ( Type == t1 || Type == t2) -> ( 
  UPDATE_STATE(PeerId, s0) 
  . UPDATE_TYPE(PeerId, Type(no_type)) 
)

% Reconnect Exchange
<> ( Type == t5 || Type == t6 || Type == t7) -> ( 
  UPDATE_STATE(PeerId, s3) 
  . UPDATE_TYPE(PeerId, Type(no_type)) 
)

% Waiting/Completion Exchange
<> ( Type == t3 || Type == t8 || Type == t4) -> ( 
  UPDATE_TYPE(PeerId, Type(no_type)) 
)

% EAP Peer
Peer(Peer_State: State_t, PeerId: PeerId_t, Type: Type_t, spd: StaticPeerData_t, Vers: Ver_l, Verp: Ver_t, Cryptosuites: Cryptosuites_t, Cryptosuitesp: Cryptosuites_t, Dir: Dir_t, ServerInfo: Info_t, PKs: PK_t, Ns:N_t, Np:N_t, Noob: Noob_t, Dirp: Dir_t, Kmp: K_t, Kms: K_t, noobs: List(Nat), oobretries: Nat) =
  (! is_error(Peer_State)) -> ( 
% Initial Exchange
  Peer_State == s0) -> ( 
  ( Type == no_type) -> ( 
    SEND_EAP_RES_ID_O(PeerId, Peer_State) 
    . Peer(Type = id) 
  ) 
  + ( Type == t2) -> ( 
    RECV_EAP_FAIL_I . PEER_STATE(PeerId, s1) 
    . Peer(Peer_State = s1, Type = no_type) 
  ) 
)

% Completion/Waiting Exchange
+ ( Peer_State == s1 || Peer_State == s2) -> ( 
  ( Type == no_type) -> ( 
    SEND_EAP_RES_ID_O(PeerId, Peer_State) 
    . Peer(Type = id) 
  ) 
)

% Waiting Exchange
+ ( Type == t3) -> ( 
  RECV_EAP_FAIL_I . PEER_STATE(PeerId, s1) 
  . Peer(Peer_State = s1, Type = no_type) 
)

% Completion Exchange
* ( Type == t4) -> ( 
  RECV_EAP_SUCC_I . PEER_STATE(PeerId, s4) 
  . Peer(Peer_State = s4, Type = no_type) 
)

% Reconnect Exchange
+ ( Peer_State == s3) -> ( 
  ( Type == no_type) -> ( 
    SEND_EAP_RES_ID_O(PeerId, Peer_State) 
    . Peer(Type = id) 
  ) 
  + ( Type == t7) -> ( 
    RECV_EAP_SUCC_I . PEER_STATE(PeerId, s4) 
    . Peer(Peer_State = s4, Type = no_type) 
  ) 
)

* sum PeerId_RCV/PeerId_t, data: Data_t, type: Type_t . ( 
  RECV_EAP_REQ_I(type, PeerId_RCV, data) . ( 
% Receive error message
  (type == 10) -> ( 
    RECV_EAP_FAIL_I . ( 
      % Error: 1006: transition to state 1
      (ErrorCode(data) == E1006) -> ( 
        PEER_STATE(PeerId, s1) 
        . Peer(Peer_State = s1, Type = no_type) 
      ) 
    ) 
  ) 
  % Error 2002: transition to sink state
  + ( ErrorCode(data) == E2002) -> ( 
    PEER_STATE(PeerId, error) 
    . Peer(Peer_State = error, Type = no_type) 
  ) 
)

% Initial Exchange
* ( Type == t1 || Type == t2) -> ( 
  PEER_STATE(PeerId, s0)
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. Peer(Peer_State = s0, Type = no_type)
)

% Reconnect Exchange
+ (Type == t5 || Type == t6 || Type == t7) -> (
  PEER_STATE(PeerId, s3)
  . Peer(Peer_State = s3, Type = no_type)
)

% Waiting/Completion Exchange
+ (Type == t3 || Type == t8 || Type == t4) -> (
  Peer(Type = no_type)
)

% No exchange
+ (Type == id || Type == no_type) -> (
  Peer(Type = no_type)
)

% Invalid data
<> (is_invalid(data)) -> (
  SEND_EAP_RES_O(t0, PeerId_RCV, err(E1003))
  . RECV_EAP_FAIL_I . (  
    % Initial Exchange
    (Type == t1 || Type == t2) -> (
      PEER_STATE(PeerId, a0)
      . Peer(Peer_State = a0, Type = no_type)
    )
    % Reconnect Exchange
    + (Type == t5 || Type == t6 || Type == t7) -> (
      PEER_STATE(PeerId, s3)
      . Peer(Peer_State = s3, Type = no_type)
    )
    % Waiting/Completion Exchange
    + (Type == t3 || Type == t8 || Type == t4) -> (
      Peer(Type = no_type)
    )
    % No exchange
    + (Type == id || Type == no_type) -> (
      Peer(Type = no_type)
    )
  )
)

% Unexpected message type
<> (Type == id && type != t1 && type != t3 && type != t4 && type != t5 && type != t8) || (Type == t1 && type != t2) || (Type == t2 && type != failure) || (Type == t3 && type != failure) || (Type == t4 && type != success) || (Type == t5 && type != t6) || (Type == t6 && type != t7) || (Type == t7 && type != success) || (Type == t8 && type != t4)
) -> (
  SEND_EAP_RES(t0, PeerId_RCV, err(E1004))
  . RECV_EAP_FAIL_I . (  
    % Initial Exchange
    (Type == t1 || Type == t2) -> (
      PEER_STATE(PeerId, a0)
    )
    % Reconnect Exchange
    + (Type == t5 || Type == t6 || Type == t7) -> (
      PEER_STATE(PeerId, s3)
    )
    % Waiting/Completion Exchange
    + (Type == t3 || Type == t8 || Type == t4) -> (
      Peer(Type = no_type)
    )
    % No exchange
    + (Type == id || Type == no_type) -> (
      Peer(Type = no_type)
    )
  )
)

% Initial Exchange, PeerId not set
<> (type == t1) -> (
   % No mutually supported protocol version
   !exists a,b: Nat .
APPENDIX B. MODEL CODE

79

(a < nVers(data) && b < nVers(spd) && (nVers(data).a) == (nVers(spd).b)) -> (  
  SEND_EAP_RES_O(t0, PeerId_RCV, err(E5001))  
  . REC_EAP_FAIL_I  
  . PEER_STATE(PeerId, s0)  
  . Peer(PeerState = s0, Type = no_type)  
)

% No mutually supported cryptosuite  
<> (!exists a,b: Nat . (a < nCryptosuites(data) && b < nCryptosuites(spd) &&  
  (Cryptosuites(data).a) == (Cryptosuites(spd).b))) -> (  
  SEND_EAP_RES_O(t0, PeerId_RCV, err(E5002))  
  . REC_EAP_FAIL_I  
  . PEER_STATE(PeerId, s0)  
  . Peer(PeerState = s0, Type = no_type)  
)

% No mutually supported OOB direction  
<> (!exists a,b: Nat . (a < nCryptosuites(data) && b < nCryptosuites(spd) &&  
  (Cryptosuites(data).a) == (Cryptosuites(spd).b))) -> (  
  SEND_EAP_RES_O(t0, PeerId_RCV, err(E5002))  
  . REC_EAP_FAIL_I  
  . PEER_STATE(PeerId, s0)  
  . Peer(PeerState = s0, Type = no_type)  
)

% Invalid server info  
<> (is_invalidinfo(ServerInfo(data))) -> (  
  SEND_EAP_RES_O(t0, PeerId_RCV, err(E5002))  
  . REC_EAP_FAIL_I  
  . PEER_STATE(PeerId, s0)  
  . Peer(PeerState = s0, Type = no_type)  
)

% No conflicts, send response back  
<> sum Cryptosuite : Cryptosuite_t , Version : Ver_t , Direction : Dir_t . (  
  Cryptosuite in Cryptosuites(data) && Cryptosuite in Cryptosuites(spd) &&  
  Version in Vers(data) && Version in Vers(spd) && Direction == Dirs(spd)  
) -> (  
  SEND_EAP_RES_O(type, PeerId, res1(Version, Cryptosuite, Direction, PeerInfo(spd)))  
  . Peer(PeerId = PeerId, Type = type, Vers = Vers(data), Verp = Version,  
    Cryptosuites = Cryptosuites(data), Cryptosuitep = Cryptosuite, Dirs = Dirs(data),  
    ServerInfo = ServerInfo(data))  
)

% PeerId set  
+ (type >= t2) -> (  
  % Initial Exchange  
  (type == t2) -> (  
    sum np: N_t . (  
      NEW_NONCE(np)  
      . SEND_EAP_RES_O(type, PeerId, res2(PK(spd), np))  
      . Peer(Type = type, PKs = PKs(data), Ns = Ns(data), Np = np)  
    )  
  )  
  % Waiting Exchange  
  <> (type == t3) -> (  
    SEND_EAP_RES_O(type, PeerId, res3)  
    . Peer(Type = type)  
  )  
  % Completion Exchange  
  <> (type == t4) -> (  
    % Invalid OOB message identifier  
    (!exists k: Nat . (k < nNoobs(data) && k < Noob)) -> (  
      SEND_EAP_RES_O(t0, PeerId, err(E1006))  
      . REC_EAP_FAIL_I  
      . PEER_STATE(PeerId, s1)  
      . Peer(PeerState = s1, Type = no_type)  
    )  
    % MAC verification failure  
    <> (MACs(data) != HMAC(Completion(192, ECDH(PK(spd), PKs), Np, Ns, NoobId(data)),  
      2, Vers, Verp, PeerId, Cryptosuites, Dirs, ServerInfo,  
      Cryptosuitep, Dirp, PeerInfo(spd), PKs, Ns, PK(spd), Np,  
      NoobId(data))) -> (  
      SEND_EAP_RES_O(t0, PeerId, err(E40001))  
      . REC_EAP_FAIL_I  
      . Peer(Type = no_type)  
    )  
    <> (SEND_EAP_RES_O(type, PeerId, res4(  
      HMAC(Completion(224, ECDH(PK(spd), PKs), Np, Ns, NoobId(data)),  
        1, Vers, Verp, PeerId, Cryptosuites, Dirs, ServerInfo,  
        Cryptosuitep, Dirp, PeerInfo(spd), PKs, Ns, PK(spd), Np,  
        NoobId(data))))  
    . Peer(Type = type)  
  )  
)
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% Reconnect Exchange
<> (type == t5) -> (
  % No mutually supported protocol version
  (exists a,b: Nat .
   (a < #Vers(data) && b < #Vers(spd) && (Vers(data).a) == (Vers(spd).b))) -> (
    SEND_EAP_FAIL_I(PeerId, err(E3001))
    . PEER_STATE(PeerId, s0)
    . Peer(Peer_State = s0, Type = no_type)
  )
)

% No mutually supported cryptosuite
<> (exists a,b: Nat .
  (a < #Cryptosuites(data) && b < #Cryptosuites(spd) &&
   (Cryptosuites(data).a) == (Cryptosuites(spd).b))) -> (
    SEND_EAP_FAIL_I
    . PEER_STATE(PeerId, s3)
    . Peer(Peer_State = s3, Type = no_type)
  )
)

% No conflicts, send response back
  (Cryptosuite in Cryptosuites(data) && Cryptosuite in Cryptosuites(spd) &&
   Version in Vers(data) && Version in Vers(spd)) -> (
    SEND_EAP_RES_O(type, PeerId, res5(Version, Cryptosuite))
    . Peer(Type = type, Vers = Vers(data), Cryptosuitep = Cryptosuite)
  )
)

<> (type == t6) -> (
  sum np2 : N_t .
  NEW_NONCE(np2)
  . (PKs2(data) == 0) -> (
    SEND_EAP_RES_O(type, PeerId, res6(0, np2))
    . Peer(Type = type, Ns = Ns2(data), Np = np2,
     Kmp = Rekeying(224, ECDH(Kmp, np2), Ns2(data)),
     Kms = Rekeying(192, ECDH(Kms, np2), Ns2(data)))
  )
  <> (PKs2(data) != 0) -> (
    SEND_EAP_RES_O(type, PeerId, res6(PK2(spd), np2))
    . Peer(Type = type, PKs = PKs2(data), Ns = Ns2(data), Np = np2,
     Kmp = RekeyingECDH(224, ECDH(PK2(spd), PKs2(data)), np2, Ns2(data), Kmp),
     Kms = RekeyingECDH(192, ECDH(PK2(spd), PKs2(data)), np2, Ns2(data), Kms))
  )
)

<> (type == t7) -> (
  (MAC2(data) == HMAC(
    Km, 2, Vers, Verp, PeerId, Cryptosuites, 0, ServerInfo,
    Cryptosuitep, 0, PeerInfo(spd), 0, Ns, 0, Np, 0)
  )) -> (
    SEND_EAP_RES_O(type, PeerId, res7(
      HMAC(Km, 1, Vers, Verp, PeerId, Cryptosuites, 0, ServerInfo,
      Cryptosuitep, 0, PeerInfo(spd), 0, Ns, 0, Np, 0)
    ))
    . Peer(Type = type)
  )
<> (MAC2(data) == HMAC(
  Km, 2, Vers, Verp, PeerId, Cryptosuites, 0, ServerInfo,
  Cryptosuitep, 0, PeerInfo(spd), PKs, 0, PK2(spd), 0, Ns, 0, Np, 0)
)) -> (
    SEND_EAP_RES_O(type, PeerId, res7(
      HMAC(Km, 1, Vers, Verp, PeerId, Cryptosuites, 0, ServerInfo,
      Cryptosuitep, 0, PeerInfo(spd), PKs, 0, PK2(spd), 0, Ns, 0, Np, 0)
    ))
    . Peer(Type = type)
  )
<> (type == t8) -> (
  SEND_EAP_RES_O(type, PeerId, res8(Noob))
  . Peer(Type = type)
)
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[Code snippet with mathematical and logical expressions related to network protocol state transitions and message exchanges.]
APPENDIX B. MODEL CODE

1301 RECV_EAP_SUCC_O | RECV_EAP_SUCC_I -> RECV_EAP_SUCC,
1302 SEND_OOB_P2S_O | SEND_OOB_P2S_I -> SEND_OOB_P2S,
1303 RECV_OOB_P2S_O | RECV_OOB_P2S_I -> RECV_OOB_P2S,
1304 SEND_OOB_S2P_O | SEND_OOB_S2P_I -> SEND_OOB_S2P,
1305 RECV_OOB_S2P_O | RECV_OOB_S2P_I -> RECV_OOB_S2P,
1306
1307 \% Database communication
1308 QUERY_STATE | QUERY_STATE_DB -> QUERY_STATE_MA,
1309 QUERY_DATA | QUERY_DATA_DB -> QUERY_DATA_MA,
1310 UPDATE_FAILED_OOBS | UPDATE_FAILED_OOBS_DB -> UPDATE_FAILED_OOBS_MA,
1311 UPDATE_STATE | UPDATE_STATE_DB -> UPDATE_STATE_MA,
1312 UPDATE_DATA | UPDATE_DATA_DB -> UPDATE_DATA_MA,
1313 UPDATE_nonce | UPDATE_nonce_DB -> UPDATE_nonce_MA,
1314 UPDATE_TYPE | UPDATE_TYPE_DB -> UPDATE_TYPE_MA,
1315 UPDATE_KEY | UPDATE_KEY_DB -> UPDATE_KEY_MA,
1316
1317 \% Reset database for a given PeerId
1318 RESET_DATABASE | RESET_DATABASE_DB -> RESET_DATABASE_MA,
1319
1320 \% Random value generation
1321 NEW_NONCE_RNG | NEW_NONCE -> RNG_MA,
1322 NEW_NOOB_RNG | NEW_NOOB -> RNG_MA,
1323 NEW_PEERID_RNG | NEW_PEERID -> RNG_MA,
1324
1325 },
1326
1327 \% Start processes
1328 Server( static_serv_data, \[] ) ||
1329 Peer(s0, 0, no_type, static_peer_data, \[] , 0, \[], 0, 0, 0, 0, 0, 0, 0, no_key, no_key, \[] , 0) ||
1330 Rng(1, 1, 1) ||
1331 Database(state, verp, cryptosuitep, dirp, peerinfo, pkp, np, ns, oobretries, type, kms, kmp) ||
1332 ServerToPeerChannel(true) || PeerToServerChannel(false) ||
1333 ServerToPeerOOBChannel || PeerToServerOOBChannel || ServerToPeerOOBChannel || PeerToServerOOBChannel
1334 \});