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Abstract:

In this Thesis the electrical properties of granular n-type semiconductor are modelled using analytical and numerical simulation methods. The numerical simulation is performed with SILVACO ATLAS device simulation software. The analytical DC and AC models of the granular n-type semiconductor are presented. In the model the grain boundaries are infinitely thin and have acceptor-type electronic interface states with a single discrete energy level. The whole granular material is modelled with a number of identical grain boundaries separated by bulk regions.

The use of different grain-boundary potential profiles in the calculation of DC current density and the electron density at the grain boundary is compared. All potential profiles give very similar results. The calculated I–V curves of the material have four characteristic regions: linear, sub-linear, super-linear (nonlinear), and series resistance limited (linear). The sub-linear region is caused by the electronic trapping at grain boundaries. The agreement between the analytical and numerical results is excellent in a large voltage range.

In the course of the small-signal AC analysis of the granular semiconductor the electrical equivalent circuit (EEC) model of the material is presented. The model shows that a granular semiconductor material exhibits negative admittance and capacitance, when the electronic trapping at grain boundaries is present and a DC bias voltage is applied across the material. The analytical and numerical results are in a very good agreement in the whole frequency range at low DC bias voltages.
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Chapter 1

Introduction

Polycrystalline materials consist of crystallites (i.e. grains) which have various sizes, shapes, and crystal orientation. As an example, images of a polycrystalline semiconductor material, iron oxide, are shown in Fig. 1.1. Polycrystalline semiconductors are materials which often have unusual electrical properties [1,2]. These electrical properties originate from electrically active grain boundaries existing in the material [1,2]. They can either benefit or harm the operation of devices in which granular materials are employed. In addition, polycrystalline semiconductors, for example polycrystalline silicon (poly-Si), are widely used as low-cost and versatile material in microfabrication of devices and integrated circuits [1, 2]. In this technological application the presence of the electrically active grain boundaries in the material is often deleterious. For example in solar cells fabricated from polycrystalline materials the grain boundaries reduce the efficiency of the solar cells considerably [1]. Therefore much effort is placed in the passivation of the grain boundaries [1].

Several devices are based directly on the unusual electrical properties of grain boundaries: Varistors (i.e. variable resistors or voltage-dependent resistors (VDR)), positive temperature coefficient (PTC) resistors, grain-boundary capacitors, pressure gauges, light detectors, and gas sensors [1,4]. In polycrystalline semiconductors the transport of charge carriers across the grain boundaries depend exponentially on the height of the potential barrier located at the grain boundary [1]. This results in nonlinear I–V characteristics [1]. The height of the grain-boundary potential barrier in turn depends quadratically on the charge at the grain boundary [1]. Hence due to the exponential dependence very small changes in the grain-boundary charge re-
result in large changes in the electric current. This exponential amplification effect is exploited in very sensitive sensor devices.

The use of polycrystalline semiconductors in the varistor application arises from their highly nonlinear I–V characteristics [1,4]. Metal oxides, for example ZnO, are usually employed because of their large-energy-handling capabilities [1,4]. Applications of varistors range from power switching in electrical transmission systems to voltage surge protection in automobile and semiconductor electronics [4]. The physical operation principle of a varistor as a solid-state switch is simple: In the off-state the varistor is operated in the Ohmic part of the I–V curve, and only leakage current flows through the device. In the on-state the non-linear part of the I–V curve, where the current is high, is employed.

Metal-oxide semiconductors are frequently used as gas sensors [5–8]. The most common gas sensor is the resistive sensor where the electrical resistance of the gas-sensitive material changes in the presence of target gas molecules. Gas-sensitive metal oxides are often deposited as porous polycrystalline films, through which gas molecules can pass. The most common gas sensing mechanism is based on atmospheric oxygen which is adsorbed on the surfaces of the metal-oxide grains as ions [5–7,9]. Elevated temperatures (usually at 200–500 °C [6]) are required for the oxygen ionosorption to take place. Due to the electric charge of the preadsorbed oxygen ions potential barriers are formed at the grain boundaries [5,9]. As stated before, these potential barriers impede the flow of electric current substantially. The
gas-sensing effect is acquired, when the target gas molecules react with the pread-
sorbed oxygen, thus reducing the amount of grain-boundary charge and thereby
increasing the flow of electric current \[5,9\].

In this work the electrical properties of granular large band-gap \( n \)-type semicon-
ductor are modelled using analytical and numerical simulation methods. The aim
is to derive an accurate analytical model for the material. Compared to numerical
simulations analytical models allow simple and fast calculations. In addition, fitting
an analytical model to experimental data is much simpler and faster than fitting a
numerical one. The analytical models presented in this work can be used in the mod-
elling of granular semiconductor materials and devices and sensors based on them.
The analytical models are compared with the results from numerical simulations,
which are performed with the SILVACO ATLAS device simulation software [10].

In the modelling the effect of holes in the material is neglected. However, with
minor model modifications, the results presented in this work can also be applied
to a \( p \)-type semiconductor. In this work the DC and the AC models of the \( n \)-type
semiconductor grain boundary, which were earlier briefly presented in Refs. [11]
and [12], are improved in many ways and extended to the case of the whole granular
material, which is modelled with a number of identical grain boundaries separated by
bulk regions. However, in the numerical simulations the granular material has only
a single grain boundary. In the model the grain boundaries are infinitely thin and
they have acceptor-type electronic interface states with a single discrete energy level.
Numerous studies (see for example Refs. [1,2,9] and references therein) have shown
that this approach is enough to explain the most of the experimental results. The
approach can also be considered as a type of geometrical model of a granular material
[2]. In spite of the simplified approach the model semiconductor structure displays
extraordinary electric properties, such as highly nonlinear I–V characteristics [1,11]
and negative admittance and capacitance [1,12].

This Thesis is divided into several chapters. In chapter 2 the general properties of
grain boundaries in semiconductors and related theories and models are discussed.
The numerical and the analytical models of a grain boundary in an \( n \)-type semicon-
ductor are presented in chapter 3. The models of chapter 3 are applied to the whole
granular material in the DC and the AC cases in chapters 4 and 5, respectively.
Chapter 2

Grain boundaries in semiconductors

2.1 Non-degenerate semiconductors

This section summarizes the fundamental semiconductor physics of non-degenerate semiconductors related to this work. Only non-degenerate semiconductors are considered.

In non-degenerate semiconductors densities of donors and acceptors are sufficiently small for the Fermi level to lie in the forbidden energy gap [13]. Often the Fermi level is far from the conduction and valence band edges, i.e. $E_c - E_F \gg k_B T$ and $E_F - E_v \gg k_B T$. In this case Maxwell-Boltzmann statistics can be used instead of Fermi-Dirac statistics. In Maxwell-Boltzmann statistics, which are employed in this work, the electron and hole densities are given by [13–15]

\[
n = N_c e^{-(E_c - E_F)/k_B T} \quad (2.1)
\]

\[
p = N_v e^{-(E_F - E_v)/k_B T}, \quad (2.2)
\]

where $N_c$ and $N_v$ are the effective densities of states of the conduction and valence
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bands, which are defined by \[\{13,14\}\]

\[
N_c = 2 \left( \frac{m_n^* k_B T}{2 \pi \hbar^2} \right)^{3/2},
\]

\[
N_v = 2 \left( \frac{m_p^* k_B T}{2 \pi \hbar^2} \right)^{3/2},
\]

where \(m_n^*\) and \(m_p^*\) are the effective masses of electrons and holes, respectively. If the semiconductor has no doping the Fermi level is equal to the intrinsic energy \[\{13,15,16\}\]

\[
E_i = \frac{1}{2} (E_c + E_v) - \frac{1}{2} k_B T \ln \frac{N_c}{N_v}.
\]

If the effective densities of states \(N_c\) and \(N_v\) are equal, \(E_i\) lies exactly in the middle of the gap. The position of the Fermi level relative to \(E_i\) defines the type of the semiconductor \[15\]: If \(E_F = E_i\), the semiconductor is intrinsic. In the case \(E_F > E_i\) the semiconductor is \(n\)-type, and \(p\)-type in the case \(E_F < E_i\), respectively. Using the intrinsic carrier density \[13,16\]

\[
n_i = \frac{\sqrt{np}}{\sqrt{N_c N_v e^{-E_g/(2 k_B T)}}},
\]

where \(E_g\) is the forbidden energy gap of the semiconductor, Eqs. 2.1 and 2.2 can be written as

\[
n = n_i e^{-(E_F - E_i)/k_B T},
\]

\[
p = n_i e^{-(E_F - E_i)/k_B T}.
\]

Another important quantity describing semiconductor material is the Debye length. The Debye length is the distance over which charge carriers screen out (i.e. neutralize) electric fields and charge imbalances in the material under steady-state or equilibrium conditions. The extrinsic Debye length is given by \[17\]

\[
L_D = \sqrt{\frac{\varepsilon k_B T}{q^2 (n_b + p_b)}},
\]

where \(n_b\) and \(p_b\) are the electron and hole densities, respectively. The formula of the intrinsic Debye length is obtained by replacing \(n_b + p_b\) by \(n_i\) in Eq. 2.9 \[16\]. As Eq. 2.9 shows the Debye length is essentially determined by the density of charge carriers. Because of this \(L_D\) is usually much larger in semiconductors than in metals.

Finally, the following Einstein’s relation is frequently used in this work \[18\]

\[
D = \frac{k_B T}{q} \mu.
\]
2.2 ELECTRONIC TRAPS IN SEMICONDUCTORS

Table 2.1: Charging characters of electronic trap states [15].

<table>
<thead>
<tr>
<th>Type of state</th>
<th>Occupied by electron (Empty of holes)</th>
<th>Empty of electrons (Occupied by hole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donor</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Acceptor</td>
<td>−</td>
<td>0</td>
</tr>
</tbody>
</table>

2.2 Electronic traps in semiconductors

This section summarizes the physics of electronic traps in semiconductors. Only the electronic traps in the bulk of the semiconductor are considered. However, the model presented here can be easily extended to the cases of interface and surface traps (see section 3.4).

Existence of foreign atoms or defects in semiconductor crystals can give rise to local electronic states within the energy gap [17]. Similar electronic states can exist also on surfaces and in interfaces of materials [15]. The electronic states act as traps for electrons and holes. If the trap state is occupied by an electron, then it is empty of holes, and vice versa.

The type of the electronic traps states are either donor or acceptor. Depending on the occupancy and type of the trap state the electric charge of the trap state is either positive (+), neutral (0), or negative (−). The possible combinations are listed in Table 2.1.

The electron and hole trapping and releasing from the electronic trap state with energy level of $E_T$ is shown in Fig. 2.1. All the processes shown in Fig. 2.1 can be described by a rate equation. The rate equation describing the density of trap states occupied by an electron $N_T$ is given by [17]

$$\frac{dN_T}{dt} = (c_n n + e_p) \left( N_T^{\text{tot}} - N_T \right) - (c_p p + e_n) N_T,$$

(2.11)

where $n$ is the density of electrons, $p$ the density of holes, $N_T^{\text{tot}}$ the total density of trap states, and $e_n$ and $e_p$ the emission (i.e. releasing) coefficients of electrons and holes, respectively. The capture (i.e. trapping) coefficients of electrons and holes $c_n$ and $c_p$ are defined by [17]

$$c_n = \sigma_n v_{Tn},$$

(2.12)

$$c_p = \sigma_p v_{Tp},$$

(2.13)
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Figure 2.1: Energy-band illustration of the trapping phenomena: a) Electron capture from the conduction band to the electronic trap state, b) electron emission to the conduction band, c) hole capture from the valence band to the electronic trap state, and d) hole emission to the valence band. $E_c$ is the bottom of the conduction band, $E_v$ the top of the valence band, $E_T$ the energy level of the trap state, $n$ the density of electrons, $p$ the density of holes, $e_n$ the emission coefficient of electrons, $e_p$ the emission coefficient of holes, $c_n$ the capture coefficient of electrons, and $c_p$ the capture coefficient of holes, respectively.

where $\sigma_n$ and $\sigma_p$ are the capture cross-sections and $v_{Tn}$ and $v_{Tp}$ the thermal velocities of electrons and holes, respectively. The thermal velocities are [13,17]

$$v_{Tn} = \sqrt{\frac{3k_B T}{m^*_n}}$$

$$v_{Tp} = \sqrt{\frac{3k_B T}{m^*_p}}.$$  

(2.14)

(2.15)

In the thermodynamical equilibrium the occupation probabilities of the trap states are given by [19]

$$f_n = \frac{1}{1 + \frac{g_p}{g_n} \exp \left( \frac{E_T - E_F}{k_B T} \right)}$$

$$f_p = \frac{1}{1 + \frac{g_n}{g_p} \exp \left( \frac{E_F - E_T}{k_B T} \right)}.$$  

(2.16)

(2.17)

where $g_n$ and $g_p$ are the statistical weights of the states occupied by an electron and a hole, respectively. The weights correspond to the number of ways these states may be realized. If the degeneracy is only due to the electron spin, then $g_n = 2$ and $g_p = 1$. When the degeneracy is neglected (i.e. $g_n/g_p = 1$), the Fermi-Dirac
distribution functions for electrons and holes are given by

\[
f_n = \frac{1}{1 + \exp \left( \frac{E_T - E_F}{k_B T} \right)} \tag{2.18}
\]

\[
f_p = \frac{1}{1 + \exp \left( \frac{E_F - E_T}{k_B T} \right)} . \tag{2.19}
\]

The use of these Fermi-Dirac distribution functions instead of Eqs. 2.16 and 2.17 gives an error to the value of energy level. The error is in the order of \(k_B T\) or less (see Refs. [16] or [19]), which is usually low enough for practical calculations.

Relations between the emission and the capture coefficients can be obtained by using the principle of detailed balance [17]. According to the principle each fundamental process and its inverse must balance independent of any other process that may be occurring inside the material under thermodynamical equilibrium conditions [17]. If the trap occupancy statistics are calculated using the Fermi-Dirac distribution functions (Eqs. 2.18 and 2.19), then the relations are [17]

\[
e_n = c_n n_i e^{-(E_i - E_T)/k_B T} = c_n N_c e^{-(E_c - E_T)/k_B T} \tag{2.20}
\]

\[
e_p = c_p n_i e^{-(E_T - E_i)/k_B T} = c_p N_v e^{-(E_T - E_v)/k_B T} , \tag{2.21}
\]

where Eqs. 2.1, 2.2, 2.7, and 2.8 were used. Usually it is assumed that Eqs. 2.20 and 2.21 hold also under non-equilibrium conditions.

A more detailed thermodynamical consideration (see Ref. [17]) reveals that in addition to the correct statistics (Eqs. 2.16 and 2.17) the entropy change must be taken into account when deriving the relations of Eqs. 2.20 and 2.21. In addition, the capture cross-sections \(\sigma_n\) and \(\sigma_p\) can depend exponentially on the temperature (i.e. activation energy is related to the capture process). These corrections will not be considered in this work.

### 2.3 Features of semiconductor grain boundaries

Surfaces and interfaces by themselves perturb the periodicity of the crystal. The perturbation can create local electronic states inside the energy band gap of the semiconductor [15, 16]. Real surfaces and interfaces have often surface impurities and defects [15, 20]. The surface and interface states related to the material itself
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Figure 2.2: Schematic picture of two connected grains of $n$-type semiconductor material. The energy bands along the $x$-axis in the grain-boundary region are plotted, and trapping of a conduction electron in an acceptor-type electronic interface state is illustrated. $N_B$ is the density of occupied interface states, $E_c$ the bottom of the conduction band, $E_v$ the top of the valence band, $E_F$ the Fermi level, $q$ the unit charge, and $V_B$ the grain-boundary potential barrier, respectively.

are called intrinsic states [2,20]. In addition to intrinsic states, extrinsic states can be generated by adsorption of gases [2,19–21]. (However, Lüth [15] defines only the surface states related to ideal surfaces as intrinsic and the others as extrinsic surface states.) The existence of the local electronic states gives rise to electronic trapping processes, which can be modelled in the similar way as the bulk trap states (see section 2.2). In the case of trapping in an adsorbed atom or molecule (extrinsic state) the process is also known as ionization.

Two connected semiconductor grains and the electronic energy band in the grain-boundary region are illustrated in Fig. 2.2. The semiconductor is $n$-type and the electronic interface states at the grain boundary are acceptor-type in Fig. 2.2. Trapping of electron in the interface state shown in Fig. 2.2 gives rise to local charge at the grain boundary (density $N_B$ per area). The local charge, in turn, causes the bending of electronic energy bands, which is discussed below. The band bending is characterized by a grain-boundary potential barrier $V_B$ (see Fig. 2.2), which determines the transport of electrons across the grain boundary.
The thickness of the grain boundary (i.e., the intergranular phase) in materials, where the electrical activity of grain boundaries is high, varies from less than a monolayer up to several monolayers [1,22]. The typical thickness is 2–10 nm [1], but the diffusion of atoms can result in thicknesses of 100 nm or higher [1]. However, in the typical case the thickness of the grain boundary is so small that it can be considered as infinitely thin [1]. This approach is utilized in this work. In some cases the diameter of the grains has much larger effect on the electronic properties of the granular semiconductor. If the depletion regions shown in Fig. 2.2 extend across the whole grains, the electronic properties change considerably [2]. This effect is discussed in more detail below.

2.3.1 Depletion, inversion, and accumulation regions

In a semiconductor material electric fields cause depletion or accumulation of major charge carriers of the material [15,16]. The type and width of these regions inside the material depend on the sign and magnitude of the electric field and on the type and density of charge carriers in the material [15,16]. If the depletion of major charge carriers is strong enough, the minority charge carriers begin to accumulate in the region [15,16]. This is called inversion. Electric field inside the material can be caused by an external source, contact potential (for example in metal-semiconductor contact), and surface or interface states [16]. In this work only interface states are considered.

The depletion, inversion, and accumulation phenomena can also be viewed differently by considering electric potential corresponding to the applied electric field. The electric potential changes, i.e., bends, the electronic energy bands locally. The band bending, in turn, causes the depletion or accumulation of majority or minority charge carriers depending on the direction of the bending.

The depletion, inversion, and accumulation regions around a grain boundary are sketched in Fig. 2.3. Acceptor interface states in an $n$-type semiconductor give rise to depletion or inversion regions. Donor interface states result in accumulation region. In a $p$-type semiconductor the cases are the opposite: donor states result in depletion or inversion, and acceptor states in accumulation, respectively. Fig. 2.3 shows that in the inversion case the width of the region where the density of minority charge carriers exceeds the density of majority charge carriers is very small. In fact, the dimension of the region is such small that quantum effects [15] must be taken
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The total electric charge corresponding to the interface states is $Q_i$. This charge is screened (i.e. compensated) by the total net charge in the semiconductor, which is often called the total space charge $Q_{sc}$. The overall charge neutrality requires that

$$Q_i = -Q_{sc}. \quad (2.22)$$

$Q_i$ can be calculated by integrating over all the interface states and $Q_{sc}$ by integrating over the whole volume of the semiconductor (excluding the interface states).

As stated before, in some cases the diameter of the grains has a large effect on
the electronic properties of granular semiconductor. If the depletion regions (see Fig. 2.2) extend across the whole grains and no bulk regions would lie between two grain boundaries, the charge neutrality condition (Eq. 2.22) must be applied in the whole material. This would result in a very different kind of material, where the interface and surface states are acting as effective bulk donors and acceptors [2,23].

The electric potential $\phi$ can be solved from Poisson’s equation which is in homogeneous linear medium given by [15,24]

$$\nabla^2 \phi = -\frac{\rho}{\varepsilon},$$  \hspace{1cm} (2.23)

where $\varepsilon$ is the permittivity of the medium and $\rho$ the density of free charge, respectively. Furthermore, the electric field is given by $\vec{E} = -\nabla \phi$, and the density of free charge in semiconductor by

$$\rho = q \left( p - N_a^+ - n + N_d^- \right),$$  \hspace{1cm} (2.24)

where $q$ is the unit charge, $p$ the density of holes, $N_a^-$ the density of ionized acceptors, $n$ the density of electrons, and $N_d^+$ the density of ionized donors, respectively. In the general case $p$, $N_a^-$, $n$, and $N_d^+$ vary in space. In one dimension Eqs. 2.23 and 2.24 give

$$\frac{d^2 \phi(x)}{dx^2} = -\frac{q}{\varepsilon} \left[ p(x) - N_a^-(x) - n(x) + N_d^+(x) \right].$$  \hspace{1cm} (2.25)

Now, Eqs. 2.22 and 2.25 can be used to solve the electric potential and band bending in the semiconductor. In the grain-boundary region this is performed in section 3.2.

In this work the potential for electrons $V$ is often used. It is defined by

$$V = -\phi.$$  \hspace{1cm} (2.26)

### 2.3.2 Additional effects

In this section additional effects observed at grain boundaries are briefly presented. They are not discussed further in this work. However, the effects listed should be considered when the models presented in this work are developed further.

- Grain-boundary scattering of charge carriers [2,25].
- Tunneling effects.
2.4 MODELLING GRANULAR MATERIAL

Granular materials are usually very complex and their structures are far from ideal. A real granular film is sketched in Fig. 2.4a. The grains consisting of conductive material are surrounded by material which is poorly or non-conductive, such as air. As Fig. 2.4a shows size, shape, and orientation of the grains may vary. In addition the adjacent grains may be connected to each other with small or large contact area, or they may not be connected at all.

Generally a film consisting of grains can be modelled with a electric circuit consisting of equivalent circuit presentations of the grains and grain boundaries. However, mathematically this approach is challenging. In order to calculate the electric current passing through the granular film the electric properties of each grain and grain-boundary must be known. In practice experimental determination of the each
part of the film is, of course, impossible. Several approximative models exist for the calculation of the electric current passing through an inhomogeneous material: Geometrical models, and percolation and effective medium theories [2]. The largest difference between the models is that in the geometrical models the material is assumed to be highly ordered, and in the percolation and effective medium theories completely random [2]. In other words, they apply to fundamentally different problems. A large number of publications are available, where the percolation theory (see for example Refs. [2,28–31]) and the effective medium theory (see for example Refs. [2,29–34]) are presented.

In the geometrical models the material is presented by highly idealised structures. One of the simplest model is the cubic or box model, where the grains are presented by cubes or boxes arranged in a square lattice (see Fig. 2.4b). The cubic model is sometimes called the brick layer model (BLM). The advantage of the geometrical models is that although the calculation of the electrical properties is fairly simple, yet they can yield somewhat realistic results. In addition, a number of electric properties of the geometrical models are insensitive to the precise geometry considered [2]: For example, if the layer separating the grains (i.e. the poorly conductive region in Fig. 2.4b) is thin, a cubic model has exactly the same total resistance as the corresponding geometrical model consisting of spheres [2]. The cubic model has been compared with a realistic model of polycrystals: When the grain-boundary resistance dominates the total resistance of the realistic polycrystal is according
to numerical simulations roughly 17% less in 3D [35] and roughly 10% less in 2D [36] than the total resistance of the corresponding cubic model. In other words, although it could seem unlikely, the cubic model is a fair approximation of a real polycrystalline material.

In the percolation and effective medium theories the volume (or area) fraction of the conductive and (poorly or) non-conductive phases in the material is considered. Mixing ratio is the ratio of the volume (or area) of the phase in question and the total volume. Usually the percolation theories apply in the case of low mixing-ratio of the conductive phase. The effective medium theory in turn applies usually in the case of high mixing-ratio of the conductive phase. However, similar results can be obtained with the both theories in the same mixing ratio range.

In the percolation theory the material is divided into regions. Each region belongs either to the conductive or to the non-conductive phase (see Fig. 2.4c). The percolation theory has two general approaches: the site and the bond model. The sites are points in space. Each site corresponds to a region in the material. These sites are connected to the neighbouring sites by bonds. In the site model the sites are either conductive or non-conductive in random. In the bond model the bonds are random. An important property of material exhibiting percolation-type electrical conduction is the percolation threshold. The percolation threshold is the minimum volume (or area) fraction of the conductive phase, when the current begins to flow through the material. The material at the percolation threshold and the percolation path are illustrated in Fig. 2.4c. The percolation threshold of a bond-model of cubic lattice is 0.5 in 2D and 0.25 in 3D [29].

In the effective medium theory each grain of the material is treated as if it were surrounded by a homogeneous medium. The effective physical quantity of the whole material is determined self-consistently. Several approaches and effective medium approximations exist. In addition, many non-linear models have been proposed (see for example Refs. [37–40]).

In this work mostly the properties of single grain-boundaries are considered. The whole granular material is modelled by a one-dimensional model shown in Fig. 2.5a, where identical grain-boundary regions are connected in series. This allows the total current flowing through the whole material to be calculated in a simple manner. One might think that this assumption of the structure of the whole material is quite far from reality. However, the assumption made is that all the relevant grain
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boundaries in the material can be presented by a set of identical grain boundaries. In other words, the properties of the identical grain boundaries of the model project the properties of all grain-boundaries in the path of the current. Numerous studies (see for example Refs. [1,2,9] and references therein) have shown that this approach is enough to explain the most of the experimental results. The electron potential $V$ in the granular $n$-type semiconductor materials of Fig. 2.5a is sketched in Fig. 2.5b.

2.4.1 Theories for calculating charge transport in semiconductors

The two most common theories for calculating charge transport in semiconductors are the thermionic emission and the drift-diffusion theories. The former theory applies usually to high-mobility and the latter to low-mobility semiconductors [18]. In addition, a third theory, the so-called thermionic emission – diffusion theory, which is a mixture of the first two theories, have been synthesised [18]. In all of the theories it is assumed that the height of grain-boundary potential barrier is much larger than $k_B T$, and the charge carriers on both sides of the grain boundary can be described by their thermal equilibrium distributions in spite of the current flow [18].

In all these models the mean free path of charge carriers must be less than the diameter of grains. Otherwise the charge carriers which have enough energy could travel across multiple grain boundaries before a scattering event occurs [2]. Conversely the charge carriers without enough energy to surmount the grain boundary could be
trapped within the grains, because they do not obtain energy from the scattering interactions with phonons [2]. However, it must be noted that the grain-boundaries itself act as strong scatterers [2,25], hence it is very unlikely that a charge carrier can travel across multiple grain boundaries without scattering. In addition, scattering events are needed to establish thermal equilibrium of the charge carriers in the bulk of the grains.

The applicability of the theory is evaluated by the mean free path of the charge carriers: If the width of the grain-boundary potential barrier (i.e. grain-boundary region) is equal or less than the mean free path of the charge carriers [9], then the thermionic emission theory applies. In this case the charge carriers experience no collisions in the grain-boundary region, hence for calculation of the current flow is enough to count only the charge carries which have enough energy to surmount the grain-boundary potential barrier [18]. The drift-diffusion theory applies when the width of the grain-boundary potential barrier is much larger than the mean free path of the charge carriers [9]. In this case the charge carriers experience many collisions in the grain-boundary region, i.e. their motion is characterized by a diffusion process.
Chapter 3

Modelling of electrical properties of grain boundaries in $n$-type semiconductors

In this chapter the electrical properties of grain boundaries in $n$-type semiconductors are calculated analytically. The use of numerical simulation method is also presented, but in this chapter numerical simulations are employed only in the potential calculations. The calculations are performed in the model structure of the grain boundary region shown in Fig. 3.1. The grain boundary itself, whose thickness is neglected, is located at $x = 0$. The acceptor-type interface states with a single discrete energy level $E_T$ are located at the grain-boundary. Often interface states with various shapes of the density of states are considered [1]. However, in this work only a single discrete interface state is studied. The total density of the interface states is $N_{B\text{tot}}$ (per unit area). The density (per unit area) of the interface states occupied by electrons is denoted by $N_B$.

The surrounding regions I–IV consist all of the bulk semiconductor material and their properties (including doping) are the same. The difference between the bulk (III and IV) and the grain-boundary regions (I and II) is that the negative electric charge at the grain boundary (density $N_B$ per area) affects them by band-bending. Usually the regions I and II are depletion regions. In this work it is assumed that the depletion regions (i.e. regions I and II) do not extend across the whole grain. In other words, bulk regions (regions III and IV) always exist between two grain boundaries.
3.1 Numerical calculation of electric properties

In addition to the analytical model presented in this chapter the SILVACO ATLAS device simulation software [10] is used for calculating the electric properties of granular semiconductors. The SILVACO ATLAS device simulation software can be used for calculating the electrical behaviour of semiconductor structures and devices in two and three dimensions. First the structure to be modelled is presented by a grid, where each node (i.e. grid point) represents a point in the structure. Due to the fact that the number of nodes is finite the grid is always an approximation of the structure. After the grid is formed the electric behaviour is calculated using discretized differential equations.

In this work the one-dimensional structure shown in Fig. 3.1 is presented by a two-
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Table 3.1: Selected values for material parameters in the numerical calculations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band gap $E_g$</td>
<td>3.0 eV at all temperatures</td>
</tr>
<tr>
<td>Dielectric constant $\varepsilon_r$</td>
<td>9</td>
</tr>
<tr>
<td>Effective mass of electron $m_e^*/m_0$</td>
<td>0.3</td>
</tr>
<tr>
<td>Effective mass of hole $m_p^*/m_0$</td>
<td>0.3</td>
</tr>
<tr>
<td>Effective density of states of conduction band $N_c$</td>
<td>$4.12342 \times 10^{18}$ cm$^{-3}$ at 300 K</td>
</tr>
<tr>
<td>Effective density of states of valence band $N_v$</td>
<td>$4.12342 \times 10^{18}$ cm$^{-3}$ at 300 K</td>
</tr>
<tr>
<td>Shockley-Read-Hall recombination lifetime for electrons</td>
<td>$10^{10}$ s</td>
</tr>
<tr>
<td>Shockley-Read-Hall recombination lifetime for holes</td>
<td>$10^{10}$ s</td>
</tr>
<tr>
<td>Trap state degeneracy factor</td>
<td>1</td>
</tr>
</tbody>
</table>

All the other material parameters have the default values for Silicon.

I–V calculation

- Lifetime for electrons in the trap level$^\dagger$ | 1 s
- Lifetime for holes in the trap level$^\dagger$ | $10^{10}$ s

Small signal analysis

- Capture cross-section of the trap for holes $\sigma_p$ | $10^{-35}$ cm$^2$

$^\dagger$Not included in the analytical model. $m_0 = $ mass of free electron.

Table 3.2: Physical properties of common large band gap semiconductors.

<table>
<thead>
<tr>
<th>Material</th>
<th>Band gap at 300 K $E_g$ (eV)</th>
<th>Static dielectric constant $\varepsilon_r$</th>
<th>Effective mass of electron $m_e^*/m_0$</th>
<th>Effective mass of hole $m_p^*/m_0$</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnO$_2$</td>
<td>3.6 D</td>
<td>$</td>
<td></td>
<td>c$: 9.6</td>
<td>$</td>
</tr>
<tr>
<td>ZnO</td>
<td>3.4 D</td>
<td>$</td>
<td></td>
<td>c$: 8.75</td>
<td>$</td>
</tr>
<tr>
<td>ZnO</td>
<td>3.35 D</td>
<td>8.8</td>
<td>0.27</td>
<td></td>
<td>[43]</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>Rutile 3.0 I</td>
<td>$\perp c$: 7.8</td>
<td></td>
<td></td>
<td>[44]</td>
</tr>
<tr>
<td>ZnS</td>
<td>3.68 D</td>
<td>8.5</td>
<td>0.40</td>
<td>0.58</td>
<td>[43]</td>
</tr>
<tr>
<td>CdS</td>
<td>2.42 D</td>
<td>11.6</td>
<td>0.21</td>
<td>0.80</td>
<td>[43]</td>
</tr>
<tr>
<td>GaN</td>
<td>3.36 D</td>
<td>12.2</td>
<td>0.19</td>
<td>0.60</td>
<td>[43]</td>
</tr>
</tbody>
</table>

$D = $ direct, $I = $ indirect. $||c = $ parallel to c-axis, $\perp c = $ perpendicular to c-axis.

dimensional structure, which is only two nodes wide. The spacing between the nodes varies gradually: At the grain boundary it is 5 pm (0.005 nm) and on the edges of the structure 10 nm, respectively. In the software the maximum number of nodes is 20 000 [10]. The electronic interface states are created at the grain boundary with the INTRAP statement of ATLAS. The Blaze module [10] of ATLAS is used in the calculation. The selected values for material parameters in the numerical calculations are listed in Table 3.1. These values represent the typical values of common large band gap semiconductors, which are listed in Table 3.2.
3.2 Potential in grain-boundary region

3.2.1 General solution

The following solution of Poisson’s equation in the grain-boundary region applies to non-degenerate semiconductors in the case where no external electric field is applied in the material. The degenerate case is considered for example in Refs. [15, 16].

The terms used in the derivation of the solution of potential are depicted in Fig. 3.2. Using the dimensionless potentials

\[ u(x) = \frac{q}{k_B T} [E_F - E_i(x)] \quad (3.1) \]

and

\[ v(x) = \frac{qV(x)}{k_B T} = -\frac{q\phi(x)}{k_B T} \quad (3.2) \]
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Eqs. 2.7 and 2.8 can be written as [15]

\[ n = n_b e^{-v} = n_i e^u = n_i e^{-v+u_b} \quad (3.3) \]
\[ p = p_b e^v = n_i e^{-u} = n_i e^{v-u_b}, \quad (3.4) \]

where \( n_b = n_i e^{u_b} \) and \( p_b = n_i e^{-u_b} \) are the electron and hole densities and \( u_b \) the value of \( u \) in the bulk (i.e. far away from the grain-boundary region), respectively. Plugging Eqs. 3.3 and 3.4, and

\[ n_b = N^+ + d \quad \text{and} \quad p_b = N^- - a \quad \text{in Eq. 2.25} \]

gives [15]

\[ \frac{d^2v}{dx^2} = \frac{q^2}{k_B T \epsilon} \left( n_b - p_b - n_b e^{-v} + p_b e^v \right) = \frac{1}{L_D^2} \left[ \frac{\sinh (v - u_b)}{\cosh (u_b)} + \tanh (u_b) \right], \quad (3.5) \]

where Eq. 2.9 was used. Using \( \frac{d^2v}{dx^2} = 12 (\frac{dv}{dx})^2 \) in Eq. 3.5, multiplying both sides of the equation by \( 2dv \), and integrating with the condition \( \frac{dv}{dx} = 0 \) at \( v = 0 \) leads to [15]

\[ \frac{dv}{dx} = \pm \sqrt{\frac{2}{L_D}} \sqrt{\frac{\cosh (v - u_b)}{\cosh (u_b)} + v \tanh (u_b)} - 1, \quad (3.6) \]

where the minus sign corresponds to \( v > 0 \) and the plus sign to \( v < 0 \). The final integration of Eq. 3.6,

\[ \frac{x}{L_D} = \int_{v_B}^{v} \frac{dv}{\pm \sqrt{\frac{2}{L_D}} \sqrt{\frac{\cosh (v - u_b)}{\cosh (u_b)} + v \tanh (u_b)} - 1}, \quad (3.7) \]

has to be calculated numerically. Numerical solutions and approximative solutions are represented below in section 3.2.4.

Using Gauss’s law [24] in the vicinity of the grain boundary gives a relation for the maximum of the electric field in the grain-boundary region when no external electric field is applied [37]:

\[ E_{0}^{\text{max}} = \left| \frac{qN_B}{2\epsilon} \right|. \quad (3.8) \]

For the electric field, \( E = -\frac{d\phi}{dx} = \frac{k_B T}{q} \frac{dv}{dx} \), Eq. 3.6 gives

\[ |E| = \frac{k_B T}{q} \sqrt{\frac{2}{L_D}} \sqrt{\frac{\cosh (v - u_b)}{\cosh (u_b)} + v \tanh (u_b)} - 1 \]
\[ = \sqrt{2k_B T} \frac{\sqrt{n_b + p_b}}{\epsilon} \sqrt{\frac{\cosh (v - u_b)}{\cosh (u_b)} + v \tanh (u_b)} - 1. \quad (3.9) \]
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The maximum of the electric field is at the grain-boundary: 
\[ E_{\text{max}}^n = |E(v = v_B)|. \]

The electron potential at the grain boundary \( V_B = -\phi(x = 0) = \frac{k_BT}{q} v_B \) can be solved from Eqs. 3.8 and 3.9. Assuming that \( V_B \) is of the same order or larger than the thermal voltage \( \frac{k_BT}{q} \) and \( |u_b| \) is large gives an approximative formula for the grain-boundary potential when no external electric field is applied [37]:

\[
|V_B| = \frac{qN_B^2}{8\varepsilon (n_b + p_b)} + \frac{k_BT}{q}. \tag{3.10}
\]

The assumption made that \( |u_b| \) is large means that the Fermi level \( E_F \) is far away from the intrinsic energy level \( E_i \). In other words, the semiconductor is either \( n \)- (\( n_b \gg p_b \)) or \( p \)-type (\( p_b \gg n_b \)).

The normalized potential \( v \), the electron density \( n/n_i \), and the hole density \( p/n_i \) are plotted as a function of \( x/L_D \) with various values of \( u_b \) in \( n \)- and \( p \)-type semiconductors in Figs. 3.3 and 3.4, respectively. The grain-boundary potential \( v_B \) in Figs. 3.3 and 3.4 is set either to \( v_B = 20 \) or \( v_B = -20 \). Positive grain-boundary potential \( v_B \) in an \( n \)-type semiconductor gives rise to depletion or inversion (see Fig. 3.3) and in a \( p \)-type semiconductor to accumulation (see Fig. 3.4), respectively. With negative grain-boundary potential \( v_B \) the behavior of the semiconductors is the opposite.

Figs. 3.3 and 3.4 show that if the value of \( u_b \) is low enough, the depletion can turn in to inversion. Inversion occurs also with higher values of \( u_b \) when the grain-boundary potential is large enough. The inversion occurs when the density of minority charge carriers exceeds the density of the majority charge carriers at the grain boundary (see Figs. 3.3 and 3.4). Figs. 3.3 and 3.4 show that the width of the inversion region is very small. Because of the small dimension of the inversion region, quantum mechanical approach [15] should be used instead of the classical theory employed here.
Figure 3.3: Normalized potential $v$, electron density $n/n_i$, and hole density $p/n_i$ plotted as a function of $x/L_D$ with various values of $u_b$ in $n$-type semiconductor. Calculated using Eqs. 3.3, 3.4, and 3.7 and the MATLAB function quadl (numerical integration).
Figure 3.4: Normalized potential $v$, electron density $n/n_i$, and hole density $p/n_i$ plotted as a function of $x/L_D$ with various values of $u_b$ in p-type semiconductor. Calculated using Eqs. 3.3, 3.4, and 3.7 and the MATLAB function quadl (numerical integration).
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3.2.2 Depletion region approximation

Poisson’s equation (Eq. 2.25) can be solved fairly simply by using the Schottky or depletion region approximation. In this approximation it is assumed that the electrons are totally depleted from the depletion regions, and the ionized donor atoms are left as static charge in this region. In Fig. 3.1 the depletion regions are regions I and II.

The widths of the first (region I) and second (region II) depletion regions are \( x_{d_1} \) and \( x_{d_2} \), respectively. According to the charge neutrality condition (Eq. 2.22) the total width of the depletion regions is constant:

\[
L_d = x_{d_1} + x_{d_2} = \frac{N_B}{N_d}.
\]  
(3.11)

Eq. 3.11 applies also in the case where electric field or voltage is applied across the grain-boundary region.

The density of the free charge can be written as

\[
\rho(x) = \begin{cases} 
qN_d & \text{when } -x_{d_1} \leq x < 0 \quad \text{Region I} \\
-qN_B & \text{when } x = 0 \quad \text{Grain boundary} \\
qN_d & \text{when } 0 < x \leq x_{d_2} \quad \text{Region II} \\
0 & \text{otherwise} \quad \text{Regions III and IV},
\end{cases}
\]  
(3.12)

where \( N_d \) is the donor density, and \( N_B \) is the grain-boundary charge density, respectively.

When no electric field is applied the depletion widths in the regions I and II are equal,

\[
x_d = x_{d_1} = x_{d_2},
\]  
(3.13)

and the boundary conditions for Poisson’s equation become

\[
\frac{d\phi(x)}{dx} \bigg|_{x=\pm x_d} = 0 \quad \text{No electric field inside the grains}
\]

\[
\phi(x = \pm x_d) = 0.
\]  
(3.14)

The solution of Poisson’s equation and Eq. 3.12 is illustrated in Fig. 3.5. The maximum of the electric field, \( E_0^{max} \), is given by Eq. 3.8. The potential is given by

\[
V(x) = V_{B_0} \left( \frac{x}{x_d} \pm 1 \right)^2,
\]  
(3.15)
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Figure 3.5:  
(a) The density of free charge, (b) the electric potential, and (c) the electric field in the grain-boundary region in the case where no voltage is applied across the grain boundary. The widths of the depletion regions $x_{d1}$ and $x_{d2}$ are equal.

where the plus sign corresponds to region I ($x < 0$) and minus to region II ($x > 0$), and

$$V_{B0} = \frac{qN_B^2}{8\varepsilon N_d}$$

is the potential at the grain boundary estimated by the depletion region approximation. Comparison of Eqs. 3.10 and 3.16 shows that the thermal voltage $\frac{k_B T}{q}$ is missing in Eq. 3.16. In other words, the correct formula for the potential at the grain boundary is

$$V_{B0} = \frac{qN_B^2}{8\varepsilon N_d} + \frac{k_B T}{q}$$

(3.17)

instead of Eq. 3.16.

With the help of Eqs. 3.16 and 3.11 the depletion width in the depletion region approximation can written as

$$x_d = \frac{1}{2}L_d = \sqrt{\frac{2\varepsilon |V_{B0}|}{qN_d}} = L_D \sqrt{2|v_{B0}|},$$

(3.18)

where $v_{B0}$ is the normalized potential (see Eq. 3.2) at the grain boundary given by the depletion region approximation (Eq. 3.16). However, because Eq. 3.16 is not exact, Eq. 3.17 must be used instead. Therefore, the formula of the depletion width changes to

$$x_d = \frac{1}{2}L_d = \sqrt{\frac{2\varepsilon}{qN_d} \left( |V_{B0}| - \frac{k_B T}{q} \right)} = L_D \sqrt{2(\left|v_{B0}\right| - 1)},$$

(3.19)
where Eq. 2.9 was used. However, because the edge of the depletion region is not abrupt: the distribution tail of the majority carriers extend into the depletion region thereby reducing its width [18]. This effect can be taken into account by reducing the height of the potential barrier in the formula \((V_{B_0})\) by \(\frac{k_BT}{q}\), hence the Eq. 3.19 must be changed to [18]

\[
\begin{align*}
  x_d &= \sqrt{\frac{2\varepsilon}{qN_d} \left( |V_{B_0}| - \frac{2k_BT}{q} \right) = L_D \sqrt{2( |v_{B_0}|-2 )}.}
\end{align*}
\]  

(3.20)

Using Eqs. 2.9, 3.17, and 3.20 the total width of the depletion region can be written as

\[
L_{d}^{corr} = 2x_d = \sqrt{L_d^2 - 8L_D^2} = L_d \sqrt{1 - 8 \left( \frac{L_D}{L_d} \right)^2},
\]

(3.21)

where \(L_d = \frac{N_B}{N_d}\) is the total width of the depletion region estimated by the charge neutrality condition (Eq. 3.11).

With the aid of Eq. 3.8, Eq. 3.17 can be written as

\[
V_{B_0} - \frac{k_BT}{q} = \frac{1}{4}E_{0}^{\text{max}} L_d,
\]

(3.22)

which in the depletion region approximation (i.e. when Eq. 3.16 is used instead of Eq. 3.17) reduces to

\[
V_{B_0} = \frac{1}{4}E_{0}^{\text{max}} L_d.
\]

(3.23)

For later use Eq. 3.15 can be normalized as

\[
v(x) = v_B \left( \frac{L_D}{x_d} \cdot \frac{x}{L_D} \pm 1 \right)^2,
\]

(3.24)

where Eq. 3.2 was used.

### 3.2.3 Other approximative solutions

In addition to the depletion region approximation several approximative solutions of Poisson’s equation are available in the book by Many et al. [16].

In the strong accumulation layers (|\(v| \geq 3\)) the potential can be calculated using [16]

\[
\frac{x}{L_D} \approx \sqrt{2} \left( e^{-\frac{x}{L_D}} - e^{-\frac{1}{2}|v_B|} \right).
\]

(3.25)
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In the depletion layers (\(|v| \geq 3\), and \(0 > v > -2u_b\) for n-type and \(0 < v < -2u_b\) for p-type) the potential is approximately given by [16]

\[
|v| \approx \frac{1}{2} \left( \sqrt{2|v_B|} - 2 - \frac{x}{L_D} \right)^2 + 1 = \left( |v_B| - 1 \right) \left( \frac{1}{\sqrt{2|v_B| - 1}} \cdot \frac{x}{L_D} - 1 \right)^2 + 1.
\] (3.26)

In strong inversion layers (large \(|v|\)) the potential profile can be calculated by using [16]

\[
\frac{x}{L_D} \approx \sqrt{2} \left[ e^{-\frac{1}{2}(2u_b - |v|)} - e^{-\frac{3}{2}(2u_b - |v_B|)} \right].
\] (3.27)

3.2.4 Comparison of general and approximative solutions

Dependence of grain-boundary potential on grain boundary charge

Normalizing the grain-boundary potential \(V_B\) given by Eq. 3.10 by the thermal voltage \(k_BT/q\) leads, with help of Eq. 2.9, to

\[
|v_B| = \frac{q|V_B|}{k_BT} = \frac{1}{8} \left[ \frac{N_B}{L_D (n_b + p_b)} \right]^2 + 1 = v_{B_0},
\] (3.28)

where \(v_{B_0}\) is the normalized value of the grain-boundary potential (see Eq. 3.17).

The normalized grain-boundary potential \(v_B\) as a function of the normalized grain boundary charge density \(N_B\) is plotted in Fig. 3.6. Fig. 3.6 shows that Eq. 3.28 is a very good approximation when \(|v_B| > 2\), i.e. \(V_B\) is larger than twice the thermal voltage \(k_BT/q\).

Fig. 3.6 also shows that the increase of \(v_B\) with increasing normalized \(N_B\) is first quadratic and after a certain point the rate of increase drops. This point shows up earlier with lower values of \(u_b\). This is related to the fact that the Fermi level lies low when \(u_b\) is low (see Eq. 3.1). Hence, it seems that depending on the position of the Fermi level in the semiconductor only a specific band bending (given by \(v_B\)) can exist in the material. Although the energy level of the interface state was not included in the calculation of the potential, the behaviour is often explained by the pinning of the Fermi level \(E_F\) on the interface level \(E_T\), i.e. \(v_B\) increases slowly after \(E_F\) drops below \(E_T\) [2,15].
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Figure 3.6: Normalized grain-boundary potential $v_B = k_B T V_B / q$ plotted as a function of the normalized grain boundary charge density $N_B$ with various values of $u_b$ in $n$-type semiconductor. $N_B$ normalized with $L_D(n_b + p_b)$. $v_B$ is numerically solved from Eqs. 3.8 and 3.9 by using the MATLAB function `fsolve`. The value estimated by the depletion region approximation (Eq. 3.16) and the approximative solution $v_{B_0}$ (Eq. 3.28) are shown.
Solution of potential

The normalized potential profiles \( v \) and the electron densities \( n/n_b \) in the grain-boundary region with various values of \( v_B \) in a \( n \)-type semiconductor \( (u_b = 20) \) are shown in Fig. 3.7. Fig. 3.7 shows that the formulas of the uncorrected (Eqs. 3.18 and 3.24) and corrected (Eqs. 3.20 and 3.24) depletion region approximation are able to describe the potential profile near the top of the potential barrier \( (x/L_D = 0) \) in a good accuracy. The depletion region approximation formulas predict that the potential drops faster with \( x/L_D \) than it should be. The discrepancy increases when the height of the potential barrier \( v_B \) is lowered. The formula of Many et al. (Eq. 3.26) gives the best approximation of the potential profile. However, the potential stays at \( v = 1 \) and it does not drop to zero.

In addition, Fig. 3.7 shows that whereas the corrected depletion region approximation formula (Eq. 3.20) gives slightly worse potential profiles, the formulas are able to predict the total width of the depletion regions correctly (the depletion region is roughly the region when \( n/n_b < 0.5 \)). The uncorrected formula (Eq. 3.18) overestimates the total width of the depletion regions. Therefore, Eq. 3.21 should be used when calculating the total width of the depletion regions.

3.2.5 Depletion region approximation with external electric field applied

The solution of Poisson’s equation by using the depletion region approximation when a bias voltage \( U_{GB} \) is applied across the grain boundary is given in Ref. [11]. The solution in this case is illustrated in Fig. 3.8. However, the effect of the electric field inside the grains is not taken into account in the solution of Ref. [11].

In this section the Poisson’s equation is solved using the depletion region approximation when, in addition to the bias voltage \( U_{GB} \), a static external electric field is applied in the whole material. The solution in this case is depicted in Fig. 3.9.

The boundary conditions for Poisson’s equation are

\[
\begin{align*}
\frac{d\phi(x)}{dx} \bigg|_{x=x_{d1}} &= \frac{d\phi(x)}{dx} \bigg|_{x=x_{d2}} = -E_{bulk} & \text{The electric field inside the grains} \\
\phi(x = -x_{d1}) &= 0 \\
\phi(x = x_{d2}) &= -U_{GB} & \text{Voltage across the boundary.}
\end{align*}
\]
Figure 3.7: Normalized potential $v$ and electron density $n/n_b$ plotted as a function of $x/L_D$ with various values of $v_B$ in $n$-type semiconductor ($u_b = 20$). The numerical solution (calculated using Eqs. 3.3, 3.4, and 3.7 and the MATLAB function *quadl*), the corrected depletion region approximation (Eqs. 3.20 and 3.24), the depletion region approximation (Eqs. 3.18 and 3.24), and the formula of Many et al. (Eq. 3.26) are compared. The edges of the depletion regions are indicated by vertical lines.
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Figure 3.8: a) The density of free charge, b) the electric potential, and c) the electric field in the grain-boundary region in the case where voltage $U_{GB}$ is applied across the grain boundary.

Figure 3.9: a) The density of free charge, b) the electric potential, and c) the electric field in the grain-boundary region in the case where voltage $U_{GB}$ is applied across the grain boundary and electric field $E_{bulk}$ in the whole material.

With these boundary conditions Eqs. 2.23 and 3.12 give

$$\phi(x) = \begin{cases} 
0 & \text{when } x = -x_{d1} \\
-\frac{qN_d}{2\varepsilon}(x + x_{d1})^2 - E_{bulk}(x + x_{d1}) & \text{when } -x_{d1} < x \leq 0 \ R. \ I \\
-\frac{qN_d}{2\varepsilon}(x - x_{d2})^2 - E_{bulk}(x - x_{d2}) - U_{GB} & \text{when } 0 \leq x < x_{d2} \ R. \ II \\
-U_{GB} & \text{when } x = x_{d2}.
\end{cases}$$

(3.30)

For the electric field Eq. 3.30 gives

$$E(x) = \begin{cases} 
\frac{qN_d}{\varepsilon}(x + x_{d1}) + E_{bulk} & \text{when } -x_d \leq x < 0 \ Region \ I \\
\frac{qN_d}{\varepsilon}(x - x_{d2}) + E_{bulk} & \text{when } 0 < x \leq x_d \ Region \ II \\
E_{bulk} & \text{otherwise Regions III and IV.}
\end{cases}$$

(3.31)

Eq. 3.30 gives relations for the grain-boundary potentials seen from the regions I
and II (see Fig. 3.9):

\[
V_{B_I} = \frac{q N_d}{2\varepsilon} x_d^2 + E_{\text{bulk}} x_d,
\]

\[
V_{B_{II}} = \frac{q N_d}{2\varepsilon} x_d^2 - E_{\text{bulk}} x_d. \tag{3.32}
\]

These are interrelated as (cf. Eq. 3.30)

\[
U_{GB} = V_{B_I} - V_{B_{II}} = \frac{q N_B}{2\varepsilon} (x_{d_1} - x_{d_2}) + \frac{N_B}{N_d} E_{\text{bulk}}, \tag{3.33}
\]

where Eq. 3.11 was used. The depletion region widths \(x_{d_1}\) and \(x_{d_2}\) can be solved from Eqs. 3.11 and 3.33 giving

\[
x_{d_1} = \frac{\varepsilon U_{GB}}{q N_B} - \frac{\varepsilon E_{\text{bulk}}}{q N_d} + \frac{N_B}{2 N_d} = \left( \frac{U_{GB}}{4V_{B_0}} - \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} + 1 \right) \frac{L_d}{2}, \tag{3.34}
\]

\[
x_{d_2} = -\frac{\varepsilon U_{GB}}{q N_B} + \frac{\varepsilon E_{\text{bulk}}}{q N_d} + \frac{N_B}{2 N_d} = \left( -\frac{U_{GB}}{4V_{B_0}} + \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} + 1 \right) \frac{L_d}{2},
\]

where Eqs. 3.8, 3.11, and 3.16 were used. The depletion widths must be positive, thus an important condition is obtained for the applied voltage and electric field:

\[
\frac{U_{GB}}{4V_{B_0}} + 1 > \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} > \frac{U_{GB}}{4V_{B_0}} - 1. \tag{3.35}
\]

If \(E_{\text{bulk}} = 0\), then Eq. 3.35 reduces to [11]

\[
|U_{GB}| < 4V_{B_0}. \tag{3.36}
\]

Substituting Eq. 3.34 into Eq. 3.32 and 3.31 gives for the potentials

\[
V_{B_I} = V_{B_0} \left[ \left( 1 + \frac{U_{GB}}{4V_{B_0}} \right)^2 - \left( \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right)^2 \right],
\]

\[
V_{B_{II}} = V_{B_0} \left[ \left( 1 - \frac{U_{GB}}{4V_{B_0}} \right)^2 - \left( \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right)^2 \right] \tag{3.37}
\]

and the electric field maxima

\[
E_{I}^{\text{max}} = E_{0}^{\text{max}} \left( 1 + \frac{U_{GB}}{4V_{B_0}} \right) = \frac{4V_{B_0} + U_{GB}}{L_d},
\]

\[
E_{II}^{\text{max}} = E_{0}^{\text{max}} \left( 1 - \frac{U_{GB}}{4V_{B_0}} \right) = \frac{4V_{B_0} - U_{GB}}{L_d}. \tag{3.38}
\]
where Eqs. 3.8, 3.11, and 3.16 were used. The formulas for the maxima of the electric fields (Eq. 3.38) are exactly the same as in the case without \( E_{\text{bulk}} \) \[11\]. Eqs. 3.8, 3.11, 3.16, 3.30, 3.31, 3.34, and 3.38 allow the electric field and the potential \( V(x) \) to be written as

\[
E(x) = \begin{cases} 
(E_{I}^{\text{max}} - E_{\text{bulk}}) \left( 1 + \frac{x}{x_{d_{1}}} \right) + E_{\text{bulk}} & \text{when } -x_{d} \leq x < 0 \quad \text{Region I} \\
(-E_{II}^{\text{max}} - E_{\text{bulk}}) \left( 1 - \frac{x}{x_{d_{2}}} \right) + E_{\text{bulk}} & \text{when } 0 < x \leq x_{d} \quad \text{Region II}
\end{cases}
\]

(3.39)

and

- \( V(x) = 0 \), when \( x = -x_{d_{1}} \).
- Region I \((-x_{d_{1}} < x \leq 0)\):
  \[
  V(x) = V_{B_{0}} \left( 1 + \frac{U_{\text{GB}}}{4V_{B_{0}}} - \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right)^{2} \left( \frac{x}{x_{d_{1}}} + 1 \right)^{2} + 2V_{B_{0}} \left( \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right) \left( - \frac{U_{\text{GB}}}{4V_{B_{0}}} + 1 + \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right) \left( \frac{x}{x_{d_{1}}} + 1 \right). 
  \]
  (3.40)
- Region II \((0 \leq x < x_{d_{2}})\):
  \[
  V(x) = V_{B_{0}} \left( 1 - \frac{U_{\text{GB}}}{4V_{B_{0}}} + \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right)^{2} \left( \frac{x}{x_{d_{2}}} - 1 \right)^{2} + 2V_{B_{0}} \left( \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right) \left( - \frac{U_{\text{GB}}}{4V_{B_{0}}} + 1 + \frac{E_{\text{bulk}}}{E_{0}^{\text{max}}} \right) \left( \frac{x}{x_{d_{2}}} - 1 \right) + U_{\text{GB}}.
  \]
  (3.41)
- \( V(x) = U_{\text{GB}} \), when \( x = x_{d_{2}} \).

If \( E_{\text{bulk}} = 0 \), then Eqs. 3.37, 3.40, and 3.41 reduce to \([1,11,45]\)

\[
V_{B_{I}} = V_{B_{0}} \left( 1 + \frac{U_{\text{GB}}}{4V_{B_{0}}} \right)^{2}
\]

(3.42)

\[
V_{B_{II}} = V_{B_{0}} \left( 1 - \frac{U_{\text{GB}}}{4V_{B_{0}}} \right)^{2}
\]

and

\[
V(x) = \begin{cases} 
0 & \text{when } x \leq -x_{d_{1}} \quad \text{III} \\
V_{B_{0}} \left( 1 + \frac{U_{\text{GB}}}{4V_{B_{0}}} \right)^{2} \left( \frac{x}{x_{d_{1}}} + 1 \right)^{2} & \text{when } -x_{d_{1}} < x \leq 0 \quad \text{I} \\
V_{B_{0}} \left( 1 - \frac{U_{\text{GB}}}{4V_{B_{0}}} \right)^{2} \left( \frac{x}{x_{d_{2}}} - 1 \right)^{2} + U_{\text{GB}} & \text{when } 0 \leq x < x_{d_{2}} \quad \text{II} \\
U_{\text{GB}} & \text{when } x \geq x_{d_{2}} \quad \text{IV}.
\end{cases}
\]

(3.43)
Later the solution given by the formulas of Eqs. 3.40 and 3.41 are referred as the quadratic potential profile with the bulk electric field $E_{bulk}$ taken into account, and the formula of Eq. 3.43 as the quadratic potential profile without $E_{bulk}$, respectively.

**Linear approximation of potential $V(x)$**

The further calculation of the electric properties can be simplified remarkably by approximating the quadratic potential profile with a linear one. The electric field maxima in the cases with and without bulk electric field are given by Eq. 3.38. Hence, a linear approximation of the potential can be written as

$$V(x) = \begin{cases} V_{B_i} + E_{I}^{max} x & \text{when } x_{lin0-} < x < 0 \text{ Region I} \\ V_{B_i} - E_{II}^{max} x & \text{when } 0 < x < x_{lin0+} \text{ Region II}, \end{cases}$$

where

$$x_{lin0-} = -\frac{V_{B_i}}{E_{I}^{max}},$$

$$x_{lin0+} = \frac{V_{B_i} - U_{GB}}{E_{II}^{max}},$$

Eq. 3.33 was used in the derivation of Eq. 3.45. In Eq. 3.44 $x_{lin0-}$ and $x_{lin0+}$ define the edges of the linearized grain-boundary potential barrier, because $V(x_{lin0-}) = 0$ and $V(x_{lin0+}) = U_{GB}$. The height of the potential barrier $V_{B_i}$ in the case without the bulk electric field is given by Eq. 3.42 and in the case with the bulk electric field by Eq. 3.37, respectively.

### 3.2.6 Comparison of potential profiles

The potential $V$, the electric field $E$, and the electron density $n$ with various values of the applied voltage in the grain-boundary region is plotted in Figs. 3.10 and 3.11. The numerical calculation and the analytical formulas of the depletion region approximation are compared in Figs. 3.10 and 3.11. Fig. 3.10 shows that at low values of the applied voltage the depletion region approximation and the numerical simulation is in a very good agreement: only the tails of the potential barrier and the corresponding electric field are underestimated. When the applied voltage is increased, the density of electrons in the depletion region increases exponentially (see Figs. 3.10 and 3.11). In the high voltages ($U > 2$ V) the density of electrons in the depletion region is higher than 10 % of the doping density $N_d$ (see Fig. 3.11). At this point the depletion region cannot be considered to be empty of electrons anymore,
and therefore the depletion region approximation fails. However, the formulas of the depletion region approximation still give some estimation for the potential profile, although the values are lower than they should be.

The different approximative formulas derived in section 3.2.5 and the numerical results are compared in Fig. 3.12, where the potential $V$ and electric field $E$ are plotted in the grain-boundary region. The only essential difference between the quadratic potential profile with the bulk electric field $E_{\text{bulk}}$ (Eqs. 3.40 and 3.41) and without $E_{\text{bulk}}$ (Eq. 3.43) is the electric field in the bulk part. The linear potential profile (Eqs. 3.44 and 3.45) is in very good agreement with the quadratic profile and the numerical results near the top of the grain-boundary potential barrier. However, it greatly underestimates the tails and width of the potential barrier.
Figure 3.10: Potential $V$, electric field $E$, and electron density $n$ plotted in the grain-boundary region with various voltages $U$ applied across the sample. The numerical results obtained with Silvaco ATLAS and the depletion approximation (see section 3.2.5) are compared. Calculated using Eqs. 3.17, 3.39, 3.40, and 3.41. The values for $U_{GB}$ and $E_{bulk}$ were obtained from the Silvaco ATLAS results. The parameter values (see also Table 3.1) are $N_B = 1.4 \cdot 10^{15}$ m$^{-2}$, $N_d = 10^{21}$ m$^{-3}$, $\mu = 1000$ cm$^2$/(Vs), $E_c - E_T = 2$ eV (all traps filled), and $T = 300$ K.
Figure 3.11: Potential $V$, electric field $E$, and electron density $n$ plotted in the grain-boundary region with various voltages $U$ applied across the sample. The numerical results obtained with Silvaco ATLAS and the depletion approximation (see section 3.2.5) are compared. Calculated using Eqs. 3.17, 3.39, 3.40, and 3.41. The values for $U_{GB}$ and $E_{bulk}$ were obtained from the Silvaco ATLAS results. The parameter values (see also Table 3.1) are $N_B = 1.4 \cdot 10^{15}$ m$^{-2}$, $N_d = 10^{21}$ m$^{-3}$, $\mu = 1000$ cm$^2$/Vs, $E_c - E_T = 2$ eV (all traps filled), and $T = 300$ K.
3.2. POTENTIAL IN GRAIN-BOUNDARY REGION

Figure 3.12: Potential $V$ and electric field $E$ plotted in the grain-boundary region with and without voltage $U$ applied across the sample. The numerical results obtained with Silvaco ATLAS and various approximative potential profiles (see section 3.2.5) are compared. Calculated using Eqs. 3.17, 3.39, 3.40, 3.41, 3.43, 3.44, and 3.45. The values for $U_{GB}$ and $E_{bulk}$ were obtained from the Silvaco ATLAS results. The parameter values (see also Table 3.1) are $N_B = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $N_d = 10^{21} \text{ m}^{-3}$, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $E_c - E_T = 2 \text{ eV}$ (all traps filled), and $T = 300 \text{ K}$. 
3.3 Calculation of DC current and electron density

In this section the drift-diffusion theory is used for calculating the DC electric current through the grain-boundary region and the electron density at the grain boundary. The generation or recombination processes and holes are not taken into account.

In the drift-diffusion theory the electric current caused by electrons is given by

\[ \vec{J} = qD \vec{\nabla} n + q\mu n \vec{E}. \]  

(3.46)

Using Einstein’s relation (Eq. 2.10) Eq. 3.46 can be written in the one-dimensional case as

\[ \frac{dn(x)}{dx} + \frac{qE(x)}{k_B T} n(x) = \frac{J(x)}{qD}. \]  

(3.47)

Now, using the relation between the electric field and the electric potential, \( \int E(x) \, dx = -\phi(x) \), and the general solution of a linear first order differential equation [46] a formula is obtained for the density of electrons

\[ n(x) = \exp \left( \frac{q\phi(x)}{k_B T} \right) \left[ \int_0^x \exp \left( -\frac{q\phi(x')}{k_B T} \right) \frac{J(x')}{qD} \, dx' + C \right], \]  

(3.48)

where \( C \) is a constant.

The energy bands of electrons in the cases with and without the applied voltage \( U_{GB} \) are shown in Figs. 3.13a and b. Using Eq. 3.48 and setting the electric current density \( J \) constant in regions I and II a formula can be written for the region I

\[ n(x) = \exp \left( -\frac{qV(x)}{k_B T} \right) \left[ C_I + \frac{J_I}{qD} \int_{-x_{d_1}}^x \exp \left( \frac{qV(x')}{k_B T} \right) \, dx' \right]. \]  

(3.49)

Because of the electron density outside the depletion region is \( n(-x_{d_1}) = N_d \) and \( V(-x_{d_1}) = 0 \), Eq. 3.49 gives \( C_I = n(-x_{d_1}) = N_d \). Now for the electron density at the grain boundary Eq. 3.49 gives [11]

\[ n_B \equiv n(0) = \exp \left( -\frac{qV_B}{k_B T} \right) \left[ N_d + \frac{J_I I_f}{qD} \right], \]  

(3.50)
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![Figure 3.13: Energy bands of electrons in the grain-boundary region in the case where a) no voltage is applied across the boundary and b) voltage $U_{GB}$ is applied across the grain boundary. The regions I and II are indicated. c) A plot of the potential $V(x)$ in the grain boundary region.]

where

$$I_I = \int_{-x_{d1}}^{0} \exp \left( \frac{qV(x)}{k_BT} \right) dx. \quad (3.51)$$

Similarly, using Eq. 3.48 and constant $J$ a formula can be written for the region II

$$n(x) = \exp \left( -\frac{qV(x)}{k_BT} \right) \left[ C_{II} - \frac{J_{II}}{qD} \int_{x}^{x_{d2}} \exp \left( \frac{qV(x')}{k_BT} \right) dx' \right]. \quad (3.52)$$

Substituting $V(x_{d2}) = U_{GB}$ into Eq. 3.52 gives $n(x_{d2}) = \exp \left( -\frac{qU_{GB}}{k_BT} \right) C_{II}$. On the other hand, $n(x_{d2}) = N_d$, which in turn with the previous formula gives $C_{II} = N_d \exp \left( \frac{qU_{GB}}{k_BT} \right)$. Finally for the electron density at the grain boundary Eq. 3.52 gives

$$n_B = \exp \left( -\frac{qV_B}{k_BT} \right) \left[ N_d \exp \left( \frac{qU_{GB}}{k_BT} \right) - \frac{J_{II}I_{II}}{qD} \right], \quad (3.53)$$

where

$$I_{II} = \int_{0}^{x_{d2}} \exp \left( \frac{qV(x)}{k_BT} \right) dx. \quad (3.54)$$

Equating Eqs. 3.50 and 3.53 gives

$$J_I I_I + J_{II} I_{II} = qN_d D \left[ \exp \left( \frac{qU_{GB}}{k_BT} \right) - 1 \right]. \quad (3.55)$$
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In the steady state the electric current is constant and continuous across the grain-boundary region, i.e. \( J_I = J_{II} = J_{GB}^{DC} \). In this case Eq. 3.55 gives a formula for the electric current density through the grain boundary region [11]

\[
J_{GB}^{DC} = \frac{qN_d D}{\mathcal{I}_\text{tot}} \left( e^{\frac{qU_{GB}}{k_BT}} - 1 \right) = \frac{qN_d D}{\int_{-x_{d1}}^{x_{d2}} e^{\frac{qV(x)}{k_BT}} dx} \left( e^{\frac{qU_{GB}}{k_BT}} - 1 \right), \tag{3.56}
\]

where

\[
\mathcal{I}_\text{tot} = \mathcal{I}_I + \mathcal{I}_{II} = \int_{-x_{d1}}^{x_{d2}} e^{\frac{qV(x)}{k_BT}} \exp\left( \frac{qV(x)}{k_BT} \right) dx. \tag{3.57}
\]

Eq. 3.56 can be solved by choosing a suitable function for the potential \( V(x) \).

### 3.3.1 Linear potential

Here the linear potential profile (Eq. 3.44) without the bulk electric field is used in the calculation of the DC electric current through the grain-boundary region.

First the integral in Eq. 3.56 is calculated. Using Eqs. 3.44 and 3.45 the integrals in the regions I and II are

\[
\mathcal{I}_I = \int_{-x_{d1}}^{0} e^{\frac{qV(x)}{k_BT}} dx = \int_{x_{lin0}}^{0} e^{\frac{q(V_B + E_{max}x)}{k_BT}} dx = \frac{k_BT}{qE_{max}} \left( e^{\frac{qV_B}{k_BT}} - 1 \right) \tag{3.58}
\]

and

\[
\mathcal{I}_{II} = \int_{0}^{x_{d2}} e^{\frac{qV(x)}{k_BT}} dx = \int_{0}^{x_{lin0+}} e^{\frac{q(V_B - E_{max}x)}{k_BT}} dx = \frac{k_BT}{qE_{max}} \left( e^{\frac{qV_B}{k_BT}} - e^{\frac{qU_{GB}}{k_BT}} \right). \tag{3.59}
\]

Now, substituting Eqs. 3.58 and 3.59 into Eq. 3.56 and using Einstein’s relation (Eq. 2.10) gives

\[
J_{GB}^{DC} = \frac{q\mu N_d e^{\frac{qV_B}{k_BT}} \left( e^{\frac{qU_{GB}}{k_BT}} - 1 \right)}{\frac{1}{E_{max}} \left( 1 - e^{\frac{qV_B}{k_BT}} \right) + \frac{1}{E_{max}'} \left( 1 - e^{\frac{q(U_{GB} - V_B)}{k_BT}} \right)}. \tag{3.60}
\]
Substituting Eqs. 3.56, 3.58, and 3.59 into Eq. 3.50 gives

\[
n_B = N_d e^{-\frac{qV_B}{kBT}} \left[ 1 + \frac{\frac{qU_{GB}}{k_BT}}{1 - e^{-\frac{qV_B}{k_BT}}} \right]. \tag{3.61}
\]

Next, Eq. 3.38 is plugged into Eqs. 3.60 and 3.61. This gives

\[
J^{DC}_{GB} = \frac{q\mu N_d E_0^{max} \left[ 1 - \left( \frac{U_{GB}}{4V_B} \right)^2 \right] e^{-\frac{qV_B}{k_BT} \left(V_B - \frac{1}{2}U_{GB} \right)} \sinh \left( \frac{qU_{GB}}{2k_BT} \right)}{1 - e^{-\frac{qV_B}{k_BT} \left(V_B - \frac{1}{2}U_{GB} \right)} \left[ \cosh \left( \frac{qU_{GB}}{2k_BT} \right) + \frac{U_{GB}}{4V_B} \sinh \left( \frac{qU_{GB}}{2k_BT} \right) \right]} \tag{3.62}
\]

and

\[
n_B = \frac{N_d e^{-\frac{qV_B}{k_BT} \left(V_B - \frac{1}{2}U_{GB} \right)} \left[ \cosh \left( \frac{qU_{GB}}{2k_BT} \right) - \frac{U_{GB}}{4V_B} \sinh \left( \frac{qU_{GB}}{2k_BT} \right) - e^{-\frac{qV_B}{k_BT} \left(V_B - \frac{1}{2}U_{GB} \right)} \right]}{1 - e^{-\frac{qV_B}{k_BT} \left(V_B - \frac{1}{2}U_{GB} \right)} \left[ \cosh \left( \frac{qU_{GB}}{2k_BT} \right) + \frac{U_{GB}}{4V_B} \sinh \left( \frac{qU_{GB}}{2k_BT} \right) \right]} \tag{3.63}
\]

In the case without the bulk electric field it is useful to write Eq. 3.42 in the form

\[
V_B = V_{Bj} = V_B \left( \frac{U_{GB}}{4V_B} + 1 \right)^2 = V_B \left[ 1 + \left( \frac{U_{GB}}{4V_B} \right)^2 \right] + \frac{1}{2} U_{GB}. \tag{3.64}
\]

Substitution of Eq. 3.64 into Eq. 3.62 gives

\[
J^{DC}_{GB} = \frac{J_0 \sqrt{2 \sqrt{V_B - \frac{k_BT}{q}}} \left[ 1 - \left( \frac{U_{GB}}{4V_B} \right)^2 \right] e^{-\frac{qV_B}{k_BT} \left(1 + \left( \frac{U_{GB}}{4V_B} \right)^2 \right)} \sinh \left( \frac{qU_{GB}}{2k_BT} \right)}{1 - e^{-\frac{qV_B}{k_BT} \left(1 + \left( \frac{U_{GB}}{4V_B} \right)^2 \right)} \left[ \cosh \left( \frac{qU_{GB}}{2k_BT} \right) + \frac{U_{GB}}{4V_B} \sinh \left( \frac{qU_{GB}}{2k_BT} \right) \right]}, \tag{3.65}
\]

where (see Eqs. 3.8 and 3.17)

\[
J_0 = \sigma_{bulk} \frac{E_0^{max}}{\sqrt{2 \sqrt{V_B - \frac{k_BT}{q}}}} = \mu \sqrt{\frac{q^3 N_d^3}{\varepsilon}}, \tag{3.66}
\]

and \( \sigma_{bulk} \) is the bulk conductivity of the material,

\[
\sigma_{bulk} = q\mu N_d. \tag{3.67}
\]
Neglecting the term \(-e^{-\frac{qV_B}{k_BT}}(V_B-\frac{1}{2}U_{GB})\) in the numerator (because \(V_B \gg \frac{k_BT}{q}\)) and substituting Eq. 3.64 into Eq. 3.63 gives

\[
n_B \approx \frac{N_d e^{-\frac{qV_B}{k_BT}}}{1 - e^{-\frac{qV_B}{k_BT}}}
\]

\[
\left[1 + \left(\frac{U_{GB}}{4V_B}\right)^2\right] \left[\cosh \frac{qU_{GB}}{2k_BT} - \frac{U_{GB}}{4V_B0} \sinh \frac{qU_{GB}}{2k_BT}\right].
\]  

(3.68)

At lower voltages Eqs. 3.65 and 3.68 can be approximated by

\[
J_{DC}^{GB} \approx J_0 \sqrt{2} \sqrt{V_B0 - \frac{k_BT}{q}} \left[1 - \left(\frac{U_{GB}}{4V_B0}\right)^2\right] e^{-\frac{qV_B0}{k_BT}} \left[1 + \left(\frac{U_{GB}}{4V_B0}\right)^2\right] \sinh \frac{qU_{GB}}{2k_BT},
\]  

(3.69)

and

\[
n_B \approx N_d e^{-\frac{qV_B0}{k_BT}} \left[\cosh \frac{qU_{GB}}{2k_BT} - \frac{U_{GB}}{4V_B0} \sinh \frac{qU_{GB}}{2k_BT}\right].
\]  

(3.70)

At even lower voltages the \(U_{GB}^2\) terms can be neglected in Eqs. 3.69 and 3.70 giving [11,37]

\[
J_{DC}^{GB} \approx q\mu N_d E_0^{max} e^{-\frac{qV_B0}{k_BT}} \sinh \frac{qU_{GB}}{2k_BT} = J_0 \sqrt{2} \sqrt{V_B0 - \frac{k_BT}{q}} e^{-\frac{qV_B0}{k_BT}} \sinh \frac{qU_{GB}}{2k_BT},
\]  

(3.71)

and [11]

\[
n_B \approx N_d e^{-\frac{qV_B0}{k_BT}} \cosh \frac{qU_{GB}}{2k_BT}.
\]  

(3.72)

At very low applied voltages, in the linear regime, \(\sinh \frac{qU_{GB}}{2k_BT} \approx \frac{qU_{GB}}{2k_BT}\) which gives a linear formula for the electric current density

\[
J_{DC}^{GB} \approx \frac{q^2 \mu N_d E_0^{max}}{2k_BT} e^{-\frac{qV_B0}{k_BT}} U_{GB} = \frac{qJ_0 \sqrt{V_B0 - \frac{k_BT}{q}} e^{-\frac{qV_B0}{k_BT}} U_{GB}}{\sqrt{2} k_BT}.
\]  

(3.73)

In the linear regime Eq. 3.72 reduces to

\[
n_B \approx N_d e^{-\frac{qV_B0}{k_BT}}.
\]  

(3.74)
3.3.2 Useful formulas for integration in quadratic potential case

Before calculation of the electric current a few integrals are considered. An important integral can be calculated using Wolfram Mathematica Online Integrator [47]

\[\int \exp(ax^2 + bx) \, dx = -i \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-\frac{b^2}{4a}} \text{erf} \left( \frac{b + 2ax}{2\sqrt{a}} \right) + \text{const.},\]  

(3.75)

where \(\text{erf}\) is the error function. Eq. 3.75 can be written as

\[\int \exp(ax^2 + bx) \, dx = \frac{1}{2} \sqrt{\frac{\pi}{-a}} e^{-\frac{b^2}{4a}} \text{erf} \left( \frac{-b + 2ax}{2\sqrt{-a}} \right) + \text{const.},\]  

(3.76)

which has only real numbers if \(a < 0\). Using the imaginary error function, defined as [48]

\[\text{erfi}(x) \equiv \frac{\text{erf}(ix)}{i} = -i \text{erf}(ix),\]  

(3.77)

Eq. 3.75 can be written as

\[\int \exp(ax^2 + bx) \, dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-\frac{b^2}{4a}} \text{erfi} \left( \frac{b + 2ax}{2\sqrt{a}} \right) + \text{const.}\]  

(3.78)

With \(b = 0\) this reduces to

\[\int \exp(ax^2) \, dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} \text{erfi} (\sqrt{a}x) + \text{const.}\]  

(3.79)

3.3.3 Quadratic potential without bulk electric field

In the case without the bulk electric field the potential profile is given by Eq. 3.43. In this case the first part of the integral in Eq. 3.56 reads

\[\int_{-x_{d1}}^{0} \exp \left[ \frac{qV(x)}{k_B T} \right] \, dx = \int_{-x_{d1}}^{0} \exp \left[ \frac{qV_{B0}}{k_B T} \left( \frac{U_{GB}}{4V_{B0}} + 1 \right)^2 \left( \frac{x}{x_{d1}} + 1 \right)^2 \right] \, dx.\]  

(3.80)

Substituting

\[a = \frac{qV_{B0}}{k_B T} \left( \frac{U_{GB}}{4V_{B0}} + 1 \right)^2\]  

(3.81)
and
\[ y = \frac{x}{x_{d_1}} + 1 \] (3.82)
in Eq. 3.80 and using Eq. 3.79 gives
\[ \int_{-x_{d_1}}^{0} \exp \left( \frac{qV(x)}{k_BT} \right) dx = x_{d_1} \int_{0}^{1} \exp \left( ay^2 \right) dy = \frac{\sqrt\pi x_{d_1}}{2\sqrt{a}} \text{erfi} (\sqrt{a}) . \] (3.83)

The second part of the integral in Eq. 3.56 reads
\[ \int_{0}^{x_{d_2}} \exp \left[ \frac{qV(x)}{k_BT} \right] dx = \int_{0}^{x_{d_2}} \exp \left[ \frac{qV_{B_0}}{k_BT} \left( \frac{U_{GB}}{4V_{B_0}} - 1 \right) \left( \frac{x}{x_{d_2}} - 1 \right)^2 + U_{GB} \right] dx . \] (3.84)

Substituting
\[ a' = \frac{qV_{B_0}}{k_BT} \left( \frac{U_{GB}}{4V_{B_0}} - 1 \right)^2 \] (3.85)
and
\[ y' = \frac{x}{x_{d_2}} - 1 \] (3.86)
in Eq. 3.84 and using Eq. 3.79 gives
\[ \int_{0}^{x_{d_2}} \exp \left( \frac{qV(x)}{k_BT} \right) dx = x_{d_2} e^{\frac{qU_{GB}}{k_BT}} \int_{-1}^{0} \exp \left( a'y'^2 \right) dy' = \frac{\sqrt\pi x_{d_2}}{2\sqrt{a'}} e^{\frac{qU_{GB}}{k_BT}} \text{erfi} (-\sqrt{a'}) . \] (3.87)

Using Eqs. 3.34 \( E_{\text{bulk}} = 0 \), 3.81, and 3.85 formulas are obtained for the ratios:
\[ \frac{x_{d_1}}{\sqrt{a}} = \frac{L_d}{2\sqrt{\frac{qV_{B_0}}{k_BT}}} \]
\[ \frac{x_{d_2}}{\sqrt{a'}} = -\frac{L_d}{2\sqrt{\frac{qV_{B_0}}{k_BT}}} . \] (3.88)

With the help of Eqs. Eqs. 3.83, 3.87, and 3.88 the total integral can be written as
\[ \int_{-x_{d_1}}^{x_{d_2}} \exp \left( \frac{qV(x)}{k_BT} \right) dx = \frac{\sqrt\pi L_d}{4\sqrt{\frac{qV_{B_0}}{k_BT}}} \left[ \text{erfi} (\sqrt{a}) + e^{\frac{qU_{GB}}{k_BT}} \text{erfi} (-\sqrt{a'}) \right] . \] (3.89)
Finally, plugging Eq. 3.89 into Eq. 3.56, the DC electric current density

$$J_{DC}^{GB} = \frac{J_0 \sqrt{\frac{8k_BT}{\pi q}} \left( 1 - \frac{k_BT}{qV_{0}} \right)^{-1/2} \sinh \frac{qU_{GB}}{2k_BT}}{e^{-\frac{qU_{GB}}{2k_BT}} \text{erfi} \left[ \frac{\sqrt{qV_{0}}}{k_BT} \left( 1 + \frac{U_{GB}}{4V_{0}} \right) \right] + e^{\frac{qU_{GB}}{2k_BT}} \text{erfi} \left[ \frac{\sqrt{qV_{0}}}{k_BT} \left( 1 - \frac{U_{GB}}{4V_{0}} \right) \right]}$$

(3.90)

where Eqs. 2.10, 3.22, 3.66, 3.67, 3.81, and 3.85 were used. Furthermore, plugging Eqs. 3.80, 3.89, and 3.90 in Eq. 3.50 gives for the electron density at the grain boundary

$$n_B = N_d \exp \left[ -\frac{qV_{0}}{k_BT} \left( \frac{U_{GB}}{4V_{0}} + 1 \right) \right]^2 \left[ 1 + \frac{e^{\frac{qU_{GB}}{k_BT}} - 1}{1 + e^{\frac{qU_{GB}}{k_BT}}} \right]$$

(3.91)

where Eqs. 2.10, 3.42 \((V_B = V_{B_i})\), 3.81, 3.85, and 3.88 were used.

### 3.3.4 Quadratic potential with bulk electric field

In the case with the bulk electric field, the quadratic potential profile is given by Eqs. 3.40 and 3.41. In this case, the first part of the integral in Eq. 3.56 reads

$$\int_{-x_{d_1}}^{0} \exp \left[ -\frac{qV(x)}{k_BT} \right] dx = \int_{-x_{d_1}}^{0} \exp \left[ -\frac{qV_{0}}{k_BT} \left( \frac{U_{GB}}{4V_{0}} + 1 - \frac{E_{bulk}}{E_{0}^{max}} \right)^2 \left( \frac{x}{x_{d_1}} + 1 \right)^2 \right]$$

$$+ 2 \frac{qV_{0}}{k_BT} \left( \frac{E_{bulk}}{E_{0}^{max}} \right) \left( \frac{U_{GB}}{4V_{0}} + 1 - \frac{E_{bulk}}{E_{0}^{max}} \right) \left( \frac{x}{x_{d_1}} + 1 \right)$$

(3.92)

Substituting

$$a = \frac{qV_{0}}{k_BT} \left( \frac{U_{GB}}{4V_{0}} + 1 - \frac{E_{bulk}}{E_{0}^{max}} \right)^2$$

(3.93)

$$b = 2 \frac{qV_{0}}{k_BT} \left( \frac{E_{bulk}}{E_{0}^{max}} \right) \left( \frac{U_{GB}}{4V_{0}} + 1 - \frac{E_{bulk}}{E_{0}^{max}} \right)$$

(3.94)

and

$$y = \frac{x}{x_{d_1}} + 1$$

(3.95)
Substituting and the first part, reads

The second part of the integral in Eq. 3.56, which is calculated in the same way as in Eq. 3.97 and using Eq. 3.78 gives

\[ \int_{0}^{x_{d_2}} \exp \left( \frac{qV(x)}{k_B T} \right) dx = \frac{\sqrt{\pi}}{2 \sqrt{a}} e^{-\frac{b^2}{4a}} \left[ \text{erfi} \left( \frac{b + 2a}{2\sqrt{a}} \right) - \text{erfi} \left( \frac{b}{2\sqrt{a}} \right) \right]. \] (3.96)

The second part of the integral in Eq. 3.56, which is calculated in the same way as the first part, reads

\[ \int_{0}^{x_{d_2}} \exp \left[ \frac{qV(x)}{k_BT} \right] dx = \int_{0}^{x_{d_2}} \exp \left[ \frac{qV_{B_0}}{k_BT} \left( \frac{U_{GB}}{4V_{B_0}} - 1 \frac{E_{bulk}}{E_{0}^{max}} \right)^2 \left( \frac{x}{x_{d_2}} - 1 \right)^2 \right. \]
\[ + 2 \frac{qV_{B_0}}{k_BT} \left( \frac{E_{bulk}}{E_{0}^{max}} \right) \left( - \frac{U_{GB}}{4V_{B_0}} + 1 \frac{E_{bulk}}{E_{0}^{max}} \right) \left( \frac{x}{x_{d_2}} - 1 \right) + \frac{qU_{GB}}{k_BT} \left. \right] dx. \] (3.97)

Substituting

\[ a' = \frac{qV_{B_0}}{k_BT} \left( \frac{U_{GB}}{4V_{B_0}} - 1 \frac{E_{bulk}}{E_{0}^{max}} \right)^2, \] (3.98)

\[ b' = 2 \frac{qV_{B_0}}{k_BT} \left( \frac{E_{bulk}}{E_{0}^{max}} \right) \left( - \frac{U_{GB}}{4V_{B_0}} + 1 \frac{E_{bulk}}{E_{0}^{max}} \right), \] (3.99)

and

\[ y' = \frac{x}{x_{d_2}} - 1 \] (3.100)

in Eq. 3.97 and using Eq. 3.78 gives

\[ \int_{0}^{x_{d_2}} \exp \left( \frac{qV(x)}{k_BT} \right) dx = \frac{\sqrt{\pi}}{2 \sqrt{a'}} e^{-\frac{b'^2}{4a'}} \text{erfi} \left( \frac{b'}{2\sqrt{a'}} \right) - \text{erfi} \left( \frac{b' - 2a'}{2\sqrt{a'}} \right). \] (3.101)

By using Eqs. 3.34, 3.93 and 3.98 it can be shown that Eq. 3.88 also holds in the case with the bulk electric field. With Eqs. 3.93, 3.94, 3.98 and 3.99 a formula is obtained for the ratios

\[ \frac{b^2}{4a} = \frac{b'^2}{4a'} = \frac{qV_{B_0}}{kB_T} \left( \frac{E_{bulk}}{E_{0}^{max}} \right)^2. \] (3.102)

The total integral is given by the sum of Eqs. 3.96 and 3.101:

\[ \int_{-x_{d_1}}^{x_{d_2}} \exp \left( \frac{qV(x)}{k_BT} \right) dx = \frac{\sqrt{\pi} L_{d_1}}{4 \sqrt{qV_{B_0}/kB_T}} e^{-\frac{qV_{B_0}/kB_T}{4} \left( \frac{E_{bulk}}{E_{0}^{max}} \right)^2}. \]

\[ \left\{ \text{erfi} \left( \frac{b + 2a}{2\sqrt{a}} \right) - \text{erfi} \left( \frac{b}{2\sqrt{a}} \right) - e^{qV_{GB}/kB_T} \left[ \text{erfi} \left( \frac{b'}{2\sqrt{a'}} \right) - \text{erfi} \left( \frac{b' - 2a'}{2\sqrt{a'}} \right) \right] \right\}, \] (3.103)
where Eqs. 3.88 and 3.102 were used. Using Eqs. 3.93, 3.94, 3.98, and 3.99 formulas are obtained for the arguments

\[
\frac{b}{2\sqrt{a}} = \sqrt{\frac{qV_B}{k_BT}} \left( \frac{E_{bulk}}{E_{0}^{\max}} \right)
\]

\[
\frac{b'}{2\sqrt{a'}} = -\sqrt{\frac{qV_B}{k_BT}} \left( \frac{E_{bulk}}{E_{0}^{\max}} \right)
\]

\[
\frac{b + 2a}{2\sqrt{a}} = \sqrt{\frac{qV_B}{k_BT}} \left( 1 + \frac{U_{GB}}{4V_B} \right)
\]

\[
\frac{b' - 2a'}{2\sqrt{a'}} = \sqrt{\frac{qV_B}{k_BT}} \left( 1 - \frac{U_{GB}}{4V_B} \right).
\]

Finally, plugging Eq. 3.103 in Eq. 3.56 gives for the DC electric current density

\[
J_{DC}^{GB} = J_0 \sqrt{\frac{2kB}{\pi q}} \left( 1 - \frac{k_BT}{qV_B} \right)^{-1/2} e^{\frac{qV_B}{k_BT}} \left( \frac{E_{bulk}}{E_{0}^{\max}} \right)^2 \sinh \frac{qU_{GB}}{2kB} \frac{1}{\pi q} \frac{1}{2\sqrt{a}} \left[ \text{erfi} \left( \frac{b + 2a}{2\sqrt{a}} \right) \right] - \text{erfi} \left( \frac{b}{2\sqrt{a}} \right) - \text{erfi} \left( \frac{b'}{2\sqrt{a'}} \right) - \text{erfi} \left( \frac{b' - 2a'}{2\sqrt{a'}} \right),
\]

where Eqs. 2.10, 3.22, 3.66, and 3.67 were used. Plugging Eqs. 3.92, 3.103 and 3.105 into Eq. 3.50 gives for the electron density at the grain boundary

\[
n_B = N_d e^{\frac{qV_B}{k_BT}} \left[ \left( 1 + \frac{U_{GB}}{4V_B} \right)^2 \right] \left[ 1 - \frac{e^{\frac{qV_B}{k_BT}}}{\frac{qU_{GB}}{2kB} \pi q} \left( \frac{E_{bulk}}{E_{0}^{\max}} \right) \right]^{-1/2} \left[ \text{erfi} \left( \frac{b + 2a}{2\sqrt{a}} \right) \right] - \text{erfi} \left( \frac{b}{2\sqrt{a}} \right) - \text{erfi} \left( \frac{b'}{2\sqrt{a'}} \right) - \text{erfi} \left( \frac{b' - 2a'}{2\sqrt{a'}} \right),
\]

where Eqs. 2.10, 3.37 (\(V_B = V_{B_1}\)), and 3.88 were used. The arguments are given in Eq. 3.104.

### 3.3.5 Comparison of formulas

Here the various formulas derived for the DC current density in the grain-boundary region \(J_{DC}^{GB}\) and the density of electrons at the grain boundary \(n_B\) are compared. The erfi function in Eqs. 3.90, 3.91, 3.105, and 3.106 is calculated with the complex function error function implemented in MATLAB [49].

First, the formulas derived in the case without the bulk electric field (\(E_{bulk} = 0\)) are compared. The DC current density in the grain-boundary region \(J_{DC}^{GB}\) and the
3.3. CALCULATION OF DC CURRENT AND ELECTRON DENSITY

Figure 3.14: Normalized density of electric current flowing through the grain-boundary region plotted as a function of voltage $U_{GB}$ with $V_B = 1$ V at temperatures of 300 K (left) and 600 K (right) when $E_{bulk} = 0$. Calculated using Eqs. 3.65, 3.69, 3.71, and 3.90.

density of electrons at the grain boundary $n_B$ calculated with Eqs. 3.65 and 3.68 (the linear potential profile), 3.69 and 3.70 (the 1st approximation of the linear potential profile), 3.71 and 3.72 (the 2nd approximation of the linear potential profile), and 3.90 and 3.91 (the quadratic potential profile) at 300 K and 600 K are plotted against the applied voltage $U_{GB}$ in Figs. 3.14 and 3.15, respectively. When the temperature is increased from 300 K to 600 K the low-voltage values of $J_{DC_{GB}}$ and $n_B$ increase exponentially in Figs. 3.14 and 3.15.

Figs. 3.14 and 3.15 show that the exact formulas of the linear and quadratic potential profiles differ essentially only at high voltages: With the linear potential profile $J_{DC_{GB}}$ and $n_B$ have a bit higher values than with the quadratic potential profile. However, the last point with the highest applied voltage before the condition of Eq. 3.36 is met, has roughly the same value with both formulas.

The first approximation of the linear potential profile formulas (Eqs. 3.69 and 3.70) is a good approximation when $U_{GB} \lesssim 1.5$ V (i.e. in this case $U_{GB} \lesssim 1.5V_B$). However, the problem in Eqs. 3.69 and 3.70 is that Eq. 3.69 approaches zero at $U_{GB} = 4V_B$. Eq. 3.70 also approaches a very small number at $U_{GB} = 4V_B$. These properties are very problematic when these formulas belong to a set of formulas which are solved numerically: Often numerical algorithms work poorly with Eqs. 3.69 and
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![Graph showing relative electron density at the grain boundary plotted as a function of voltage $U_{GB}$ with $V_B = 1$ V at temperatures of 300 K (left) and 600 K (right) when $E_{bulk} = 0$. Calculated using Eqs. 3.68, 3.70, 3.72, and 3.91.]

Figure 3.15: Relative electron density at the grain boundary plotted as a function of voltage $U_{GB}$ with $V_B = 1$ V at temperatures of 300 K (left) and 600 K (right) when $E_{bulk} = 0$. Calculated using Eqs. 3.68, 3.70, 3.72, and 3.91.

3.70 because $J_{DC}^{GB}$ and $n_B$ decrease with voltage after certain point at high voltages, although in reality they should increase. These problems arise later when the electronic trapping is modelled and the I–V characteristics of granular semiconductor are calculated.

The second approximation of the linear potential profile formulas (Eqs. 3.71 and 3.72) is a good approximation at low voltages when $U_{GB} \lesssim 0.1$ V (i.e. in this case $U_{GB} \lesssim 0.1V_{B0}$). The 2nd approximation formulas (Eqs. 3.71 and 3.72) do not have the same problem of decreasing values with increasing voltage as the 1st approximation formulas (Eqs. 3.69 and 3.70). However, the problem in the 2nd approximation formulas is the exponential increase of $J_{DC}^{GB}$ and $n_B$ with the voltage $U_{GB}$. At high voltages $J_{DC}^{GB}$ and $n_B$ are overestimated and in Figs. 3.14 and 3.15 the values of at $J_{DC}^{GB}$ and $n_B$ exceed the maximum values given by the other formulas at $U_{GB} \approx 2$ V (i.e. in this case $U_{GB} \approx 2V_{B0}$).

Last, the formulas derived in the case of the quadratic potential profile with the bulk electric field are discussed. The DC current density in the grain-boundary region $J_{DC}^{GB}$ and the density of electrons at the grain boundary $n_B$ calculated with Eqs. 3.105 and 3.106 at 300 K and 600 K are plotted against the applied voltage $U_{GB}$ with various values of the ratio of the bulk electric field and $E_{0}^{max}$ (see Eq. 3.8) in
Figure 3.16: Normalized density of electric current flowing through the grain-boundary region plotted as a function of voltage $U_{GB}$ with various values of the ratio of the electric fields $E_{bulk}/E_{0}^{max}$ and $V_B = 1$ V at temperatures of 300 K (left) and 600 K (right). Calculated using Eq. 3.105.

Figure 3.17: Relative electron density at the grain boundary plotted as a function of voltage $U_{GB}$ with various values of the ratio of the electric fields $E_{bulk}/E_{0}^{max}$ and $V_B = 1$ V at temperatures of 300 K (left) and 600 K (right). Calculated using Eq. 3.106.

Figs. 3.16 and 3.17, respectively. The effect of the bulk electric field $E_{bulk}$ is shown at high voltages in Figs. 3.16 and 3.17: When the ratio $E_{bulk}/E_{0}^{max}$ is increased a plateau appears in the graphs. The plateau effectively shifts the ends of the curves to higher voltages (cf. the condition of Eq. 3.35). This allows the voltage across the grain-boundary region $U_{GB}$ to be higher than it can be in the case $E_{bulk} = 0$. 
3.4 Electronic trapping at grain boundary

In a large band-gap n-type semiconductor the effect of holes can usually be neglected. In this case the electronic trapping at grain-boundaries the electronic trapping rate equation (Eq. 2.11) can be written as [50]

\[
\frac{dN_B}{dt} = k_n n_B \left( N_{tot}^B - N_B \right) - k_{-n} N_c N_B,
\]  

(3.107)

where \(k_n\) and \(k_{-n}\) are the capture (i.e. trapping) and emission (i.e. releasing) coefficients of electrons, \(N_B\) the density of occupied grain-boundary electronic states, \(N_{tot}^B\) the total density of grain-boundary electronic states, and \(n_B\) the density of electrons at the grain boundary, respectively. Here the capture coefficient of electrons is denoted by \(k_n\) instead of \(c_n\) and it is given by Eq. 2.12. If the Fermi-Dirac statistics are used the capture and emission coefficients of electrons are interrelated by (cf. Eq. 2.20)

\[
k_{-n} = k_n e^{- \frac{(E_c - E_T)}{k_B T}}.
\]  

(3.108)

Eq. 3.107 applies also to chemically induced electronic traps if the total density of chemically induced electronic traps (i.e. \(N_{tot}^B\) in Eq. 3.107) is constant [11]. In the case of chemisorbed gas atoms or molecules this is not always true.

The electronic energy bands in the grain-boundary region in the flat-band case and in the thermodynamical equilibrium are illustrated in Fig. 3.18. Based on Fig. 3.18 the difference between the Fermi level and the trap level can be written as

\[
E_T - E_F = E_c^{bulk} - E_F + qV_B - \left( E_c^{GB} - E_T \right).
\]  

(3.109)

In the flat-band case \(V_B = 0\) (see Fig. 3.18) and Eq. 3.109 reduces to

\[
(E_T - E_F)_{V_B=0} = E_c^{bulk} - E_F - \left( E_c^{GB} - E_T \right),
\]  

(3.110)

where \(E_c^{GB} = E_c^{bulk}\). The both of the terms in Eq. 3.110, the position of the Fermi level in the bulk and the position of the trap level, do not depend on the band bending, i.e. they are constant. Plugging Eq. 3.110 in Eq. 3.109 gives (cf. Ref. [51])

\[
E_T - E_F = (E_T - E_F)_{V_B=0} + qV_B.
\]  

(3.111)

In the thermodynamical equilibrium the occupation probability of the trap states are given by the Fermi-Dirac distribution function (cf. Eqs. 2.16 and 2.18 and Ref. [19])

\[
f_n = \frac{N_{eq}^B}{N_B} = \frac{1}{1 + \exp \left( \frac{E_T - E_F}{k_B T} \right)} = \frac{1}{1 + \exp \left[ \frac{(E_T - E_F)_{V_B=0} + qV_B}{k_B T} \right]},
\]  

(3.112)
Figure 3.18: Schematic picture of electronic energy bands in the grain-boundary region in n-type semiconductor a) in the flat-band case (i.e. without band bending, \( V_B = 0 \)) and b) in the thermodynamical equilibrium. \( E_c \) is the bottom of the conduction band, \( E_v \) the top of the valence band, \( E_F \) the Fermi level, \( E_T \) the acceptor-type interface trap state level, \( q \) the electron charge, and \( V_B \) the grain-boundary potential barrier, respectively.

where Eq. 3.111 was used. Here the values of \( N_B \) and \( V_B \) in the thermodynamical equilibrium are denoted by \( N_B^{eq} \) and \( V_B^{eq} \). In Eq. 3.112 \( N_B^{eq} \) depends on \( V_B^{eq} \) via Eq. 3.10, hence it must be numerically solved from

\[
N_B^{eq} = \frac{N_B^{tot}}{1 + \exp \left[ \frac{(E_T - E_F)_{V_B=0} + \frac{qN_B^{eq}}{\varepsilon N_d}}{k_B T} \right] + 1}.
\]  

(3.113)

With the help of Eq. 3.10 Eqs. 3.112 and 3.113 can also be written as

\[
f_n = \frac{1}{1 + \exp \left[ \frac{(E_T - E_F)_{V_B=0} + qV_B^{eq}}{k_B T} \right]}.
\]  

(3.114)

where \( V_B^{eq} \) is the value of \( V_B \) in the thermodynamical equilibrium and \( V_B^{tot} = \frac{q(N_B^{tot})^2}{8\varepsilon N_d} + \frac{k_B T}{q} \), respectively. \( V_B^{tot} \) is the height of the grain-boundary potential barrier when all the interface trap states are filled, i.e. it is the maximum height of the grain-boundary potential barrier.

The occupation probability of the acceptor-type interface trap states in the thermodynamical equilibrium \( f_n \) as a function of the energy level of the trap state...
Figure 3.19: Occupation probability of the acceptor-type interface trap states in the thermodynamical equilibrium $f_n$ plotted as a function of the energy level of the trap state $(E_T - E_F)_{V_B=0}$ with various values of $V_{B0}^{\text{tot}}$ at temperatures of 600 K (top) and 300 K (bottom). Calculated numerically using Eq. 3.114.

$(E_T - E_F)_{V_B=0}$ with various values of $V_{B0}^{\text{tot}}$ is plotted in Fig. 3.19. The typical features of the Fermi distribution function is shown in Fig. 3.19: the occupation probability is highly dependent on the difference between the energy level $E_T$ and the Fermi level, and the shape of the curves broaden when the temperature is increased. Fig. 3.19 shows also that the trap state does not have to lie very deep below the Fermi level in order to be over half filled: for example even with a very high value of $V_{B0}^{\text{tot}} = 2.0$ V the state, which lies in $(E_T - E_F)_{V_B=0} \leq -0.5$ V, is over 50 % filled ($f_n \geq 0.5$) at 300–600 K.

In this section the most of the formulas are given in the normalized form, in which
3.4. ELECTRONIC TRAPPING AT GRAIN BOUNDARY

the dimensionless variable is the normalized density of the occupied grain-boundary states
\[ \nu \equiv \frac{N_B}{N_{eq}^B}, \] (3.115)
where \( N_{eq}^B \) is the value of the density of occupied grain-boundary states in the thermodynamical equilibrium. The normalized quantity of Eq. 3.115 allows the other important quantities to be written in terms of their thermodynamical equilibrium values:
\[ L_d = \frac{N_B N_{eq}^B}{N_d N_{eq}^B} = \nu L_{eq}^d \] (3.116)
and
\[ V_{B_0} = \nu^2 \left( V_{eq}^{B_0} - \frac{k_B T}{q} \right) + \frac{k_B T}{q}, \] (3.117)
where Eqs. 3.10, 3.11, and 3.16 were used. If Eq. 3.21 is used for calculating the total width of the depletion region, the Debye length \( L_D \) (Eq. 2.9) must be normalized as well:
\[ L_D = L_{eq}^D \sqrt{\frac{T}{T_{eq}}}. \] (3.118)

3.4.1 Correction to rate equation

It turns out that the accurate consideration of the electric properties of grain boundaries in the dynamical case yields a correction to the rate equation (see section 3.5): the density of electrons at the grain boundary \( n_B \) in Eq. 3.107 must be replaced with Eq. 3.151. Now, Eq. 3.107 can be written as
\[ \frac{dN_B}{dt} = \frac{k_n n_B^{DC} (N_{tot}^{B} - N_B)}{1 + \xi \frac{N_{tot}^{B} - N_B}{N_B}}, \] (3.119)
where \( n_B^{DC} \) is the density of electrons at the grain boundary in steady state and
\[ \xi = \frac{k_n \varepsilon \eta}{q \mu} \] (3.120)
is the delay coefficient. The parameter \( \eta \) is defined by Eq. 3.136 (see section 3.5). The effect of the new term in the corrected rate equation (Eq. 3.119) is addition of delay to the changing rate of \( N_B \). The delay is caused by the finite drift speed of electrons travelling across the grain-boundary region. Often the value of \( \xi \) is small and the delay effect can be neglected allowing the original rate equation (Eq. 3.107) to be used instead. In addition, the delay term has no effect in the steady state.
3.4.2 Steady state solution of rate equation

In the steady state Eqs. 3.107 and 3.119 reduce to
\[ \frac{N_B}{N_B^{\text{tot}}} = \frac{n_B}{n_B + \frac{k_n}{k_n} N_c} = \frac{1}{1 + \frac{N_c}{n_B} e^{-(E_c-E_T)/k_B T}}, \]  \tag{3.121}
where Eq. 3.108 was used. In the thermodynamical equilibrium at temperature \( T_{\text{eq}} \)
assuming that \( N_B^{\text{tot}} \) is constant Eq. 3.121 gives
\[ \frac{N_c}{N_c^{\text{eq}}} = n_B k_n \left( \frac{N_B^{\text{tot}}}{N_B^{\text{eq}}} - 1 \right) = n_B^{\text{eq}} e^{(E_c-E_T)/k_B T_{\text{eq}}} \left[ \frac{1}{f_n^{\text{eq}}} - 1 \right], \]  \tag{3.122}
where Eq. 3.112 and \( f_{\text{eq}} \equiv f_n(T_{\text{eq}}, V_B^{\text{eq}}) \) were used and \( n_B^{\text{eq}}, k_n^{\text{eq}} \), and \( k_n^{\text{eq}} - n \) denote the quantities in the thermodynamical equilibrium. Eq. 2.3 gives a relation
\[ \frac{N_c}{N_c^{\text{eq}}} = \left( \frac{T}{T_{\text{eq}}} \right)^{3/2}. \]  \tag{3.123}

Plugging Eqs. 3.122 and 3.123 in Eq. 3.121 gives
\[ \frac{N_B}{N_B^{\text{tot}}} = \frac{n_B}{n_B} \left( \frac{N_B}{N_B^{\text{eq}}} - 1 \right) = n_B^{\text{eq}} \left( \frac{n_B}{n_B^{\text{eq}}} - 1 \right) \left( \frac{T}{T_{\text{eq}}} \right)^{3/2}. \]  \tag{3.124}

By writing \( \frac{N_B}{N_B^{\text{eq}}} = \frac{N_B^{\text{eq}}}{N_B^{\text{eq}} N_B^{\text{eq}}} = f_n^{\text{eq}} N_B^{\text{eq}} \) and using Eq. 3.124, \( N_B \) can be normalized in respect to \( N_B^{\text{eq}} \) as
\[ \nu = \frac{N_B}{N_B^{\text{eq}}} = \frac{n_B}{f_n^{\text{eq}} n_B^{\text{eq}}} + \exp \left[ \frac{E_c-E_T}{k_B} \left( \frac{1}{T_{\text{eq}}} - \frac{1}{T} \right) \right] \left( \frac{1}{f_n^{\text{eq}}} - 1 \right) \left( \frac{T}{T_{\text{eq}}} \right)^{3/2}. \]  \tag{3.125}

At \( T = T_{\text{eq}} \) Eq. 3.125 reduces to
\[ \nu = \frac{n_B}{1 + f_n^{\text{eq}} \left( \frac{n_B}{n_B^{\text{eq}}} - 1 \right)}. \]  \tag{3.126}

3.4.3 Normalization of rate equation

Ordinary rate equation

Dividing the rate equation of Eq. 3.107 by \( N_B^{\text{eq}} \) gives
\[ \frac{d\nu}{dt} = \frac{d}{dt} \left( \frac{N_B}{N_B^{\text{eq}}} \right) = k_n^{\text{eq}} \left( \frac{1}{f_n^{\text{eq}}} - \nu \right) - k_n N_c \nu, \]  \tag{3.127}
where it was assumed that the total density of states $N_{\text{tot}}^B$ is constant. Eq. 3.122 can be written as

$$k_n^{eq} = \frac{k_n^{eq} N_n^{eq} f_n^{eq}}{n_B^{eq} (1 - f_n^{eq})}. \quad (3.128)$$

Plugging Eq. 3.128 into Eq. 3.127 gives

$$\frac{d\nu}{dt} = k_n^{eq} N_n^{eq} k_n^{eq} \frac{k_n^{eq} e^{-(E_c - E_T)/k_B T_{eq}} n_B^{eq} 1 - f_n^{eq} \nu}{n_B^{eq} 1 - f_n^{eq}} - k_n N_n^{eq} e^{-(E_c - E_T)/k_B T} \nu, \quad (3.129)$$

where Eq. 3.108 was used. Eqs. 2.12 and 2.14 give the ratio of electron capture coefficients

$$\frac{k_n^{eq}}{k_n} = v_{Tn}(T_{eq}) = \sqrt{\frac{T}{T_{eq}}}. \quad (3.130)$$

Finally, substituting Eq. 3.130 in Eq. 3.129 gives

$$\frac{d\nu}{dt} = k_n^{eq} N_n^{eq} \sqrt{\frac{T}{T_{eq}}} \left[ \frac{n_B}{n_B^{eq}} \left( \frac{1 - f_n^{eq} \nu}{1 - f_n^{eq}} \right) e^{\frac{E_c - E_T}{k_B T_{eq}}} - \nu \left( \frac{T}{T_{eq}} \right)^{3/2} e^{-\frac{E_c - E_T}{k_B T}} \right]. \quad (3.131)$$

At $T = T_{eq}$ Eq. 3.131 reduces to

$$\frac{d\nu}{dt} = k_n^{eq} N_n^{eq} e^{\frac{E_c - E_T}{k_B T_{eq}}} \left[ \frac{n_B}{n_B^{eq}} \left( \frac{1 - f_n^{eq} \nu}{1 - f_n^{eq}} \right) - \nu \right]. \quad (3.132)$$

**Corrected rate equation**

Eqs. 3.131 and 3.132 were derived from the rate equation of Eq. 3.107. Using the corrected rate equation of Eq. 3.119 instead yields

$$\frac{d\nu}{dt} = \frac{k_n^{eq} N_n^{eq} \sqrt{\frac{T}{T_{eq}}} \left[ \frac{n_B}{n_B^{eq}} \left( \frac{1 - f_n^{eq} \nu}{1 - f_n^{eq}} \right) e^{\frac{E_c - E_T}{k_B T_{eq}}} - \nu \left( \frac{T}{T_{eq}} \right)^{3/2} e^{-\frac{E_c - E_T}{k_B T}} \right]}{1 + \xi_{eq} \sqrt{\frac{T}{T_{eq}}} \left( \frac{1 - f_n^{eq} \nu}{f_n^{eq} \nu} \right)}, \quad (3.133)$$

where

$$\xi_{eq} = \frac{k_n^{eq} \varepsilon \eta}{q \mu}. \quad (3.134)$$

At $T = T_{eq}$ Eq. 3.133 reduces to

$$\frac{d\nu}{dt} = \frac{k_n^{eq} N_n^{eq} e^{\frac{E_c - E_T}{k_B T_{eq}}} \left[ \frac{n_B}{n_B^{eq}} \left( \frac{1 - f_n^{eq} \nu}{1 - f_n^{eq}} \right) - \nu \right]}{1 + \xi_{eq} \left( \frac{1 - f_n^{eq} \nu}{f_n^{eq} \nu} \right)}. \quad (3.135)$$
3.5 Dynamical electric model of grain boundary

In the dynamical (i.e. time-dependent) case the electric current flowing through the grain-boundary region is not constant due to the displacement current and the time-dependent grain-boundary charge $N_B$. Here it is assumed that no generation or recombination takes place in the depletion regions or in the bulk.

If the cross-sectional area of the path of current $A$ is small compared to the dimensions of the grain boundary (i.e. the contact area between the grains) and the traps are mobile (i.e. mobile ions), trapping may take place in a larger area than $A$. This is phenomenon illustrated in Fig. 3.20. The mobile traps can easily exist in granular gas sensing materials, in which adsorbed atoms and molecules are mostly responsible for trapping (i.e. ionization) processes [5, 9]. This effect can be taken into account with a parameter

$$\eta = \frac{A_{trap}}{A},$$  \hspace{1cm} (3.136)

where $A_{trap}$ is the cross-sectional area in which trapping can occur. Here all the equations are derived by using the parameter of Eq. 3.136. The parameter value of $\eta = 1$ corresponds to the usual case of immobile traps.

The density of current flowing in regions I and II (see Figs. 3.1 and 3.13) are denoted by $J_I$ and $J_{II}$, respectively. At the grain boundary the continuity equation, $\nabla \cdot \vec{J} =$
\[ -\frac{\partial \rho}{\partial t} \] [24], gives a relation between the current densities

\[ J_{II} - J_I = q\eta \frac{dN_B}{dt}. \] (3.137)

In steady state \( J_I = J_{II} \) and the total current flowing through the barrier region is \( J_{DC}^{GB} \). \( J_{DC}^{GB} \) is given by Eq. 3.56. \( J_I \) and \( J_{II} \) are related by Eq. 3.55. Substituting Eq. 3.56 in Eq. 3.55 gives

\[ J_{DC}^{GB} = \frac{J_I I_{II} + J_{II} I_{II}}{I_{tot}}, \] (3.138)

where \( I_{II}, I_{II}, \) and \( I_{tot} \) are given by Eqs. 3.51, 3.54, and 3.57. Plugging Eq. 3.137 in Eq. 3.138 gives

\[ J_I = J_{DC}^{GB} - \frac{I_{II} I_{II}}{I_{tot}} q\eta \frac{dN_B}{dt}. \] (3.139)

With the help of Eqs. 3.50 and 3.139 the density of electrons at the grain boundary in the dynamical case can be written as

\[ n_B = e^{-\frac{q\nu_B}{k_BT}} \left[ N_d + \frac{J_I I_{II}}{qD} \right] = n_{DC}^{B} - \frac{\eta}{D} e^{-\frac{q\nu_B}{k_BT}} \cdot \frac{I_{II} I_{II}}{I_{tot}} \cdot \frac{dN_B}{dt}, \] (3.140)

where \( n_{DC}^{B} \) is the density of electrons at the grain boundary in steady state.

In the dynamical case the total current density is the sum of the free current density \( \vec{J} \) and the displacement current:

\[ \vec{J}_{tot} = \vec{J} + \vec{J}_D. \] (3.141)

In a linear isotropic material the displacement current is given by

\[ \vec{J}_D = \frac{\partial \vec{D}}{\partial t} = \varepsilon \frac{\partial \vec{E}}{\partial t}, \] (3.142)

where \( \vec{D} \) is the electric displacement field. In region I the total current density is given by

\[ J_{tot}^{GB} = J_I + \varepsilon \frac{dE_I}{dt} = J_{DC}^{GB} - \frac{I_{II} I_{II}}{I_{tot}} q\eta \frac{dN_B}{dt} + \varepsilon \frac{dE_I}{dt}. \] (3.143)

where Eq. 3.139 was used.
3.5.1 Calculation using linear potential and approximations

When the linear potential profile is used, \( E_I = E_I^{\text{max}} \) (Eq. 3.38) and the integrals \( I_I \) and \( I_{II} \) are given by Eqs. 3.58 and 3.59. These formulas and Eqs. 3.57 and 3.64 give

\[
\frac{I_{II}}{I_{tot}} = \frac{1 + \frac{U_{GB}}{4V_{B_0}}}{2 - 2e^{-\frac{qV_{B_0}}{k_B T} \left[ 1 + \left( \frac{U_{GB}}{4V_{B_0}} \right)^2 \right]}} \left( \cosh \frac{qU_{GB}}{k_BT} + \frac{U_{GB}}{4V_{B_0}} \sinh \frac{qU_{GB}}{2k_BT} \right) \approx \frac{1}{2} \left( 1 + \frac{U_{GB}}{4V_{B_0}} \right)
\]

(3.144)

and

\[
\frac{I_I I_{II}}{I_{tot}} = \frac{k_B T}{qE_0^{\text{max}}} e^{rac{qV_{B_0}}{k_BT}} \cdot \frac{1 + 2e^{-\frac{qV_{B_0}}{k_BT} \left[ 1 + \left( \frac{U_{GB}}{4V_{B_0}} \right)^2 \right]}}{2 - 2e^{-\frac{qV_{B_0}}{k_BT} \left[ 1 + \left( \frac{U_{GB}}{4V_{B_0}} \right)^2 \right]}} \cosh \frac{qU_{GB}}{2k_BT} + e^{-\frac{2qV_{B_0}}{k_BT} \left[ 1 + \left( \frac{U_{GB}}{4V_{B_0}} \right)^2 \right]} \left( \cosh \frac{qU_{GB}}{2k_BT} + \frac{U_{GB}}{4V_{B_0}} \sinh \frac{qU_{GB}}{2k_BT} \right)
\]

\approx \frac{k_B T}{2qE_0^{\text{max}}} e^{rac{qV_{B_0}}{k_BT}}.

(3.145)

The time dependence of the electric field in the region I both with the linear and quadratic the potential profiles is given by

\[
\frac{dE_I}{dt} = \frac{dE_I^{\text{max}}}{dt},
\]

(3.146)

where Eq. 3.39 and \( \frac{dx_{d1}}{dt} = \frac{x_{d1}}{E_I^{\text{max}} - E_{\text{bulk}}} \left( \frac{dE_I^{\text{max}}}{dt} - \frac{dE_{\text{bulk}}}{dt} \right) \) (see Eqs. 3.31 and 3.39) were used. Plugging Eq. 3.38 in Eq. 3.146 gives

\[
\frac{dE_I}{dt} = \frac{dE_0^{\text{max}}}{dt} \left( 1 + \frac{U_{GB}}{4V_{B_0}} \right) + \frac{E_0^{\text{max}} U_{GB}}{4V_{B_0}} \frac{dU_{GB}}{dt} + \frac{E_0^{\text{max}} U_{GB}}{4} \frac{d}{dt} \left( \frac{1}{V_{B_0}} \right) - \frac{q}{2} \frac{dN_B}{dt} \left( 1 - \frac{U_{GB}}{4V_{B_0}} \right) + \frac{N_d}{N_B} \frac{dU_{GB}}{dt},
\]

(3.147)

where Eq. 3.17 was used. Substituting Eqs. 3.147 and 3.144 into Eq. 3.143 gives

\[
J_{GB}^{\text{tot}} = J_{GB}^{DC} - \frac{1}{2} q \frac{dN_B}{dt} \left[ \eta - 1 + \frac{U_{GB}}{4V_{B_0}} (\eta + 1) \right] + \frac{\varepsilon}{L_d} \frac{dU_{GB}}{dt},
\]

(3.148)
where Eq. 3.23 was used. When \( \eta = 1 \) Eq. 3.148 reduces to [12]

\[
J_{\text{tot}}^{\text{GB}} = J_{\text{DC}}^{\text{GB}} - \frac{U_{\text{GB}}}{4V_{\text{Bo}}} \cdot q \cdot \frac{dN_{\text{B}}}{dt} + \frac{\varepsilon}{L_d} \cdot \frac{dU_{\text{GB}}}{dt}. \tag{3.149}
\]

In Eq. 3.149 it must be noted that \( L_d \) is dependent on \( N_B \) (see Eq. 3.11). The last term in Eqs. 3.148 and 3.149 corresponds to the characteristics of an ideal capacitor, \( I = C \frac{dU}{dt} \) [52]. Thus the capacitance of the grain-boundary region is given by

\[
C_{\text{dep}} = \frac{\varepsilon A}{L_{\text{corr}}}, \tag{3.150}
\]

where \( L_d \) was replaced with \( L_{\text{corr}}^{\text{corr}} \) (see Eq. 3.21) and \( A \) is the cross-sectional area of the grain-boundary region. Eq. 3.150 has exactly the same form as the formula of an ideal plate capacitor with the area \( A \) and the distance between the plates \( L_{\text{corr}}^{\text{corr}} \). If the grain-boundary charge does not change with time, Eq. 3.149 corresponds to a parallel RC circuit. A more detailed treatment of the first two terms in Eq. 3.149 requires the modelling of the dynamics of \( N_B \).

Substitution of Eq. 3.145 in Eq. 3.140 gives

\[
n_{\text{B}} = n_{\text{B}}^{\text{DC}} - \frac{\eta}{2\mu E_{0}^{\text{max}}} \cdot \frac{dN_{\text{B}}}{dt} = n_{\text{B}}^{\text{DC}} - \frac{\varepsilon \eta}{q \mu} \cdot \frac{1}{N_{\text{B}}} \cdot \frac{dN_{\text{B}}}{dt}, \tag{3.151}
\]

where Einstein’s relation (Eq. 2.10) was used. The term \( \frac{2\mu E_{0}^{\text{max}}}{} \) in the intermediate form of Eq. 3.151 is twice the drift velocity of electrons in the electric field with a magnitude of \( E_{0}^{\text{max}} \). Hence, in the dynamical case the density of electrons at the grain boundary \( n_{\text{B}} \) is reduced or increased by the ratio of the rate of change of \( N_B \) and the drift velocity of electrons. In other words, the amount of trapped charge (determined by \( N_B \)) can only change through movement of electrons through the grain-boundary region. The speed of electrons is given by the drift velocity. The overall effect of this is finite speed is merely a delay effect when rapid changes in \( N_B \) take place: A rapid increase of \( N_B \) causes a brief reduction of the density of electrons \( n_B \) from its steady state value \( n_{\text{B}}^{\text{DC}} \). In the opposite case, a rapid decrease of \( N_B \) causes a brief increase of \( n_B \) from its steady state value. Together with the electronic trapping rate equation Eq. 3.151 leads to the introduction of the delay coefficient \( \xi \) (see section 3.4.1).

### 3.5.2 Electrical equivalent circuit model

Here the electrical equivalent circuit (EEC) model for the grain boundary is obtained by linearizing the approximative formula of the density total current flowing through
the grain-boundary region (Eq. 3.148). The EEC model was originally briefly presented in Ref. [12]. In order to simplify the derivation the simplest formulas are used for the DC current flowing through the grain-boundary region (Eq. 3.71) and the electron density at the grain boundary (Eq. 3.72), which is with help of Eq. 3.117 written in the form

\[
\frac{n_B}{n_B^{eq}} = \exp \left[ - \left( \frac{qV_{B0}^{eq}}{k_BT} - 1 \right) (\nu^2 - 1) \right] \cosh \frac{qU_{GB}}{2k_BT}. \tag{3.152}
\]

First, the rate equation describing the density of the occupied grain-boundary states is linearized. Here the normalized rate equation is used (see section 3.4.3). Using Eq. 3.152, Eq. 3.135 can be written as

\[
\frac{d\nu}{dt} = k_{eq}^{-1} \left\{ \exp \left[ - \left( \frac{qV_{B0}^{eq}}{k_BT} - 1 \right) (\nu^2 - 1) \right] \cosh \frac{qU_{GB}}{2k_BT} \left( 1 - \frac{n_B^{eq} \nu}{1 - n_B^{eq} \nu} \right) - \nu \right\} \left( 1 + \xi eq \left( \frac{1 - n_B^{eq} \nu}{1 - f_n \nu} \right) \right), \tag{3.153}
\]

where \( \xi eq \) is given by Eq. 3.134 and

\[
k_{eq}^{-1} = k_{eq} \frac{e^{E_{c} - E_{v}}}{k_BT}, \tag{3.154}
\]

is the so-called reverse rate constant of ionization in the thermodynamical equilibrium (i.e. the prefactor of the normalized rate equation).

The linearization is performed by assuming that the voltage across the grain boundary \( U_{GB} \) and the normalized density of the occupied grain-boundary states \( \nu \) can be written as the sum of DC (i.e. time-independent) and time-dependent components

\[
U_{GB}(t) = U_{GB}^{DC} + \delta U_{GB}(t) \tag{3.155}
\]

\[
\nu(t) = \nu_{DC} + \delta \nu(t), \tag{3.156}
\]

where the time-dependent components \( \delta U \) and \( \delta \nu \) are assumed to be small. The linearized form of the normalized rate equation is given by

\[
\frac{\delta \nu}{\delta t} = \frac{\partial}{\partial U} \left( \frac{d\nu}{dt} \right)_{\nu=\nu_{DC}, U_{GB}=U_{GB}^{DC}} \delta U + \frac{\partial}{\partial \nu} \left( \frac{d\nu}{dt} \right)_{\nu=\nu_{DC}, U_{GB}=U_{GB}^{DC}} \delta \nu. \tag{3.157}
\]

The derivatives of Eq. 3.153 with respect to the voltage \( U_{GB} \) and \( \nu \) are

\[
\frac{\partial}{\partial U_{GB}} \left( \frac{d\nu}{dt} \right)_{\nu=\nu_{DC}, U_{GB}=U_{GB}^{DC}} = \frac{k_{eq}^{-1} q (1 - f_n \nu_{DC})}{2k_BT} \frac{e^{-\left( \frac{qV_{B0}^{eq}}{k_BT} - 1 \right) (\nu_{DC}^2 - 1)}}{1 + \xi eq \left( \frac{1 - n_B^{eq} \nu_{DC}}{1 - f_n \nu_{DC}^2} - 1 \right)} \sinh \left( \frac{qU_{GB}^{DC}}{2k_BT} \right). \tag{3.158}
\]
and

\[
\frac{\partial}{\partial \nu} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} = -k_{-1}^eq \left\{ 1 + \xi_{eq} \left( \frac{1}{f_n^{\nu_{DC}} \nu_{DC}} - 1 \right) \right\} \frac{2}{f_n^{\nu_{DC}} \nu_{DC} - 1} \exp \left[ -\left( \frac{qV_{eq}}{k_BT} - 1 \right) (\nu_{DC}^2 - 1) \right] \cosh \left( \frac{qU_{DC}^{\nu_{GB}}}{2k_BT} \right) \left[ 2\nu_{DC} \left( \frac{qV_{eq}}{k_BT} - 1 \right) (1 - f_n^{\nu_{DC}} \nu_{DC}) + f_n^{\nu_{eq}} \right]
\]

(3.159)

When \( \xi_{eq} = 0 \) Eqs. 3.158 and 3.159 reduce to

\[
\frac{\partial}{\partial U_{GB}} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} = k_{-1}^eq \frac{(1 - f_n^{\nu_{DC}} \nu_{DC}) e^{-\left( \frac{qV_{eq}}{k_BT} - 1 \right) (\nu_{DC}^2 - 1)}}{1 - f_n^{\nu_{DC}} \nu_{DC}} \sinh \left( \frac{qU_{DC}^{\nu_{GB}}}{2k_BT} \right)
\]

(3.160)

and

\[
\frac{\partial}{\partial \nu} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} = -k_{-1}^eq \left\{ \exp \left[ -\left( \frac{qV_{eq}}{k_BT} - 1 \right) (\nu_{DC}^2 - 1) \right] \cosh \left( \frac{qU_{DC}^{\nu_{GB}}}{2k_BT} \right) \right\} \left[ 2\nu_{DC} \left( \frac{qV_{eq}}{k_BT} - 1 \right) (1 - f_n^{\nu_{DC}} \nu_{DC}) + f_n^{\nu_{eq}} \right] + 1 \}
\]

(3.161)

Writing Eq. 3.157 in Fourier space and solving \( \delta \nu \) gives

\[
\frac{\delta \nu}{\delta t} = i\omega \delta \nu = \frac{\partial}{\partial U_{GB}} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} \delta U_{GB} + \frac{\partial}{\partial \nu} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} \delta \nu
\]

\[
\Rightarrow \delta \nu = -\frac{\partial}{\partial \nu} \left( \frac{dv}{dt} \right) \bigg|_{v=v_{DC}^{\nu}, u_{GB}=u_{DC}^{\nu}} + i\omega \delta U_{GB}.
\]

(3.162)

The density of the total current flowing through the grain-boundary region is given by Eq. 3.148. However, because of the electronic trapping the normalized density
of occupied states is time-dependent (cf. Eq. 3.156), the term $J_{DC}^{GB}$ consists of two components: the normal grain-boundary barrier limited current and a term which is caused by the modulation of the grain-boundary barrier. Using the simplest formula for $J_{DC}^{GB}$ (Eq. 3.71) and Eq. 3.117 the DC electric current can be written as

$$I_{DC}^{GB} = I_0 \nu \sqrt{2} \sqrt{V_{eq} - \frac{k_BT}{q}} \exp \left[ -\nu^2 \left( \frac{qV_{eq}^{GB}}{k_BT} - 1 \right) - 1 \right] \sinh \frac{qU_{GB}}{2k_BT}, \tag{3.163}$$

where $I_0 = AJ_0$ (see Eq. 3.66). The linearized $I_{DC}^{GB}$ is given by

$$\delta I_{DC}^{GB} = I_{diff} \left( \frac{\partial I_{DC}^{GB}}{\partial U_{GB}} \right)_{\nu = \nu_{DC}} \delta U_{GB} + I_{mod} \left( \frac{\partial I_{DC}^{GB}}{\partial \nu} \right)_{\nu = \nu_{DC}} \delta \nu, \tag{3.164}$$

where $I_{diff}$ and $I_{mod}$ are the currents corresponding to the differential (i.e. AC) barrier-limited conductance and the modulation of the grain-boundary potential barrier, respectively. The derivatives of Eq. 3.163 are

$$\left( \frac{\partial I_{DC}^{GB}}{\partial U_{GB}} \right)_{\nu = \nu_{DC}, U_{GB} = U_{GB}^{DC}} = I_0 \nu \sqrt{2} \sqrt{2k_BT} \sqrt{V_{eq} - \frac{k_BT}{q}} e^{-\nu^2_{DC} \left( \frac{qV_{eq}^{GB}}{k_BT} - 1 \right) - 1} \cosh \frac{qU_{GB}^{DC}}{2k_BT}, \tag{3.165}$$

and

$$\left( \frac{\partial I_{DC}^{GB}}{\partial \nu} \right)_{\nu = \nu_{DC}, U_{GB} = U_{GB}^{DC}} =$$

$$-I_0 \sqrt{2} \sqrt{V_{eq} - \frac{k_BT}{q}} e^{-\nu^2_{DC} \left( \frac{qV_{eq}^{GB}}{k_BT} - 1 \right) - 1} \sinh \frac{qU_{GB}^{DC}}{2k_BT} \left[ 2\nu^2_{DC} \left( \frac{qV_{eq}^{GB}}{k_BT} - 1 \right) - 1 \right]. \tag{3.166}$$

Finally, the total current flowing through the grain-boundary region can be written as

$$I_{tot}^{GB} = I_{diff} + I_{mod} - \frac{1}{2} qA \frac{dN_B}{dt} \left( \eta - 1 + \frac{U_{DC}^{GB}}{4V_{eq}^{GB}} (\eta + 1) \right) + A \frac{\varepsilon}{L_d} \frac{dU_{GB}}{dt}, \tag{3.167}$$

where $I_{char}$ is the current corresponding to charging and discharging (i.e. trapping and releasing) of the grain boundary electronic states and $I_{cap}$ the capacitive current, respectively.
The differential conductance is given by
\[ \delta G = \frac{I_{diff}}{\delta U_{GB}} = \frac{qI_0\nu_{DC}}{\sqrt{2} k_B T} \sqrt{V_{B_0}^{eq} - \frac{k_B T}{q} e^{-\nu_{DC}^2 \left( \frac{qV_{B_0}^{eq}}{k_B T} \right)} - 1} \cosh \frac{qU_{GB}^{DC}}{2k_B T}, \] (3.168)
where Eqs. 3.164 and 3.165 were used.

The modulating current is given by Eqs. 3.162 and 3.166:
\[ I_{mod} = \frac{\partial I_{DC}^{GB}}{\partial \nu} \bigg|_{\nu = \nu_{DC} \text{ and } U_{GB} = U_{DC}^{GB}} \delta \nu = \frac{\partial U_{GB}^{DC}}{\partial \nu} \bigg|_{\nu = \nu_{DC} \text{ and } U_{GB} = U_{DC}^{GB}} \frac{dU_{GB}}{dt} + i\omega \delta U_{GB}. \] (3.169)

The response function of Eq. 3.169 can be represented by a series RL circuit. The admittance \( Y \) of an ideal series RL circuit is given by
\[ Y = \frac{1}{R + i\omega L} = \frac{1}{\frac{1}{\tau} + i\omega} = \frac{1}{\tau} \frac{1 - i\omega \tau}{\tau^2 \omega^2 + 1}, \] (3.170)
where \( \tau = L/R \) is the time constant of the circuit. Comparison of Eqs. 3.169 and 3.170 gives
\[ L_{mod} = \left[ \frac{\partial I_{GB}^{DC}}{\partial \nu} \bigg|_{\nu = \nu_{DC} \text{ and } U_{GB} = U_{DC}^{GB}} \frac{\partial}{\partial U_{GB}} \left( \frac{d\nu}{dt} \right) \bigg|_{\nu = \nu_{DC} \text{ and } U_{GB} = U_{DC}^{GB}} \right]^{-1}, \] (3.171)
\[ \tau_{mod} = - \left[ \frac{\partial}{\partial \nu} \left( \frac{d\nu}{dt} \right) \bigg|_{\nu = \nu_{DC} \text{ and } U_{GB} = U_{DC}^{GB}} \right]^{-1}, \] (3.172)
\[ R_{mod} = L_{mod}/\tau_{mod}. \] (3.173)

With the help of Eqs. 3.115 and 3.117 the formula of the charging current can be written as
\[ I_{char} = - \frac{1}{2} qA \frac{dN_B}{dt} \left[ \eta - 1 + \frac{U_{GB}}{4V_{B_0}} (\eta + 1) \right] = -I_{char}^0 \frac{d\nu}{dt}, \] (3.174)
where the prefactor is defined by
\[ I_{char}^0 = \frac{1}{2} qA N_B^{eq} \left[ \eta - 1 + \frac{U_{GB} (\eta + 1)}{2^2 \left( \frac{V_{B_0}^{eq} - k_B T}{q} \right)} \right]. \] (3.175)
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Figure 3.21: Electrical equivalent circuit (EEC) of the grain-boundary region [12]. $C_{\text{dep}}$ is the depletion region capacitance and $R_{\text{diff}}$ the resistor corresponding to the differential conductance. The circuit branch $R_{\text{char}} - C_{\text{char}}$ (green) corresponds to the charging and discharging current and the circuit branch $R_{\text{mod}} - L_{\text{mod}}$ (red) to the modulation of the grain-boundary potential barrier. The values of the circuit elements in the circuit branches $R_{\text{char}} - C_{\text{char}}$ and $R_{\text{mod}} - L_{\text{mod}}$ are negative.

Writing linearized Eq. 3.174 in Fourier space and plugging in Eq. 3.162 gives

$$
\delta I_{\text{char}} = -I_{\text{char}}^0 \cdot \frac{\partial}{\partial U_{\text{GB}}} \left( \frac{dv}{dt} \right)_{v=v_{\text{DC}}, u_{\text{GB}}=u_{\text{DC}}^{\text{GB}}} \cdot \frac{i\omega}{\frac{\partial}{\partial v} \left( \frac{dv}{dt} \right)_{v=v_{\text{DC}}, u_{\text{GB}}=u_{\text{DC}}^{\text{GB}}} + i\omega} \delta U_{\text{GB}}. \quad (3.176)
$$

Eq. 3.176 represents a series RC circuit. The admittance $Y$ of an ideal series RC circuit is given by

$$
Y = \frac{1}{R + \frac{1}{\omega C}} = \frac{i\omega C}{i\tau\omega + 1} = \frac{i\omega \cdot R}{R + \frac{1}{\tau + i\omega}} = \frac{1}{R} \cdot \frac{\tau^2 \omega^2 + i\omega C}{\tau^2 \omega^2 + 1}, \quad (3.177)
$$

where $\tau = RC$ is the time constant of the circuit. Comparison of Eqs. 3.176 and 3.177 yields

$$
R_{\text{char}} = -\frac{1}{I_{\text{char}}^0} \cdot \left[ \frac{\partial}{\partial U_{\text{GB}}} \left( \frac{dv}{dt} \right)_{v=v_{\text{DC}}, u_{\text{GB}}=u_{\text{DC}}^{\text{GB}}} \right]^{-1} \quad (3.178)
$$

and

$$
\tau_{\text{char}} = \left[ \frac{\partial}{\partial v} \left( \frac{dv}{dt} \right)_{v=v_{\text{DC}}, u_{\text{GB}}=u_{\text{DC}}^{\text{GB}}} \right]^{-1} = \tau_{\text{mod}} \quad (3.179)
$$

$$
C_{\text{char}} = \tau_{\text{char}} / R_{\text{char}}. \quad (3.180)
$$

The electrical equivalent circuit (EEC) model of the grain-boundary region derived here is shown in Fig. 3.21. In Fig. 3.21 $C_{\text{dep}}$ is the capacitance originating from the depletion region (Eq. 3.150) and $R_{\text{diff}}$ the resistor corresponding to the differential...
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conductance (Eq. 3.168) which represents the ordinary AC current passing through the grain-boundary region, respectively. The circuit branch $R_{\text{char}} - C_{\text{char}}$ shown in green in Fig. 3.21 corresponds to the charging and discharging current (see Eqs. 3.167 and 3.174), which is caused by any change in the density of the grain-boundary charge $N_B$. The last circuit branch shown in red in Fig. 3.21 is the circuit branch $R_{\text{mod}} - L_{\text{mod}}$, which corresponds to the modulation of the grain-boundary potential barrier. Usually the circuit branch $R_{\text{char}} - C_{\text{char}}$ can be neglected (see below). This is due to the fact that often the current corresponding to the change in the grain-boundary charge is very small compared to the currents in the other circuit branches.

The values of the circuit elements in the circuit branches $R_{\text{char}} - C_{\text{char}}$ and $R_{\text{mod}} - L_{\text{mod}}$ are negative, i.e. they both have negative admittances [12]. However, since this kind of behaviour is not physically possible without input of additional energy, these branches disappear at zero DC bias voltage (see below). Different circuit elements in Fig. 3.21 contribute to different parts of the admittance or impedance spectrum of the EEC: At very low frequencies AC current cannot pass through the capacitors $C_{\text{dep}}$ and $C_{\text{char}}$ and the inductor $L_{\text{mod}}$ can be neglected, thus the resistors $R_{\text{diff}}$ and $R_{\text{mod}}$ define the total admittance of the EEC. At low frequencies the branches $R_{\text{char}} - C_{\text{char}}$ and $R_{\text{mod}} - L_{\text{mod}}$ and the resistor $R_{\text{diff}}$ define the total admittance of the EEC. At higher frequencies the inductor $L_{\text{mod}}$ blocks the flow of AC current in the branch $R_{\text{mod}} - L_{\text{mod}}$ and the capacitor $C_{\text{char}}$ can be neglected due to the short circuit effect. In addition, some AC current begins to pass through the capacitor $C_{\text{dep}}$. At high frequencies the total admittance of the EEC is determined by the resistors $R_{\text{diff}}$ and $R_{\text{char}}$ and the capacitor $C_{\text{dep}}$.

The normalized density of the occupied grain-boundary states $\nu_{\text{DC}}$ and the values of the circuit elements $R_{\text{diff}}$ and $C_{\text{dep}}$ are plotted as a function of the DC voltage $U_{\text{GB}}^{\text{DC}}$ across the grain boundary in Fig. 3.22. In Fig. 3.22 $\nu_{\text{DC}}$ increases with $U_{\text{GB}}^{\text{DC}}$ due to electronic trapping. The decrease of $C_{\text{dep}}$ with $U_{\text{GB}}^{\text{DC}}$ in Fig. 3.22 is caused by increase of the total width of the depletion region $L_{\text{dep}}^{\text{GB}}$ due to increase of $\nu_{\text{DC}}$. The exponential dependence of $R_{\text{diff}}$ on $U_{\text{GB}}^{\text{DC}}$ in Fig. 3.22 is mostly due to the cosh-term in Eq. 3.168.

The effect of the parameter $\eta$ (see Eq. 3.136) to the values and the admittance spectrum of the grain boundary is shown in Figs. 3.23 and 3.24, respectively. Fig. 3.23 shows that the values of the resistors $R_{\text{mod}}$ and $R_{\text{char}}$ approach $-\infty$ at the zero DC bias voltage $U_{\text{GB}}^{\text{DC}}$, i.e. the current through the $R_{\text{char}} - C_{\text{char}}$ and $R_{\text{mod}} - L_{\text{mod}}$ branches disappears at $U_{\text{GB}}^{\text{DC}} = 0$. In Fig. 3.24 the admittance is represented by the effec-
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Figure 3.22: Normalized density of the occupied grain-boundary states $\nu_{\text{DC}}$ and the values of the circuit elements $R_{\text{diff}}$ and $C_{\text{dep}}$ plotted as a function of the DC voltage $U_{\text{GB}}^{\text{DC}}$ across the grain boundary. Calculated using Eqs. 3.126, 3.150, 3.152, and 3.168. The parameter values are $\mu = 1000 \, \text{cm}^2/(\text{Vs})$, $N_d = 10^{21} \, \text{m}^{-3}$ ($E_c - E_F = 0.22 \, \text{eV}$), $N_{\text{tot}}^{\text{B}} = 1.4 \cdot 10^{15} \, \text{m}^{-2}$, $E_c - E_T = 0.60 \, \text{eV}$ ($f_{eq} = 0.81$), $V_{\text{eq}}^{\text{B}} = 0.348 \, \text{V}$, and $T = 300 \, \text{K}$.

tive parallel conductance (i.e. the real part of admittance $\Re\{Y\}$) and the effective parallel capacitance (i.e. the imaginary part of admittance $\Im\{Y\}$ normalized by angular frequency $\omega$). The low frequency value of the effective parallel conductance in Fig. 3.24 is given by the resistors $R_{\text{diff}}$ and $R_{\text{mod}}$. The high frequency value of the effective parallel capacitance in Fig. 3.24 is given by the capacitor $C_{\text{dep}}$.

The parameter $\eta$ affects only the time constant of the circuit branches $\tau = \tau_{\text{mod}} = \tau_{\text{char}}$ (see Eqs. 3.134, 3.159, 3.172, and 3.179 and Fig. 3.23) and the values of the circuit elements of the charging and discharging branch $R_{\text{char}}$ and $C_{\text{char}}$ (see Eqs. 3.134, 3.159, 3.175, 3.178, and 3.180 and Fig. 3.23). The essential effect of the parameter $\eta$ is the determination of the magnitude of the charging and discharging current $I_{\text{char}}$ (see Eqs. 3.167 and 3.174). When the value of $\eta$ is high enough ($\eta > 100$ in Fig. 3.24), $I_{\text{char}}$ (i.e. the admittance of the branch $R_{\text{char}} - C_{\text{char}}$) begins to affect the admittance spectrum of the grain-boundary region (see Fig. 3.24). With even higher values of $\eta$ ($\eta > 5000$ in Fig. 3.24) the contribution of $I_{\text{char}}$ is such a high that the shape of the admittance spectrum changes (see Fig. 3.24).

The effect of the delay coefficient $\xi$ (see Eqs. 3.120 and 3.134) to the values and the admittance spectrum of the grain boundary is shown in Figs. 3.25 and 3.26, respectively. The delay coefficient $\xi$ affects only the time constant of the circuit branches $\tau = \tau_{\text{mod}} = \tau_{\text{char}}$ (see Eqs. 3.134, 3.159, 3.172, and 3.179 and Fig. 3.25)
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Figure 3.23: Values of the circuit elements of the modulation (top) and charging (bottom) branches as a function of the DC voltage $U_{GB}^{DC}$ across the grain boundary with various values of the parameter $\eta$. Calculated using Eqs. 3.171, 3.173, 3.178, 3.179, and 3.180. The values of $\nu_{DC}$ are from Fig. 3.22. The parameter values are $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{tot}^B = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 0.60 \text{ eV}$ ($f_{eq}^n = 0.81$), $V_{eqB} = 0.348 \text{ V}$, $k_{eq}^\sigma = 73.2 \text{ s}^{-1}$ ($\sigma_n = 10^{-14} \text{ cm}^2$), $\xi_{eq}(\eta = 1) = 1.06 \cdot 10^{-3}$, and $T = 300 \text{ K}$.

Figure 3.24: Effective parallel conductance and capacitance of the EEC shown in Fig. 3.21 plotted as a function of frequency with various values of $\eta$. The values of the circuit elements and parameters are from Figs. 3.22 and 3.23.
Figure 3.25: Values of the circuit elements of the modulation (top) and charging (bottom) branches as a function of the DC voltage $U_{DC}^{GB}$ across the grain boundary with various values of the delay coefficient $\xi_{eq}$. Calculated using Eqs. 3.171, 3.173, 3.178, 3.179, and 3.180. The values of $\nu_{DC}$ are from Fig. 3.22. The parameter values are $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{tot}^{B} = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 0.60 \text{ eV}$ ($f_{ni}^{eq} = 0.81$), $V_{B0}^{eq} = 0.348 \text{ V}$, $k_{eq}^{B} = 73.2 \text{ s}^{-1}$ ($\sigma_n = 10^{-14} \text{ cm}^2$), $\eta = 1$, and $T = 300 \text{ K}$. The value $\xi_{eq} = 1.06 \cdot 10^{-3}$ is given by Eq. 3.134.

and the values of the circuit elements $L_{mod}$ and $R_{char}$ (see Eqs. 3.134, 3.158, 3.171, and 3.178 and Fig. 3.25). As the name indicates the essential effect of the delay coefficient $\xi$ is addition of delay to those parts of the EEC which describe the electronic trapping process. This shown in Fig. 3.26 where the step in the admittance spectrum of the EEC moves to lower frequencies when $\xi_{eq}$ is increased. In addition to the frequency shift the magnitude of the effective parallel capacitance increases at the low frequencies with increasing values of $\xi_{eq}$.
3.5.3 Electrical equivalent circuit conversion

As Eqs. 3.179 and 3.172 show, the time constants $\tau_{\text{char}}$ and $\tau_{\text{mod}}$ of the series RC and RL circuits are equal. This allows the circuit consisting of the branches $R_{\text{char}}C_{\text{char}}$ and $R_{\text{mod}}L_{\text{mod}}$ in parallel (see Fig. 3.21) to be converted into a circuit with a resistor $R_{\text{mod}}$ and a series RC branch in parallel. The converted EEC of the grain boundary is shown in Fig. 3.27.

The values of the circuit elements are given by [12]

$$
R_{\text{par}} = \frac{R_{\text{diff}}R_{\text{mod}}}{R_{\text{diff}} + R_{\text{mod}}},
$$

$$
R' = \frac{R_{\text{mod}}R_{\text{char}}}{R_{\text{mod}} - R_{\text{char}}},
$$

$$
C' = C_{\text{char}} \left(1 - \frac{R_{\text{char}}}{R_{\text{mod}}} \right).
$$
The time constant of the $R'C'$ branch is the same as in the modulation and charging branches: $\tau = R'C' = \tau_{\text{char}} = \tau_{\text{mod}}$.

### 3.6 Additional modelling considerations

In addition to the effects listed in section 2.3.2 the other effects which were not considered in the models presented in this chapter are listed. Some assumptions which were made during the derivation of the models are also discussed.

- Possible temperature dependencies, which were not considered: dielectric constant, Fermi levels in bulk (ionization of dopants) and interface [1], energy levels of bulk and interface traps [1], band gap narrowing [18], mobility [18], and capture cross-sections of electrons and holes.

- Failure of the depletion region approximation at low grain-boundary potential barrier heights and high applied voltages.

- Detailed modelling of mobility.
  - Temperature and field dependence (i.e. velocity of charge carriers).
  - Velocity of charge carriers. In general, the density of electric current can be written as $J = qnv$, where $v$ is the velocity of electrons. In the DC case $J$ is constant, therefore at the grain boundary $v$ must be high because $n$ is low. This could lead to saturation of $v$.
  - Surface scattering [16,17], when the bulk mean free path is comparable with the film thickness [2].
  - Grain-boundary scattering [2,25].

- Properties of the grain-boundary interface.
  - Bias voltage dependence of the quasi Fermi level at the grain boundary (a small correction) [1,53].
  - Shape of density of interface states as a function of energy [1]. Localised vs. extended states [1].
  - Existence of additional different types of trap states (for example donor-type interface states and chemically induced states [5]) in the interface.
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- Spatial statistical fluctuations of the potential barrier [1].
- Shape and dimension of the interface [1]. Non-symmetrical grain boundaries due to electrical degradation and growth and processing [1].

• Effect of contacts (electrodes): the metal-semiconductor junction.

• Electronic bulk trap states.
  
  - Gives additional dynamic features in the bulk regions.
  - Changes the bulk electron density.
  - Trapping in bulk states in the depletion region [1, 4, 16] (changes the solution of Poisson’s equation performed in section 3.2).
Chapter 4

I–V characteristics of granular semiconductor

In this chapter the analytical DC model of a grain boundaries in n-type semiconductor (see section 3.3) is applied to the calculation of I–V characteristics of granular n-type semiconductor. In addition, the analytical results are compared with results obtained from the numerical simulations with Silvaco ATLAS.

4.1 DC model of granular semiconductor

The one-dimensional geometrical model of a granular n-type semiconductor employed in this work is illustrated in Fig. 4.1. In the model the granular film has $N_{GB}$ identical grain boundaries. The voltage across a single barrier is $U_{GB}$, and the voltage across the whole sample is $U$. In Fig. 4.1a $l$ is the length of the sample or distance between the electrodes and $L_{corr}^d$ the total length of the depletion regions of a single grain boundary (see Eq. 3.21), respectively.

The electric current flowing through the grain-boundary regions can be calculated with the formulas given in the previous chapter. Although the equations for the current are nonlinear, the resistance of a single barrier can be defined as

$$R_{GB} = \frac{U_{GB}}{I} = \frac{U_{GB}}{A J},$$

(4.1)

where $I$ is the electric current and $A$ the cross-sectional area of the sample, respec-
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**a) 1D geometrical model**

![1D geometrical model](image1)

**b) Equivalent circuit model**

![Equivalent circuit model](image2)

Figure 4.1: a) One-dimensional geometrical model of a granular semiconductor. \( l \) is the length of the sample and \( L_{GB} = L_{d}^{corr} \) the total length of the depletion regions in the grain-boundary region, respectively. b) A corresponding equivalent circuit of the 1D geometrical model of a granular semiconductor. \( U \) is the voltage across the sample, \( U_{GB} \) the voltage across a single grain boundary region, \( I \) the electric current flowing through the sample, \( R_{GB} \) the resistance of a single grain boundary region, \( R_{s} \) the series resistance consisting of the resistance of the bulk part of the sample, and \( N_{GB} \) the number of grain boundaries, respectively.

An equivalent-circuit representation of the 1D geometrical model is shown in Fig. 4.1b. The series resistance is given by

\[
R_{s} = \frac{l - L_{d}^{corr} N_{GB}}{\sigma_{bulk} A} = \left( 1 - N_{GB} \frac{L_{d}^{corr}}{l} \right) R_{bulk},
\]

(4.2)

where \( R_{bulk} \) is the bulk resistance

\[
R_{bulk} = \frac{l}{\sigma_{bulk} A},
\]

(4.3)

which is the resistance of a sample without any grain boundaries (i.e. a sample consisting of bulk only). Kirchhoff’s and Ohm’s laws and Eq. 4.2 give for the total current flowing through the material

\[
I = \frac{U}{N_{GB} R_{GB} + R_{s}}.
\]

(4.4)

and for the single grain boundary voltage

\[
U_{GB} = \frac{U - R_{s} I}{N_{GB}} = \frac{U - \left( 1 - N_{GB} \frac{L_{d}^{corr}}{l} \right) R_{bulk} I}{N_{GB}}.
\]

(4.5)

The electric field in the bulk part of the material is given by

\[
E_{bulk} = \frac{J}{\sigma_{bulk}} = \frac{I}{\sigma_{bulk} A} = \frac{R_{s} I}{l - N_{GB} L_{d}^{corr}}.
\]

(4.6)
where Eqs. 4.2 and 4.3 were used.

4.2 Comparison of modelling results

In this section I–V characteristics of n-type granular semiconductor calculated with various analytical formulas and numerical simulation are compared. In addition, the effect of trapping on the I–V characteristics are discussed.

First, the case without the electronic trapping at the grain boundary (i.e. the case where the grain-boundary traps are filled) is considered. The current density $J$, the normalized electron density $n_B/N_d$, and the voltage across the grain-boundary $U_{GB}$ calculated with Silvaco ATLAS and various analytical formulas as a function of voltage $U$ applied across the sample of granular n-type semiconductor are plotted in Fig. 4.2. The different analytical formulas describing the current density $J_{DC}^{GB}$ through the grain-boundary region and the density of electrons at the grain boundary $n_B$ are formulas of the quadratic potential profile with $E_{bulk}$ (Eqs. 3.105 and 3.106), the quadratic potential profile without the bulk electric field (Eqs. 3.90 and 3.91), the linear potential profile (Eqs. 3.65 and 3.68), the 1st approximation of linear potential profile (Eqs. 3.69 and 3.70), and the 2nd approximation of linear potential profile (Eqs. 3.71 and 3.72), respectively. In addition, Eqs. 3.17 and 3.21 and the formulas for the derived in this chapter in section 4.1 (Eqs. 4.4, 4.5, and 4.6) were used. These analytical formulas were numerically solved by using the MATLAB function `fsolve`. The erfi function in Eqs. 3.90, 3.91, 3.105, and 3.106 was calculated with the complex function error function implemented in MATLAB [49]. In addition to the parameter values listed in Fig. 4.2 the parameter values listed in Table 3.1 were used.

In the case where all the grain-boundary traps are filled the I–V curve of the granular semiconductor shown in Fig. 4.2 has three characteristic regions: Linear, super-linear (nonlinear), and series resistance limited (linear). At low voltages the I–V curve is linear. The electrical conduction limited by the potential barrier $V_B$ at the grain boundary. At higher voltages the super-linear (nonlinear) region appears. In the super-linear region the effective potential barrier decreases with increasing voltage and the current increases exponentially (see sections 3.2.5 and 3.3). At high voltages the resistance of the bulk regions of the granular semiconductor begins to limit the nonlinear increase of current. In this the series resistance limited region the I–V
Figure 4.2: Current density $J$, normalized electron density $n_B/N_d$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample. Calculated using Silvaco ATLAS and various formulas: Quadratic potential profile with $E_{bulk}$ (Eqs. 3.105 and 3.106), quadratic profile (Eqs. 3.90 and 3.91), linear profile (Eqs. 3.65 and 3.68), 1$^{st}$ approximation of linear profile (Eqs. 3.69 and 3.70), and 2$^{nd}$ approximation of linear profile (Eqs. 3.71 and 3.72). In addition, Eqs. 3.17, 3.21, 4.4, 4.5, and 4.6 were used. The parameter values are $l = 10 \ \mu m$, $N_d = 10^{21} \ \text{m}^{-3}$ ($E_c - E_F = 0.22 \ \text{eV}$), $\mu = 1000 \ \text{cm}^2/(\text{Vs})$, $N_{GB} = 1$, $N_{tot}^B = 1.4 \cdot 10^{15} \ \text{m}^{-2}$, $E_c - E_F = 2 \ \text{eV}$ (all traps filled), and $T = 300 \ \text{K}$. The parameters are the same as in Figs. 3.10, 3.11, and 3.12.
characteristics return back to linear.

In the linear region ($U \lesssim 0.1 \, \text{V}$ in Fig. 4.2) all the analytical formulas are in excellent agreement with the numerical simulation results. In the super-linear regime ($0.1 \, \text{V} \lesssim U \lesssim 1 \, \text{V}$ in Fig. 4.2) only the 2$\text{nd}$ approximation formulas of the linear potential profile (Eqs. 3.71 and 3.72) are not in agreement with the numerical simulation results due to overestimation of current density and grain-boundary electron density. However, due to the bulk resistance the overestimation is not as poor as in the case of the grain boundary alone (see section 3.3.5).

In the series resistance limited region (at $U \approx 2.5 \, \text{V}$ in Fig. 4.2) the 1$\text{st}$ approximation formulas of the linear profile (Eqs. 3.69 and 3.70) fail due to the numerical convergence problems (see discussion in section 3.3.5). In the series resistance limited region ($U \gtrsim 2 \, \text{V}$ in Fig. 4.2) all the analytical formulas overestimate the current density and grain-boundary electron density. The smallest difference between the numerical simulation results and the formulas of the quadratic potential profile with $E_{\text{bulk}}$ (Eqs. 3.105 and 3.106). The reason for this is that with $E_{\text{bulk}}$ taken into account the voltage across the grain-boundary region $U_{\text{GB}}$ (see Fig. 4.2) increases with the applied voltage $U$, thus increasing the voltage across the bulk regions (see Fig. 4.1) and thereby limiting the increase of current due to the series-resistance effect. However, some overestimation of current still exist due to the faulty form of Eq. 3.105. These overestimation problems are generally caused by the fact that depletion region approximation fails at high voltages (see discussion in section 3.2.6).

In the case with electronic trapping at the grain boundary the current density $J$, the normalized electron density $n_B/N_d$, and the voltage across the grain-boundary $U_{\text{GB}}$ calculated with Silvaco ATLAS and various analytical formulas as a function of voltage $U$ applied across the sample of granular $n$-type semiconductor are plotted in Fig. 4.3. The trapping effect was calculated with Eqs. 3.114, 3.116, 3.117, 3.118, and 3.126. In Fig. 4.3 calculations were not performed with the formulas of quadratic potential profile with $E_{\text{bulk}}$ (Eqs. 3.105 and 3.106) and the 1$\text{st}$ approximation of the linear profile (Eqs. 3.69 and 3.70) because of the numerical convergence problems (see discussion in section 3.3.5). All the other analytical formulas performed as well as in the previous case of filled traps.

In addition to the three regions observed in the I–V curve of the case with all traps filled a fourth region appears (see Fig. 4.3): At low voltages after the linear region there is a sub-linear region where the increase of current with voltage is less than
Figure 4.3: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample. Calculated using Silvaco ATLAS and various formulas: Quadratic potential profile (Eqs. 3.90 and 3.91), linear profile (Eqs. 3.65 and 3.68), and 2nd approximation of linear profile (Eqs. 3.71 and 3.72). In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $l = 10 \, \mu m$, $N_d = 10^{21} \, m^{-3}$ ($E_c - E_F = 0.22 \, eV$), $\mu = 1000 \, cm^2/(Vs)$, $N_{GB} = 1$, $N_{tot} = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_T = 0.6 \, eV$, and $T = 300 \, K$. The same case but without trapping is shown in Fig. 4.2.
in the linear region. This is caused by filling of the grain-boundary traps, what in turn increases the zero-voltage grain-boundary potential $V_{B0}$ (see Fig. 4.3 and Eq. 3.17) thereby limiting the flow of current. In spite of the filling of the traps the sub-linear region changes into the super-linear or nonlinear region at higher voltages (at $U \approx 0.15$ V in Fig. 4.3).

### 4.3 Effect of parameters

In this section the effect of the most important parameters of the model on I–V characteristics of $n$-type granular semiconductor are discussed.

The I–V characteristics are calculated with the numerical simulation software Silvaco ATLAS and the analytical formulas of the quadratic potential profile without the bulk electric field (Eqs. 3.90 and 3.91) and the linear potential profile (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. These analytical formulas were numerically solved by using the MATLAB function `fsolve`. The erfi function in Eqs. 3.90, 3.91, 3.105, and 3.106 was calculated with the complex function error function implemented in MATLAB [49].

In addition to the parameter values listed in Fig. 4.2 the parameter values listed in Table 3.1 were used. The current density $J$, the normalized electron density $n_B/N_d$, and the voltage across the grain-boundary $U_{GB}$ calculated with Silvaco ATLAS and the analytical formulas and with various values of the parameters as a function of voltage $U$ applied across the sample of granular $n$-type semiconductor are plotted in Figs. 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, and 4.10. In all figures the analytical formulas and the numerical results are in excellent agreement in all of the regions of the I–V curves (see section 4.2), except in the series resistance limited region (at high voltages). In addition, the quadratic and linear potential profile formulas give very similar results.

In Fig. 4.4 the energy level of the grain-boundary state $E_c - E_T$ is varied. $E_c - E_T$ has a huge effect on the I–V characteristic because it defines the magnitude of the trapping process and the occupancy of the grain-boundary states in the thermodynamical equilibrium $f_n^{eq}$ (i.e. the occupancy at zero voltage). Fig. 4.4 shows that $f_n^{eq}$ increases with $E_c - E_T$. When $f_n^{eq} = 1$ (i.e. all traps filled at 0 V), the sub-linear regime disappears in the I–V curve (see Fig. 4.4 and discussion in section 4.2).

The total density of grain-boundary states $N_B^{tot}$ is varied in Fig. 4.5. $N_B^{tot}$ determines
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Figure 4.4: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values of the energy level of the grain-boundary state $E_c - E_T$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $l = 10 \ \mu m$, $\mu = 1000 \ \text{cm}^2/(\text{Vs})$, $N_d = 10^{21} \ \text{m}^{-3}$ ($E_c - E_F = 0.22 \ \text{eV}$), $N_{GB} = 1$, $N_B^{tot} = 1.4 \cdot 10^{15} \ \text{m}^{-2}$, and $T = 300 \ \text{K}$.
mostly the maximum of the zero-voltage grain-boundary potential, which is given by \( V^\text{tot}_B \) (see Eq. 3.114), and the occupancy of the grain-boundary states in the thermodynamical equilibrium \( f_n^\text{eq} \). Higher values of \( N^\text{tot}_B \) result in lower values for current and grain-boundary electron density (especially in the linear regime at low voltages), and larger sub-linear region (see Fig. 4.5). However, the effect is reduced considerably in the series resistance limited region at high voltages (see Fig. 4.5) due to the bulk resistance.

In Fig. 4.6 the length of the sample, \( l \), is varied. \( l \) affects only the series resistance limited region of the I–V curve at high voltages (see Fig. 4.6). The donor density \( N_d \) is varied in Fig. 4.7. In addition to the bulk regions and the series resistance limited region \( N_d \) has also an effect on the zero-voltage grain-boundary potential \( V^\text{B}_0 \) (see Eq. 3.17). The final bulk-related effect is the mobility \( \mu \), which is varied in Fig. 4.8. \( \mu \) affects only the flow of current in the bulk and the grain-boundary regions (see section 3.3 and Eqs. 3.90 and 3.65).

The final parameter under consideration is the absolute temperature \( T \). The effect of the temperature in two different cases with the energy level of the grain-boundary state \( E_c - E_T \) of 0.60 eV and 1.00 eV is shown in Figs. 4.9 and 4.10, respectively. In the model the electronic trapping and most of the formulas describing the grain boundary region are highly dependent on temperature. Hence, the I–V characteristics change considerably when temperature is changed. The major effects of a temperature increase are increased current and grain-boundary electron density (see Figs. 4.9 and 4.10).
Figure 4.5: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B_0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values of the total density of grain-boundary states $N_{B_{tot}}$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $l = 10 \mu m$, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{GB} = 1$, $E_c - E_T = 0.60 \text{ eV}$, and $T = 300 \text{ K}$. 
Figure 4.6: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values of the sample length $l$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $\mu = 1000 \text{cm}^2/\text{Vs}$, $N_d = 10^{21} \text{m}^{-3}$ ($E_c - E_F = 0.22 \text{eV}$), $N_{GB} = 1$, $N_{B}^{tot} = 1.4 \times 10^{15} \text{m}^{-2}$, $E_c - E_T = 0.60 \text{eV}$ ($f_{eq}^{n} = 0.81$), and $T = 300 \text{K}$.
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Figure 4.7: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B_0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values of the donor density $N_d$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $l = 10 \mu$m, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_{GB} = 1$, $N_B^{l_{tot}} = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 0.60 \text{ eV}$, and $T = 300 \text{ K}$.
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Figure 4.8: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B_0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values of the mobility $\mu$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.117, 3.118, 3.126, 4.4, and 4.5 were used. The parameter values are $l = 10 \ \mu$m, $N_d = 10^{21} \ \text{m}^{-3}$ $(E_c - E_F = 0.22 \ \text{eV})$, $N_{GB} = 1$, $N_B^{tot} = 1.4 \cdot 10^{15} \ \text{m}^{-2}$, $E_c - E_T = 0.60 \ \text{eV}$ ($f_{eq} = 0.81$), and $T = 300 \ \text{K}$. 
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Figure 4.9: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B_0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values the absolute temperature $T$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.125, 4.4, and 4.5 were used. The parameter values are $l = 10 \mu m$, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{GB} = 1$, $N_{B_1} = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 0.60 \text{ eV}$ ($f_n^{eq}(T_{eq}) = 0.81$), and $T_{eq} = 300 \text{ K}$. 
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Figure 4.10: Current density $J$, normalized electron density $n_B/N_d$, the zero-voltage potential at the grain boundary $V_{B0}$, and voltage across the grain-boundary $U_{GB}$ plotted as a function of voltage $U$ applied across the sample with various values the absolute temperature $T$. Calculated using Silvaco ATLAS, and quadratic (Eqs. 3.90 and 3.91) and linear potential profile formulas (Eqs. 3.65 and 3.68), respectively. In addition, Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.125, 4.4, and 4.5 were used. The parameter values are $l = 10 \mu m$, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{GB} = 1$, $N_{B}^{lat} = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 1.00 \text{ eV}$ ($f_{n}^{eq}(T_{eq}) \approx 1.0$), and $T_{eq} = 300 \text{ K}$. 
Chapter 5

Small signal analysis of granular semiconductor

In this chapter the AC model of a grain boundaries in $n$-type semiconductor (see section 3.5) is applied to the small signal analysis of granular $n$-type semiconductor. In addition, the analytical results are compared with results obtained from the numerical simulations with Silvaco ATLAS.

5.1 Electrical equivalent circuit model

The EEC model for granular semiconductor is shown in Fig. 5.1. Although the model in Fig. 5.1 applies to a semiconductor with a single grain boundary, the model can be easily extended to the case of multiple grain boundaries by connecting additional grain-boundary and bulk regions in series.

The impedance of the granular semiconductor consisting of $N_{GB}$ identical grain boundaries (see Fig. 4.1a) and represented by the EEC shown in Fig. 5.1b is given by

$$Z = \frac{1}{R_s + i\omega C_s} + \frac{1}{R_{diff} + i\omega C_{dep}} + \frac{N_{GB}}{R_{char} + \frac{1}{i\omega C_{char}}} -1 + (R_{mod} + i\omega L_{mod})^{-1},$$

(5.1)

where the series resistance of the bulk region $R_s$ is given by Eq. 4.2 and the series
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Figure 5.1: Electrical equivalent circuit (EEC) model of granular semiconductor with a single grain boundary. Either the EEC representation (a) or (b) can be employed. $U_{DC}^{GB}$ is the DC bias voltage across the grain boundary.

The capacitance caused by the bulk region by

$$C_s = \frac{\varepsilon A}{l - N_{GB}L_{corr}}.$$  \hspace{1cm} (5.2)

The formulas for the values of the other circuit elements in Fig. 5.1 are given in section 3.5.2.

In order to calculate the values of all the circuit elements in Fig. 5.1 the values of the DC bias voltage across a single grain-boundary region $U_{DC}^{GB}$ and the normalized density of the occupied grain-boundary states in steady state $\nu_{DC}$ must be known (see section 3.5.2). For this the DC solution (see section 4.1) must be calculated first. Here the formulas of the 2nd approximation of linear profile (Eqs. 3.71 and 3.72), and Eqs. 3.17, 3.21, 3.114, 3.116, 3.117, 3.118, 3.126, 4.4, and 4.5 are used in the calculation of $U_{DC}^{GB}$ and $\nu_{DC}$.

The admittance spectra of a granular n-type semiconductor as a function of frequency with various values of the DC bias voltage $U_{DC}$ across the sample are plotted in Fig. 5.2. The admittance spectra are represented by the effective parallel conductance (i.e. the real part of admittance, $\Re\{Y\}$) and the effective parallel capacitance (i.e. the imaginary part of admittance normalized by angular frequency, $\Im\{Y\}/\omega$) in Fig. 5.2. The data in Fig. 5.2 was calculated using Silvaco ATLAS and the analytical model presented in this section (Eq. 5.1).

The various phenomena in the granular semiconductor indicated in Fig. 5.2 occur in different frequency ranges: At very high frequencies (> $10^{11}$ Hz in Fig. 5.2) only the conductance and capacitance of the bulk regions of the material (i.e. $R_s$ and $C_s$ in Fig. 5.1b) are visible. At intermediate frequencies (around $10^4$–$10^8$ Hz in Fig. 5.2)
Figure 5.2: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the DC bias voltage $U_{\text{DC}}$ across the sample. The regions of spectra corresponding to the various phenomena are indicated. The grain-boundary conductance and capacitance correspond to $R_{\text{diff}}$ and $C_{\text{dep}}$, respectively. Calculated using Silvaco ATLAS and the analytical model presented in this section (Eq. 5.1). The parameter values are $l = 10 \, \mu\text{m}$, $\mu = 1000 \, \text{cm}^2/(\text{Vs})$, $N_d = 10^{21} \, \text{m}^{-3}$ ($E_c - E_F = 0.22 \, \text{eV}$), $N_{GB} = 1$, $\eta = 1$, $N_B^{\text{tot}} = 1.4 \cdot 10^{15} \, \text{m}^{-2}$, $E_c - E_T = 0.60 \, \text{eV}$ ($f_{\text{eq}} = 0.81$), $\sigma_n = 10^{-14} \, \text{cm}^2$, and $T = 300 \, \text{K}$.

The ordinary grain-boundary AC conductance and capacitance (i.e. $R_{\text{diff}}$ and $C_{\text{dep}}$ in Fig. 5.1) define the AC response of the material. At very low frequencies ($< 10^2 \, \text{Hz}$ in Fig. 5.2) the electronic trapping effects at the grain boundaries (i.e. the circuit branches $R_{\text{char}}-C_{\text{char}}$ and $R_{\text{mod}}-L_{\text{mod}}$ in Fig. 5.1) dominate the admittance spectrum. Fig. 5.2 shows that the grain-boundary trapping effects in the admittance spectrum disappear at zero DC bias voltage as it was discussed earlier (see section 3.5.2).

Fig. 5.2 shows that the agreement between the analytical model and the numerical simulation results is very good in the whole frequency range at low DC bias voltages.
(\(U_{DC} \lesssim 0.2\) V). At higher voltages the analytical model overestimates the grain-boundary conductance and underestimates the grain-boundary capacitance and the effective capacitance of the grain-boundary trapping effects (see Fig. 5.2). In fact the discrepancy between the models at higher voltages is such a large that the analytical model should not be used at high voltages (\(U_{DC} \gtrsim 0.5\) V in the case of Fig. 5.2). The poor performance of the analytical model is mostly caused by the simplest approximative formulas (Eqs. 3.71 and 3.72) used in the derivation of the model (see sections 3.5.1 and 3.5.2).

5.2 Effect of parameters

In this section the effect of the most important parameters of the model on the admittance spectrum of \(n\)-type granular semiconductor are discussed.

Here the admittance spectra are represented by the effective parallel conductance and capacitance. They were calculated at three different DC bias voltages (0 V, 0.1 V, and 1.0 V) using Silvaco ATLAS and the analytical model presented in section (Eq. 5.1). The effective parallel conductance and capacitance as a function of frequency with various values of the parameters of the model are plotted in Figs. 5.3, 5.4, 5.5, 5.6, 5.7, 5.8, 5.9, and 5.10. In all of the figures at 0 V and 0.1 V DC bias voltages the analytical model and the numerical results are in a very good agreement in the whole frequency range. At the high DC bias voltage of 1.0 V the performance of the analytical model is poor, as it was discussed in section 5.1.

In Fig. 5.3 the value of the electron capture cross-section \(\sigma_n\) is varied. \(\sigma_n\) determines the rate of the electronic trapping process, hence it only affects the grain-boundary trapping section of the admittance spectrum of the material. When \(\sigma_n\) is increased the characteristic step in the admittance step shifts roughly by the same amount to higher frequencies (see the \(U_{DC} = 0.1\) V plot in Fig. 5.3). In addition, the magnitude of the effective capacitance of the trapping effect changes.

The energy level of the grain-boundary state \(E_c - E_T\) is varied in Fig. 5.4. In addition to the trapping process \(E_c - E_T\) determines the zero-voltage grain-boundary potential \(V_{B0}\). This is the reason why also the grain-boundary conductance and capacitance change with \(E_c - E_T\) in Fig. 5.4. Similar effect is also shown in Fig. 5.5 in which the total density of grain-boundary states \(N^\text{tot}_B\) is varied. However, because \(N^\text{tot}_B\)
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Figure 5.3: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the electron capture cross-section $\sigma_n$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \, \mu m$, $\mu = 1000 \, cm^2/(Vs)$, $N_d = 10^{21} \, m^{-3}$ ($E_c - E_F = 0.22 \, eV$), $N_{GB} = 1$, $\eta = 1$, $N_{B}^{tot} = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_F = 0.60 \, eV$ ($f_{eq} = 0.81$), and $T = 300 \, K$. 

$\eta = 1$ 
$N_{B}^{tot} = 1.4 \cdot 10^{15} \, m^{-2}$ 
$E_c - E_F = 0.60 \, eV$ 
$f_{eq} = 0.81$ 
$T = 300 \, K$
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does not directly determine the rate of the trapping, the effect of \( N_B^\text{tot} \) on the low frequency part of the admittance spectrum is weaker than with \( E_c - E_T \).

The effect of the length of the sample \( l \) on the admittance spectrum is shown in Fig. 5.6. Mostly the high-frequency part of the spectrum, where the bulk effect exist, changes with \( l \). However, slight changes occur also in the whole spectrum due to the decrease of the DC bias voltage across the grain boundary \( U_{DC}^{GB} \) with \( l \).

In Fig. 5.7 the donor density \( N_d \) is varied. \( N_d \) affects the bulk conductance regions and the zero-voltage grain-boundary potential \( V_{B0} \) (see Eq. 3.17). Therefore only the bulk capacitance region (at high frequencies) does not change in the admittance spectrum when \( N_d \) is changed.

The mobility \( \mu \) is varied in Fig. 5.8. \( \mu \) determines both the grain-boundary and bulk conductances. \( \mu \) has also an effect on the grain-boundary trapping process via the delay coefficient \( \xi \) (see Eq. 3.120). This effect is shown at \( U_{DC} = 0.1 \) V in Fig. 5.8: When \( \mu = 10^{-3} \) cm\(^2\)/(Vs) the step corresponding to the grain-boundary step in the effective parallel conductance spectrum is at much lower frequencies (at around 1 Hz) than with higher values of \( \mu \) (at around \( 10^3 \) Hz). In addition the magnitude of the effective parallel capacitance at low frequencies changes with \( \mu \) due to \( L_{mod} \) (see section 3.5.2).

Finally, the effect of the absolute temperature \( T \) is shown in Figs. 5.9 and 5.10, in which two different values for the energy levels of the grain-boundary state \( E_c - E_T \), 0.60 eV and 1.00 eV, are used. Due to the various temperature dependencies the trapping process and grain-boundary conductance is highly dependent on temperature. Only the bulk region of the admittance spectrum does not change with temperature.
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Figure 5.4: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the energy level of the grain-boundary state $E_c - E_T$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \mu m$, $\mu = 1000 \ cm^2/(Vs)$, $N_d = 10^{21} \ m^{-3}$ ($E_c - E_F = 0.22 \ eV$), $N_{GB} = 1$, $\eta = 1$, $N_{tot}^B = 1.4 \cdot 10^{15} \ m^{-2}$, $\sigma_n = 10^{-14} \ cm^2$, and $T = 300 \ K$. 

Effective parallel conductance

Effective parallel capacitance

UDC = 0 V

UDC = 0.1 V

UDC = 1 V
Figure 5.5: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the total density of grain-boundary states $N_{tot}^B$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \mu m$, $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{GB} = 1$, $\eta = 1$, $E_c - E_T = 0.60 \text{ eV}$, $\sigma_n = 10^{-14} \text{ cm}^2$, and $T = 300 \text{ K}$.
Figure 5.6: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the sample length $l$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $\mu = 1000 \text{ cm}^2/(\text{Vs})$, $N_d = 10^{21} \text{ m}^{-3}$ ($E_c - E_F = 0.22 \text{ eV}$), $N_{GB} = 1$, $\eta = 1$, $N_{tot}^{B} = 1.4 \cdot 10^{15} \text{ m}^{-2}$, $E_c - E_T = 0.60 \text{ eV}$ ($f_{n}^{eq} = 0.81$), $\sigma_n = 10^{-14} \text{ cm}^2$, and $T = 300 \text{ K}$.
Figure 5.7: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the donor density $N_d$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \, \mu m$, $\mu = 1000 \, cm^2/(Vs)$, $N_{GB} = 1$, $\eta = 1$, $N_{tot}^B = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_T = 0.60 \, eV$, $\sigma_n = 10^{-14} \, cm^2$, and $T = 300 \, K$. 
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Figure 5.8: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the mobility $\mu$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \, \mu$m, $N_d = 10^{21} \, m^{-3}$ ($E_c - E_F = 0.22 \, eV$), $N_{GB} = 1$, $\eta = 1$, $N_B^{tot} = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_T = 0.60 \, eV$ ($f_{n}^{eq} = 0.81$), $\sigma_n = 10^{-14} \, cm^2$, and $T = 300 \, K$. 
Figure 5.9: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the absolute temperature $T$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \, \mu m$, $\mu = 1000 \, cm^2/(Vs)$, $N_d = 10^{21} \, m^{-3}$ ($E_c - E_F = 0.22 \, eV$), $N_{GB} = 1$, $\eta = 1$, $N_{tot}^B = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_T = 0.60 \, eV$ ($f_{eq}^{n}(300 \, K) = 0.81$), and $\sigma_n = 10^{-14} \, cm^2$. 
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Figure 5.10: Effective parallel conductance and capacitance plotted as a function of frequency with various values of the absolute temperature $T$ and the DC bias voltage $U_{DC}$ across the sample. Calculated using Silvaco ATLAS and the analytical model presented in section 5.1 (Eq. 5.1). The parameter values are $l = 10 \, \mu m$, $\mu = 1000 \, cm^2/(Vs)$, $N_d = 10^{21} \, m^{-3}$ ($E_c - E_F = 0.22 \, eV$), $N_{GB} = 1$, $\eta = 1$, $N_{tot} = 1.4 \cdot 10^{15} \, m^{-2}$, $E_c - E_T = 1.00 \, eV$ ($f_{n}^{eq}(300 \, K) \approx 1.0$), and $\sigma_n = 10^{-14} \, cm^2$. 
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Conclusions

In this work the electrical properties of granular large band-gap \( n \)-type semiconductor were modelled using analytical and numerical simulation methods. The effect of holes in the material was neglected. However, with very small changes, the results presented in this work can also be applied to a \( p \)-type semiconductor. The analytical model was compared with the results from the SILVACO ATLAS device simulation software.

In this work the analytical DC and AC models of the granular \( n \)-type semiconductor were presented. The grain boundaries were modelled with infinitely thin interfaces that have acceptor-type electronic interface states with a single discrete energy level. The whole granular material was modelled with a number of identical grain boundaries separated by bulk regions.

The potential in the grain-boundary region was modelled with three different profiles: the quadratic potential profile with the bulk electric field taken into account, the quadratic potential profile without the bulk electric field, and the linear potential profile. The comparison of the DC current density and the electron density at the grain boundary calculated with different potential profiles showed that all potential profiles gave very similar results. In other words, it seems that when the electric properties are calculated only the region near the top of the grain-boundary potential barrier needs to be considered.

Using the models the I–V characteristics of the granular semiconductor was calculated in the case with and without electronic trapping at the grain boundaries. The
results showed that I–V curves had four characteristic regions: linear, sub-linear, super-linear (nonlinear), and series resistance limited (linear). In the linear regime at low voltages the electrical conduction is limited by the grain-boundary potential barrier. The sub-linear region is caused by the electronic trapping at grain boundaries. In the super-linear region at higher voltages the effective potential barrier decreases with increasing voltage and the current increases exponentially. In the series resistance limited region at high voltages the resistance of the bulk parts of the granular material the I–V curves return back to linear. The agreement between the analytical and numerical results was excellent in a large voltage range. The poorer performance at high voltages was explained by the failure of the depletion region approximation, which was also seen in the potential profile calculations.

In the small-signal AC analysis of the granular semiconductor the electrical equivalent circuit (EEC) model of the granular semiconductor material was presented. The model shows that a granular semiconductor material exhibits negative admittance and capacitance, when the electronic trapping at grain boundaries is present and a DC bias voltage is applied across the material. The analytical and numerical results were in a very good agreement in the whole frequency range. However, at high DC bias voltages the analytical model fails due to the simple approximative formulas used in the derivation of the analytical model.


