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Abstract—Finite element analysis of electrical machines with multi-conductor windings can be computationally costly. This paper proposes a solution to this problem, using a reduced basis approach. The field-circuit problem is first solved in a single slot only, with a set of different boundary conditions. These pre-computed solutions are then used as shape functions to approximate the solution in all slots of the full problem. A polynomial interpolation method is also proposed for coupling the slot domains with the rest of the geometry, even if the geometries or meshes do not fully conform on the boundary.

The method is evaluated on several test problems both in the frequency- and time-domains. According to the simulations, accurate solutions are obtained, 54-90 times faster compared to the established finite element approach.

Index Terms—Finite element analysis, eddy currents, proximity effects, reduced order systems.

I. INTRODUCTION

The prevailing efficiency and performance demands require an accurate prediction of resistive losses in the windings of an electrical machine. Outside very simple geometries, finite element (FE) analysis is typically required due to the eddy-current phenomena. However, this can be a computationally formidable task due to the dense mesh required, especially if the number of conductors is large. This is true especially at higher frequencies, e.g. when considering the effect of voltage harmonics from converter supply.

These high-frequency resistive losses can be divided into skin- and proximity-effect losses — the latter of which is typically dominant — and circulating currents. The former two are related to the uneven current density distribution within a conductor, whereas the latter refers to the uneven distribution of total current between conductors connected in parallel. Modelling both phenomena requires taking into account the conductor-level field solution as well as the total winding configuration.
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Proximity effects have been often analysed by time- or frequency-domain homogenization [1]–[8]. However, these studies have mostly focused on purely series-connected coils, or idealized Litz wires. By contrast, the scarce research on circulating currents has mostly ignored the proximity effects [9]–[12]. Some brute-force and analytical approaches have also been studied, typically with problems with relatively few conductors [13]–[23].

This paper proposes a reduced basis approach for analysing both the proximity and circulating current effects in a computationally efficient fashion, extending the work presented at the ICEM conference [24]. The method has been heavily inspired by the recently-proposed domain decomposition approach [25], but extends the analysis to the time-domain and addresses many of its drawbacks related to analysing electrical machines in particular. Indeed, the proposed method can be directly applied on arbitrary and uneven conductor packings inside a slot of any shape. Furthermore, a nonconforming coupling is proposed between the domains, allowing for easy handling of curved boundaries and a great liberty for meshing. Finally, the proposed method results in a significantly smaller problem in the online computation stage.

The accuracy and efficiency of the method are then evaluated on several demonstrative problems. The performance of the proposed coupling approach is first evaluated on a simplified problem. Then, nonlinear analysis is performed on a 500 kW induction machine both in the frequency- and time-domains. According to the simulations, the method is accurate and yields significant computational time savings in realistic problems. Thus, it could be very useful in the design and optimization of high-performance electrical machines.

II. REDUCED BASIS APPROACH

This paper proposes an approach for 2D field-circuit FE analysis of an electrical machine with a large number of conductors per stator slot. Using traditional techniques, this type of analysis would be computationally costly due to the large number of degrees-of-freedom (DoF) required for each slot. In the proposed method, a set of solutions is first computed for one slot and different boundary conditions. These solutions are then used as shape functions in the full problem, to approximate the solution in all slots of the machine. On the slot boundary, they are coupled together with the typical nodal-based shape functions. The method will be referred to as a reduced-basis approach due to the use of...
pre-computed solutions. However, it obviously bears a close resemblance to domain decomposition methods as well.

Throughout this paper, the following terms are adopted. The slot domain with the pre-computed solutions is referred to as the reduced domain, whereas the rest of the machine excluding the slots is called main domain. Similar terminology is used for the meshes. The term main problem shall refer to analysing the full problem domain with the proposed method. The tilde notation ˜ will be used for reduced domain quantities. Furthermore, a coupling boundary will be defined to couple the domains together, the shape of which is defined by coupling nodes. In the general case, this coupling boundary does not need to conform exactly to the boundaries of either the main or reduced domains.

A slightly similar domain decomposition approach with Dirichlet-to-Neumann mapping (DIN) was presented in [25]. This DIN method was based on a regular tessellation of a winding, with one hexagonal tile per conductor. However, this approach would be difficult to apply to more complex slot shapes with a non-uniform packing of conductors. Thus, in this paper the entire slot is modelled at once. The computation cost for the reduced domain is of course higher, but should not be intolerable with typical slot shapes and realistic mesh densities. Additionally, using the DIN method on the uneven meshing would probably require solving several reduced domain problems with different tile shapes, increasing both packing would probably require solving several reduced domain problems with different tile shapes, increasing both the solution and overhead times.

Furthermore, the DIN method required a conforming meshing at the boundary between main and reduced domains. By contrast, the proposed method allows for discrepancies between the meshes and even the geometries themselves. Finally, the DIN method had a minimum of 2 DoFs per conductor in the main domain analysis, whereas the proposed method has DoFs only on the coupling boundary. Indeed, in the examples good results shall be seen with only 60 DoFs per slot, where the DIN method would have required at least 672.

A. A-V Formulation

In this paper, the well-known A-V formulation is used, so the solution of the Galerkin-discretized field-circuit problem consists of the vector potential ˜a, voltages ˜u over the conductors and a set of linearly independent currents (typically loop currents) 1 [26]. Thus the problem can be expressed as

\[
\begin{bmatrix}
S + M \frac{d}{dt} & C_J & 0 \\
C_E & d_{tt} & -I & \text{RL} & 0 \\
0 & L^T & Z & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\bar{a} \\
\bar{u}
\end{bmatrix}
= \begin{bmatrix}
\bar{0} \\
\bar{0}
\end{bmatrix},
\]

where  S and M are the well-known stiffness and mass matrices respectively. The matrices C_J and C_E with the entries

\[
[C_J]_{ij} = -\frac{\sigma}{l_c} \int_{\Omega_j} \varphi_i dS
\]

\[
[C_E]_{ij} = R_i \int_{\Omega_j} \varphi_j dS
\]
describe the current density in the conductors due to the voltages ˜u, and the back-emfs induced on the conductors, respectively. The shape function of the node  is denoted by  ϕ_i. The conductivity and axial length are denoted by σ and l_c, whereas  Ω and  Ω_j are the entire problem domain, and the domain of the conductor i respectively. Finally, R is a diagonal matrix of the conductor resistances  R_i, Z is the end-winding impedance, and L is the loop matrix describing the winding connection, with the entries

\[
[L]_{ij} = \begin{cases}
1 & \text{current } j \text{ flows through conductor } i \text{ forwards} \\
-1 & \text{current } j \text{ flows through conductor } i \text{ backwards} \\
0 & \text{otherwise}.
\end{cases}
\]

B. Solution on the Reduced Domain

Now, only a single slot of the machine is considered, on the domain  Ω^e with  N_c conductors. Time-harmonic analysis is considered first, so the time-derivatives are replaced with jω. The notation  Q = S + jωM is adopted for brevity. Within the slot, the reduced-domain ˜a and ˜u are fully determined by the currents  i flowing in the conductors, and the boundary values of the vector potential on the boundary  ∂Ω^e. For generality, all conductors are assumed to be parallel-connected, so ˜u and ˜i have the same size. Due to the absence of iron components, the problem can be assumed linear.

Indeed, the solution of this discrete problem is spanned by a finite number of boundary data. Firstly, let  n_1, n_2, ..., n_N^bnd denote the nodal potentials on the boundary. Next, a set of solutions is computed

\[
X^A = \begin{bmatrix}
x_1^A & x_2^A & \cdots & x_N^A_{N^bnd}
\end{bmatrix},
\]

with each solution

\[
x_i^A = \begin{bmatrix}
\bar{a}_i^A \\
\bar{u}_i^A
\end{bmatrix}
\]

corresponding to the following boundary data

\[
\partial \bar{a}_k = \begin{cases}
1 & \text{at } n_k \\
0 & \text{elsewhere}
\end{cases}
\]

\[
\bar{i} = 0.
\]

Likewise, another set of solutions is computed

\[
X^I = \begin{bmatrix}
x_1^I & x_2^I & \cdots & x_{N_c}^I
\end{bmatrix}
\]

for the unit current sources

\[
\partial \bar{a}_k = 0
\]

\[
\bar{i}_k = \begin{cases}
1 & i = k \\
0 & i \neq k.
\end{cases}
\]

Both  X^A and  X^I can be easily obtained based on (1) by solving problems of type

\[
\begin{bmatrix}
Q & -C_J \\
-j\omega C_E & -I
\end{bmatrix}
\begin{bmatrix}
\bar{Q} \\
\bar{C}_J
\end{bmatrix}
= \begin{bmatrix}
-Q_{bnd} \partial \bar{a} \\
-R \bar{i}
\end{bmatrix},
\]
where $Q_{\text{end}}$ is the stiffness-mass matrix related to the non-zero Dirichlet boundary condition.

Now, the discretized solution on $\Omega^e$ for any arbitrary combination of currents $i$ and boundary potential $\partial a$ can be expressed as a linear combination of $X^A$ and $X^I$ as

$$\hat{a} = [X^A \ X^I] \left[ \begin{array}{c} \partial a \\ i \end{array} \right].$$

Indeed, this solution is exactly the same (within numerical accuracy) as would be obtained by explicitly solving (10) with the same boundary data.

#### C. Extension to Time-Domain

To extend the method to the time-domain, impulse response functions and convolutions can be utilized, as suggested in [25] and utilized for a different formulation in [27]. For simplicity, a constant time-step length is assumed. With this assumption, it is sufficient to replace $X^A$ and $X^I$ by the corresponding discrete-time impulse response functions $H^A[n]$ and $H^I[n]$. The bracket notation $[n]$ is used to denote the dependence on the number of time-step $n$.

Both are matrix-valued functions, with e.g. the $k$th column of $H^A$ consisting of the solution $\hat{a}^A[k]$ and $\hat{u}^A[n]$ corresponding to the boundary data

$$\partial \hat{a}^A[n] = \begin{cases} \delta[n] & \text{at } n_k \\ 0 & \text{elsewhere} \end{cases} \quad i = 0.$$  \hspace{1cm} (12)

Here, $\delta$ is the discrete-time impulse function

$$\delta[n] = \begin{cases} 1 & n = 1 \\ 0 & \text{otherwise}. \end{cases}$$

$H^I$ is defined analogously to (8). Both can be determined with time-stepping analysis, starting from all-zero conditions at $n = 0$.

Then, the solution with arbitrarily-varying excitation can be obtained with the discrete convolution

$$\hat{a} = H^A[1] \partial \hat{a}[n] + H^I[1]\delta[n]$$

$$+ \sum_{l=1}^{n-1} H^A[n-l+1] \partial \hat{a}[l] + H^I[n-l+1] \delta[l],$$

where the values corresponding to the newest time-step have been intentionally separated on the first row. Also this solution will be exact, as the slot is a linear time-invariant (LTI) system and hence fully characterized by its impulse response function. The above is valid for zero initial conditions, but non-zero ones can be considered by including an additional zero-input decay term [27].

#### D. Boundary Interpolation

Due to meshing requirements, the number of boundary nodes $N_{\text{end}}$ will often be much larger than would be necessary to reasonably approximate any realistic boundary values $\partial a$. Therefore, obtaining $X^A$ would present a large, mostly unnecessary computational burden. Thus, the isoparametric FE approach of order $p$ is utilized here.

The coupling boundary $C$ approximating $\partial \Omega^e$ is defined as follows. A total $N^{\text{cpl}} < N_{\text{end}}$ coupling nodes located at $x_1, \ldots, x_{N^{\text{cpl}}}$ are defined, with the $x$ falling on or near $\partial \Omega^e$. A set of $N^{\text{cpl}}/p$ (possibly curved) edges is defined to connect these nodes, with $p+1$ points on each edge and each endpoint shared with the adjacent edge. Next, a 1D reference edge is defined with $p+1$ nodes $t_i$ equally distributed on $[0, 1]$, so that it is easy to define a set of polynomial shape functions $\psi$ satisfying

$$\hat{\psi}_k(t) = \begin{cases} 1 & t = t_k \\ 0 & t = t_{i}, \quad i \neq k. \end{cases}$$

Then, each global edge $e$ is defined by

$$\mathbf{x} = \sum_{k=1}^{p+1} \hat{x}_{e_k} \hat{\psi}_k(t), \quad t \in [0, 1],$$

where $\hat{x}_{e_k}$ are the $p+1$ nodes belonging the edge. The final approximation of $C$ of $\partial \Omega^e$ is then the union of these edges.

The boundary values $\partial a$ can then be defined as a linear combination of a new set of $N^{\text{cpl}}$ independent vector potential values $\partial \hat{a}$ as follows. For each boundary node $n_k$ of the meshing for $\Omega^e$, the closest point on $C$ is determined. If this point falls on the edge $e$ with the corresponding reference coordinate $t_l$, the boundary potential is set to

$$[\partial \hat{a}] = \sum_{k=1}^{p+1} [\partial \hat{a}]_{n_k} \hat{\psi}_k(t_l).$$

In practice, the closest point on $C$ can be easily obtained by minimizing the distance with a few iterations of the Newton’s method. The initial guess can be explicitly obtained by using a linear approximation of each edge with their end nodes only, and finding the closest point on that line segment.

The constant coefficients $\hat{\psi}_k(t_l)$ are then collected to a matrix $P_{\text{cr}}$, so that the relationship between $\partial a$ and $\partial \hat{a}$ can be compactly expressed as

$$\partial a = P_{\text{cr}} \partial \hat{a}.$$ \hspace{1cm} (18)

Now, it is sufficient to compute $X^A$ for different $\partial \hat{a}$ only.

The approach is illustrated in Fig. 1(a), in which a second-order edge (blue) is used to approximate a quarter-circle slot bottom half (black). The end-nodes of the edge are plotted with the circles, while a dot is used for the center node. As can be seen, even this coarse approximation matches the boundary shape relatively well. The shape function values associated with the center node (red) and end node (blue) of the edge are also shown in Fig 1(b).

#### E. Coupling to the Main Domain

Now, the remaining task is to utilize the slot solutions for obtaining the solution for entire domain $\Omega$ in an efficient fashion. The case with only one slot is considered for clarity,
assuming only the reduced domain has conducting parts. The harmonic discrete problem can then be written as

\[
S_a = 0 \\
\hat{Qa} + \hat{C}_J \hat{u} = 0 \\
L^T \hat{u} + \bar{Z}i = u_s,
\]

where the first equation governs the main domain. By writing \(a_r\) and \(u_r\) with (11) and redefining the test-function side as \(a^A\), the latter two equations can be re-written as

\[
\hat{R}_{AA} \partial a^A + \hat{R}_{AI} \hat{L}i = 0 \\
L^T \hat{R}_{UA} \partial a^A + L^T \hat{R}_{UI} \hat{L}i + \bar{Z}i = u_s
\]

with the newly-introduced reduced matrices

\[
\hat{R}_{AA} = (\hat{a}^A)^T \hat{Q} \hat{a}^A + (\hat{a}^A)^T \hat{C}_J \hat{u}^A \\
\hat{R}_{AI} = (\hat{a}^A)^T \hat{Q} \hat{a} \hat{I} + (\hat{a}^A)^T \hat{C}_J \hat{u}^I \\
\hat{R}_{UA} = \hat{u}^A \\
\hat{R}_{UI} = \hat{u}^I.
\]

Indeed, the solution of the main problem only consists of \(a\) for representing the main domain solution, and \(\partial a\) and \(\hat{L}i\) for representing the reduced domain solution. Furthermore, since the slot is magnetically linear, and all the nonlinear parts are modelled by standard means, extension to nonlinear problems is straightforward.

Time-domain is handled in a similar fashion, only (14) is used instead of (11). \(H^A[1]\) and \(H^I[1]\) are used to form the reduced matrices, while the remaining convolution terms contribute to the load vector only. The previous time-step values of \(\hat{a}\) are also considered on the right-hand side, depending on the particular time-stepping scheme used.

Finally, the main and reduced domains have to be coupled together at the slot boundary. In this paper, \(\partial a\) are retained as independent variables, and the boundary potentials of the main domain are interpolated as \(\partial a = P_{cm} \partial \hat{a}\) and eliminated. The interpolation matrix \(P_{cm}\) can be obtained with the same procedure as described in (15)-(18).

Obviously, the coupling nodes could also be slaved to the main domain instead of vice versa. However, it is a common practice to use the higher-reluctivity side of the boundary as the master variable, in e.g. the mortar element method.

Furthermore, in the computation examples it shall be seen that using a larger number of coupling nodes can improve accuracy even with a coarse main mesh.

This approach allows for a great freedom in representing the main domain. Curved boundaries can be approximated very coarsely if desired, i.e. the geometry itself can be nonconforming with both the reduced domain and the coupling boundary. Even with a fully conforming geometry, the main mesh nodes do not have to coincide with the coupling nodes. This is a great benefit with many meshing tools, in which specifying boundary nodes is difficult. Furthermore, the density of coupling nodes can be adjusted freely based on the assumed smoothness of the solution on the boundary.

F. Precision of the Proposed Method

It must be noted that the proposed method is theoretically exact under suitable conditions. Specifically, consider a 2D machine geometry meshed in a normal fashion. Naturally, each slot-mesh can be extracted as a reduced domain, modelled as described in this paper, and then coupled back to the rest of the domain. With exact arithmetic, this solution will be equal to that obtained by solving the original problem by non-reduced FEM, using the same mesh. In reality, the limited floating-point precision will of course introduce some error, but these deviations should be minor. Indeed, this particular case shall be demonstrated in Section III-B.

III. SIMULATIONS

This section is divided into two parts. The first one focuses on the coupling boundary, evaluating how the number of coupling nodes and the order of the interpolation influences the accuracy of the method. To eliminate confounding factors, a simplified linear problem is analysed in the frequency domain. By contrast, the latter part demonstrates the performance of the method on a realistic problem. A 500 kW induction motor at rated load is analysed, utilizing nonlinear analysis both in the frequency- and time-domains.

A. Single Slot Segment

The performance of the proposed method was first evaluated on a slot segment of a simplified high-speed induction machine. The main dimensions of the machine can be found in Table I. Two slot shapes were analysed, shown in Fig. 2. The rotor of the machine was ignored, since analysing a solid machine. The main dimensions of the machine can be found in Table I. Two slot shapes were analysed, shown in Fig. 2. The rotor of the machine was ignored, since analysing a solid conducting rotor would have been challenging in itself and could thus have confounded the results.

The methods were compared to a reference solution, obtained by densely meshing the entire problem domain. Thus, part of the observed error can be explained by the discretization error, i.e. limitations imposed by the coarser mesh used. Section III-B will later analyse a problem with identical meshes in both solutions, cancelling this error component.
TABLE I

MAIN DIMENSIONS OF THE HIGH-SPEED MACHINE.

<table>
<thead>
<tr>
<th>Winding connection</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of parallel paths</td>
<td>2</td>
</tr>
<tr>
<td>Number of winding layers</td>
<td>2</td>
</tr>
<tr>
<td>Number of turns</td>
<td>3</td>
</tr>
<tr>
<td>Number of strands per slot</td>
<td>336</td>
</tr>
<tr>
<td>Number of stator slots</td>
<td>36</td>
</tr>
<tr>
<td>Coil pitch (slots)</td>
<td>12</td>
</tr>
<tr>
<td>Stator diameter (mm)</td>
<td>288</td>
</tr>
</tbody>
</table>

(a)

(b)

Fig. 2. The two slot shapes analysed. The coarsest main mesh is also shown. Air domain is plotted in green, whereas the reduced domain is highlighted in blue.

1) Trapezoidal Slot: The trapezoidal slot shape of Fig. 2(a) was analysed first. The supply frequency was set to 6050 Hz, corresponding to the 11th harmonic of the fundamental often present in pulse-amplitude modulation. The winding connection was set to correspond to the first slot of the machine, i.e., with phases (a) and -(c).

The reduced domain was meshed with two layers of elements per strand, resulting in \(21789\) nodal DoFs. For a reference solution, a brute-force simulation was performed with the entire segment densely meshed with \(153405\) DoFs. A part of the reduced domain mesh near the slot bottom corner has been illustrated in Fig. 3.

![Red domain mesh](image)

Fig. 3. A part of the reduced domain mesh. Strands have been highlighted in red.

The fully conforming case was analysed first, i.e., with the coupling nodes coinciding with the main mesh nodes as shown in Fig. 4. The initial coarse discretization shown in Figure 2(a) resulted in 141 nodes in the mesh, of which 30 were coupling nodes. The iron part of the mesh was later uniformly refined and the simulations were repeated.

The results are shown in Table II. Shown are the number of coupling nodes, and the relative errors \(\frac{|i - i_{\text{ref}}|}{|i_{\text{ref}}|}, \frac{|P - P_{\text{ref}}|}{|P_{\text{ref}}|}\) between the vectors of currents and the per-conductor total losses. Unsurprisingly, refining the mesh improved accuracy.

The simulations were repeated for a non-conforming case, with the coupling nodes defined independently from either mesh and spaced approximately uniformly on the boundary. An example is again illustrated in Fig. 5. Both first- and second-order coupling boundaries were analysed, and the results are shown in Table III. It can be seen that with 30 nodes, the errors were roughly 50% smaller than in the conforming case with 37. This can be probably mainly be attributed to the distribution of coupling nodes: the nonconforming approach had a larger portion of the coupling on the slot sides where \(a\) exhibited sharp spatial changes due to the circulating currents. However, the order of boundary did not have any consistent effect on accuracy.

![Coupling boundary](image)

Fig. 4. A part of the coupling boundary illustrated. The coupling nodes correspond to the main mesh nodes.

2) Rounded Slot: The rounded slot of Fig. 2(b) was analysed next. The frequency was also increased to 50 kHz,

![Rounded slot](image)

Fig. 5. A part of the coupling boundary illustrated. The coupling nodes are independently distributed.

<table>
<thead>
<tr>
<th>No. of coupling nodes</th>
<th>Bnd. Order</th>
<th>(i) error (%)</th>
<th>(P) error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>1</td>
<td>11.50</td>
<td>9.11</td>
</tr>
<tr>
<td>74</td>
<td>1</td>
<td>5.94</td>
<td>5.41</td>
</tr>
<tr>
<td>296</td>
<td>1</td>
<td>0.54</td>
<td>0.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No. of coupling nodes</th>
<th>Bnd. Order</th>
<th>(i) error (%)</th>
<th>(P) error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>1</td>
<td>6.31</td>
<td>5.58</td>
</tr>
<tr>
<td>62</td>
<td>1</td>
<td>1.17</td>
<td>0.87</td>
</tr>
<tr>
<td>62</td>
<td>2</td>
<td>1.10</td>
<td>0.85</td>
</tr>
<tr>
<td>112</td>
<td>1</td>
<td>0.632</td>
<td>0.352</td>
</tr>
<tr>
<td>112</td>
<td>2</td>
<td>0.648</td>
<td>0.362</td>
</tr>
</tbody>
</table>
often used as switching frequency in pulse-width modulation. In the previous example, the domain boundaries consisted of a few linear segments. Thus, the actual geometries of the main and reduced domain conformed to each other at the boundary, even though the coupling nodes and the main mesh nodes did not. As can be seen from the close-ups in Fig. 6, this was no longer the case. Furthermore, refining the main mesh had a direct effect on this level of nonconformity, visible in the right subfigure.

Two types of approaches were again evaluated. Table IV shows the results with coupling boundary conforming to the main domain, and the coupling nodes matching the main mesh nodes. By contrast, in Table V the coupling boundary conformed approximately to the reduced domain, and the coupling nodes were spaced approximately equally on the boundary. In the latter case, only the coarsest main mesh was utilized.

Once again, the latter approach fared better. Furthermore, in this case using a second-order boundary seemed to yield a small but consistent improvement in accuracy. This is most likely explained by the ability of the nonlinear boundary to better approximate the curved geometry with a smaller number of coupling nodes. Indeed, the last two simulations with the highest number of nodes were approximately on par.

Next, time-stepping analysis was performed using a P-WM voltage supply. The voltage waveforms were generated with the sine-triangle comparison scheme with a switching period of 48 stator slots. Each turn consisted of 28 parallel strands. Each turn was further divided into 4 bundles, the order of which was transposed 180 degrees between slots to limit the circulating current losses.

The main and reduced domains were meshed with 4766 and 7589 elements, respectively, and the coupling nodes were chosen to correspond to the main mesh boundary nodes. The reference solution was computed utilizing the same meshes, enforcing the continuity of the potential with the interpolation method recently shown to perform well in electromagnetic problems [28].

In time-harmonic analysis, both the proposed method and the reference solution took 17 Newton iterations to converge. As can be seen from the breakdown of computational costs in Table VII, the proposed method was roughly 90 times faster. The relative error in the loop currents was $9.75 \times 10^{-14}$, and the relative L2-norm error in the vector potential $4.64 \times 10^{-12}$. As can be seen, the proposed method now indeed yielded a precision almost on par with the computation precision. This result conforms to the theory, as both solutions utilized the same mesh which excluded the discretization error from the comparison.

### Table VI

**Main Dimensions of the Induction Machine.**

<table>
<thead>
<tr>
<th>Rated frequency (Hz)</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winding connection</td>
<td>Delta</td>
</tr>
<tr>
<td>Number of winding layers</td>
<td>2</td>
</tr>
<tr>
<td>Number of strands per slot</td>
<td>112</td>
</tr>
<tr>
<td>Number of turns</td>
<td>2</td>
</tr>
<tr>
<td>Number of stator slots</td>
<td>96</td>
</tr>
<tr>
<td>Number of rotor slots</td>
<td>74</td>
</tr>
<tr>
<td>Stator diameter (mm)</td>
<td>600</td>
</tr>
<tr>
<td>Length (mm)</td>
<td>760</td>
</tr>
</tbody>
</table>

### Table VII

**Computational Costs in Harmonic Analysis.**

<table>
<thead>
<tr>
<th>Proposed Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total computation time</td>
<td>3.67 s (5 \text{ min } 30 \text{ s})</td>
</tr>
<tr>
<td>Pre-computation</td>
<td>0.65 s</td>
</tr>
<tr>
<td>Jacobian factorization</td>
<td>2.04 s (4 \text{ min } 13 \text{ s})</td>
</tr>
</tbody>
</table>

Next, time-stepping analysis was performed using a P-WM voltage supply. The voltage waveforms were generated with the sine-triangle comparison scheme with a switching
frequency of 2.5 kHz and a modulation index of $\pi/4$. A single period of the supply period was analysed, with a total of 1200 time-steps of equal lengths.

A comparison of the computational costs can again be found in Table VIII. This time, the proposed approach was approximately 54 times faster, with a significant amount of time spent on computing the discrete convolutions. Fig. 7 then shows the two error norms as functions of time. Both stayed well below $10^{-10}$ during the entire simulation.

**TABLE VIII**

<table>
<thead>
<tr>
<th>Computational Costs in Time-Stepping Analysis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
</tr>
<tr>
<td>Total computation time</td>
</tr>
<tr>
<td>• Pre-computation</td>
</tr>
<tr>
<td>• Convolution</td>
</tr>
<tr>
<td>• Jacobian factorization</td>
</tr>
</tbody>
</table>

Fig. 7. Relative error norms of the loop currents and vector potential as functions of time.

Fig. 8 then shows the contribution of the AC phenomena to the stator resistive losses. These are expressed as a relative increase from ideal losses, which were computed by from the phase currents and phase DC resistances. The circulating current losses were computed from the loop currents and the DC resistances of the conductors, and the remaining losses were attributed to the skin- and proximity effects. On average, their contributions were 6.7 and 22 % respectively. However, both exhibited large peaks immediately after the supply voltage switches as evident in Fig. 8.

Finally, Fig. 9 shows the current density distribution in slot 1 at $t \approx 18$ ms. Clearly, the distribution differs from the typical skin effect pattern, where the current crowds towards the slot opening. This deviation can be attributed to the circulating currents, as the conductors in the slot are now carrying different currents.

**IV. CONCLUSIONS AND DISCUSSION**

A method was proposed for efficient finite element computation of resistive losses in the windings of electrical machines. The field-circuit problem was first solved in a single slot with different boundary conditions. These solutions were then used as basis functions in all slots of the machine, and coupled together with the traditional nodal shape functions on the boundary. For this coupling, an isoparametric approach was proposed, allowing for easy handling of nonconformity on the mesh or even geometry level.

The proposed coupling method was first evaluated on a simplified linear time-harmonic problem. According to the simulations, it appears to handle curved boundaries and inter-domain nonconformity in a robust fashion. Particularly, the coupling nodes can be determined independently from either of the two meshes used. If the main mesh is coarse, this practice may improve accuracy. Next, a 500 kW induction motor was analysed in both frequency- and time-domains to evaluate the method on a realistic nonlinear problem. In both cases, the method yielded very precise results, 90 and 54 times faster compared to the reference solution, respectively.

It must be noted that the proposed method has not been verified experimentally, so the results must be regarded with certain reservations. However, the method was shown to precisely match the results of the well-established 2D finite element analysis. Furthermore, 2D-FEM is already generally accepted as a valid design tool, and its accuracy has indeed been experimentally demonstrated also for multi-conductor windings like the ones analysed in this paper, in e.g. [15], [18], [22], [23]. Thus, the proposed method could be regarded as a time-saving modification to it. As such, it could be suitable for the design and analysis of high-performance electrical machines, where a large number of design candidates may have to be analysed fast.
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