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Abbreviations and Acronyms

**AJAX**  Asynchronous JavaScript and XML: A set of web development techniques used to asynchronously retrieve data from server to client (web browser) without stopping, freezing or reloading the user interface.

**ASP.NET**  A Microsoft-developed server-side web application framework that can be used to create dynamic web applications.

**AUIT System**  The ”old” AUIT (Automated Unit and Integration Testing) system was a cloud-based environment with a rudimentary web frontend, used for executing automated tests at Varian. It is detailed further in section 3.2 on page 31.

**Backend**  The backend of a web application runs on the server machine and usually handles some or all of the actual business logic of the application, and is used to store and retrieve permanent data related to the application.

**Client, client-side**  In web development the ”client” is generally the user’s web browser. When code is executed ”client-side” it usually refers to JavaScript code being run on user’s browser. See also: frontend.

**DOM**  Document Object Model: An internal hierarchical model of a web page that the user’s web browser constructs and manipulates.

**Execution Framework**  The ”new” cloud-based environment for executing automated tests at Varian, it superseded the old AUIT system.Introduced a dynamic ASP.NET web frontend.
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAST</td>
<td>FAST Framework for Automated Software Testing. An umbrella term for automated software testing tools at Varian. Execution Framework is a subset of FAST.</td>
</tr>
<tr>
<td>Frontend</td>
<td>The frontend of a web application is the graphical user interface presented to user on their web browser. Modern web frontends are combinations of HTML markup for structuring data, CSS markup for styling the page, and JavaScript code for enabling dynamic interaction on the page. See also: client, client-side.</td>
</tr>
<tr>
<td>JQuery</td>
<td>JQuery (or jQuery) is a popular JavaScript library used for DOM manipulation in client-side JavaScript code.</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation: A human-readable format used for transmitting data on the web as attribute-value pairs. Modern web platforms generally use JSON in favour of XML for data transfer between server and client.</td>
</tr>
<tr>
<td>ReactJS</td>
<td>ReactJS (or just React) is a JavaScript library used for creating dynamic web user interfaces.</td>
</tr>
<tr>
<td>Spinner</td>
<td>A spinner (sometimes also referred to as throbber) is an animated graphical element used for representing an on-going progress, such as a long-running calculation operation, without conveying how much of the progress has been completed.</td>
</tr>
<tr>
<td>System under test</td>
<td>An artefact of the Execution Framework, a system under test is a configuration object. It tells the system where to find new builds and contains information on what sort of environment settings are required by the tests that are run from this system under test.</td>
</tr>
<tr>
<td>Web API</td>
<td>In simple terms, a web API (Application Programming Interface) is a server interface returning data when its specified access points are called.</td>
</tr>
<tr>
<td>Worker cloud</td>
<td>The worker cloud is a distributed network of PCs that the Execution Framework uses to run tests in parallel.</td>
</tr>
<tr>
<td>Workflow instance</td>
<td>An artefact of the Execution Framework, a workflow instance is a concrete, build-specific version of a workflow template where the actual running of tests happens.</td>
</tr>
</tbody>
</table>
Workflow template  An artefact of the Execution Framework, a workflow template is an abstract configuration object that is used to run repeatable sets of tests for new builds of a specific system under test according to a schedule. A workflow instance gets instantiated from a workflow template when the template’s trigger conditions are matched - that is, when a new build appears into the Execution Framework system that matches the scheduling and system under test criteria configured in the template.
# Contents

Abbreviations and Acronyms ............................................. 5

1 Introduction ......................................................................... 11
   1.1 Background and Motivation ........................................... 12
   1.2 Research Questions, Goal, and Scope ............................ 14
   1.3 Structure of the Thesis .................................................. 15

2 Consistency of User Experience .......................................... 16
   2.1 Defining Consistency through User Experience ............... 16
      2.1.1 User Experience .................................................. 16
      2.1.2 User Experience and Usability ............................... 17
      2.1.3 Consistency ....................................................... 18
      2.1.4 User Experience and Consistency ......................... 20
   2.2 Measuring User Experience and Usability ..................... 21
      2.2.1 AttrakDiff ....................................................... 22
      2.2.2 System Usability Scale ....................................... 22
      2.2.3 Think-aloud Process ......................................... 23
   2.3 A Model for Measuring Consistency .............................. 23

3 The ASP.NET Frontend ...................................................... 25
   3.1 Design ........................................................................ 25
      3.1.1 Home Page ....................................................... 25
      3.1.2 Test Browser .................................................... 25
      3.1.3 Workflow Manager ............................................ 27
      3.1.4 The Workflow Instance Page ............................... 28
      3.1.5 The Test Executions Page ................................... 28
      3.1.6 Workflow Template Editor .................................. 30
      3.1.7 Systems under Test Pages ................................... 30
   3.2 Old AUIT System ........................................................ 31
4 Evaluating the ASP.NET Frontend 34
  4.1 Evaluation Goals ................................. 34
  4.2 Participants .................................. 34
  4.3 Procedure .................................... 35
  4.4 Scenarios ...................................... 36
    4.4.1 Scenario 1: Viewing Front Page ................ 36
    4.4.2 Scenario 2: Queueing Test Runs ............... 36
    4.4.3 Scenario 3: Scheduling a Workflow ............. 37
    4.4.4 Scenario 4: Investigating a Failing Workflow ... 37
    4.4.5 Changes to Scenarios ......................... 38
  4.5 Collecting Findings ............................. 39
  4.6 Pre-Test and Post-Test Questionnaires ........... 39

5 Results of First Evaluation 40
  5.1 Overview ...................................... 40
  5.2 Quantitative Findings ............................ 40
  5.3 Qualitative Findings ............................. 41
    5.3.1 Home Page .................................. 43
    5.3.2 Test Browser ................................ 44
    5.3.3 Workflow Manager ............................ 45
    5.3.4 Workflow Instance ............................ 46
    5.3.5 Test Executions .............................. 47
    5.3.6 Workflow Template Editor ...................... 47
    5.3.7 Systems under Test ........................... 49
    5.3.8 Other Findings ............................... 49

6 Building the React Frontend 50
  6.1 Architecture .................................. 50
    6.1.1 React As the New Frontend Library ............ 51
    6.1.2 Focus on Workflow Pages ...................... 51
  6.2 Improvements ................................... 53
    6.2.1 No Overall Result Summary for Workflow Instances ... 53
    6.2.2 No Result Summary Available in Workflow Manager ... 55
    6.2.3 Workflow Instance Page Does Not Auto-Refresh With Latest data ......................... 57
    6.2.4 Workflow Manager Page Has No Column Titles .... 58
    6.2.5 Workflow Manager Has Three Different Ways of Conveying Workflow Instance Progress ... 59
    6.2.6 Considerable Lag When Sorting Tables ........... 60
    6.2.7 Tables Do Not Look Sortable ................... 61
    6.2.8 Misinterpreting Auto-Refresh Spinner .......... 62
6.2.9 Run Time for a Workflow Instance Is Displayed With Too Much Accuracy .......................... 63
6.2.10 Undo Function In Table Is Confusing ................................................................. 64

7 Evaluating the React Frontend 66
7.1 Evaluation Goals .......................................................... 66
7.2 Participants ................................................................. 66
7.3 Procedure ................................................................. 67
7.4 Scenarios ................................................................ 67
7.4.1 Scenario 1: Current State of the System .................. 67
7.4.2 Scenario 2: Investigating a Failing Workflow ........... 68
7.5 Pre-Test and Post-Test Questionnaires ....................... 68
7.6 Post-Test Questions ....................................................... 68

8 Results of Second Evaluation 69
8.1 Overview .................................................................. 69
8.2 Quantitative Findings ................................................. 69
8.3 Qualitative Findings .................................................... 70
8.3.1 Workflow Manager ............................................... 71
8.3.2 Workflow Instance ............................................... 72
8.3.3 Other Findings ..................................................... 73
8.4 Other Feedback ......................................................... 74

9 Analysis of Results ......................................................... 75

10 Discussion ................................................................. 79
10.1 Reflection on Results ............................................... 79
10.2 Reliability and validity ............................................. 82

11 Conclusion ................................................................. 84

Bibliography ................................................................. 87

A Questionnaires ......................................................... 91

B Final React Frontend Designs ..................................... 97
Chapter 1

Introduction

In the foreword to the 2002 reprint of *Coordinating User Interfaces for Consistency* Jakob Nielsen writes:

> Today, almost all large and mid-sized companies have an intranet on which employees spend a large percentage of their time accessing information and services. Much of that time is a complete waste due to inconsistent design that reduces employee productivity. World-wide, the losses are in the hundreds of billions of dollars per year. [23, p. viii]

While Nielsen does not back this statement with data, the anecdote likely rings true for anyone with experience in the corporate world. Consistency is a core concept in human-computer interaction, going as far as getting an entire item devoted to it in Nielsen’s own famous set of ten usability heuristics:

> **Consistency and standards:** Users should not have to wonder whether different words, situations, or actions mean the same thing. Follow platform conventions. [21]

Nevertheless, the concept of consistency in human-computer interaction is defined vaguely at best in literature, and its relation to user experience instead of just usability or user interface design is not really discussed. Furthermore, there seems to have been no attempts made to measure the effect consistency has on user experience, nor has the question been answered whether improving consistency of a system or a product would also improve its user experience.

This thesis attempts to answer these questions by defining consistency within the context of user experience and by introducing methods on how the effect of consistency on user experience can be measured. A case study is
presented, in which an internal company system is evaluated and improved based on consistency-related aspects.

1.1 Background and Motivation

This thesis work has been produced for Varian Medical Systems, a company in the medical device field. The Helsinki site of Varian designs Eclipse, a computer-assisted design (CAD) software used to design cancer treatment plans for radiotherapy treatment. Each night, as new builds of the Eclipse software are created, the software is automatically tested by over 15,000 automated unit and integration tests, run on a local cloud system.

This automated testing environment is called the Execution Framework. It consists of a number of core backend services, a worker cloud, and a web-based frontend for accessing Execution Framework functionality through a standard web browser. A high-level view of architecture of Execution Framework is presented in figure 1.1.

![Figure 1.1: Overview of the Execution Framework architecture.](image)

The backend services handle, among other things, discovering new builds automatically and importing them into the Execution Framework system. After builds have been discovered, they can be viewed and used for test runs through the frontend. The services also handle prioritising and queueing automated tests, and set up and execute the actual test runs in the worker cloud.

The worker cloud is a local network of both physical and virtual test machines (or "workers"). The backend services perform actual test runs by
picking a worker machine from the cloud, installing required components on the machine, running a single automated test (or a small set of tests) on the machine, reporting the end result back for the backend services, and finally cleaning up the worker machine before marking it as free for reuse.

The web frontend, or the web GUI, is a web site that is used to view builds and tests discovered in the system, schedule automated test runs with workflows, launch automated tests manually, view test results, and view the current state of test runs in the system. The frontend is built on Microsoft’s ASP.NET MVC technology.

While the entire Execution Framework can be split into a “backend” - the services and the worker cloud - and a “frontend” - the web GUI frontend -, the web frontend can also be split into a backend and a frontend: the ASP.NET MVC web application running on Microsoft’s IIS server is the GUI’s backend, collecting data and rendering it into web pages that it can send to user’s web browser. The web browser forms the GUI’s frontend, using JavaScript executed in the browser for dynamic interaction.

As historical background, the Execution Framework was preceded by an older test execution environment system called AUIT (for Automated Unit and Integration Testing). The AUIT system is described briefly in section 3.2 on page 31 of this thesis. Later parts of this thesis describe how the Execution Framework’s ASP.NET-powered frontend, the ”ASP.NET frontend”, was replaced by another frontend implementation using ReactJS technology, referred to as the ”React frontend”. The timeline of this in-house test execution system and frontend evolution is shown in figure 1.2.

![Figure 1.2: Evolution of test execution environments at Varian. The old ”AUIT” system was replaced by Execution Framework. The initial ASP.NET frontend of Execution Framework was to be replaced by a new React frontend. This process is detailed in this thesis.](image)

The subject of this thesis is this web GUI frontend of the Execution Framework. The current frontend has been built with several thousand
lines of hand-built JQuery code over two years, without using any actual pre-existing frontend framework or committing to any single style of coding practice. This has not only resulted in an inconsistent code base, but also inconsistencies in the user-facing frontend, such as some pages loading content dynamically with AJAX whereas some pages require a manual refresh, and some data tables being sortable and some not.

The hypothesis of this thesis is that these inconsistencies in the GUI also cause a worse user experience, and re-constructing the GUI by taking advantage of an existing frontend framework, and by adding further consistency improvements on top, would result in a more consistent and better user experience and usability.

1.2 Research Questions, Goal, and Scope

The main research question that will be studied in this thesis is:

*Is a consistent user interface better from user experience point of view than a heterogeneous one?*

While it seems logical to assume that a more consistent user interface will result in a better user experience, the real question is how much user experience is improved and, considering business realities, whether or not this improvement is worth the effort. Thus the research goal is to measure the change in user experience, and also to gauge whether this change is significant or not.

To aid in answering this question, two sub-questions are also looked into in this thesis:

1. **What is a consistent user experience?**
   First, before the main research question can be answered, a definition of what is exactly meant by consistency must be reached, and its connection to user experience must be specified.

2. **How can consistency of user experience be measured?**
   Second, a method for measuring consistency of user experience must be devised.

Constructing a new frontend for the existing Execution Framework system has multiple side benefits in addition to the hopeful improvement in user experience. Using a ready-made frontend framework should result in smaller code footprint overall, meaning there would be less code to maintain. A well-maintained existing framework has also been tested better, making it a more reliable pick. Blending code into an existing paradigm and using well-defined coding conventions should also make code maintenance easier compared to maintaining separate components that have each been programmed
with wildly differing logic.

Possible drawbacks of using an existing frontend framework include inflexibility, in that the framework may railroad design of user interface elements so much that it may not be easy to recreate current features from the old frontend as they are, and that the coding conventions of the chosen framework may be overly complicated and difficult for non-experts.

However, although the promise of lessened maintenance burden was a major factor in initialising the work covered in this thesis, these factors are out of scope of this study. This thesis focuses only on the changes in user experience and usability caused by the new frontend.

1.3 Structure of the Thesis

This thesis begins in chapter 2 with the definitions of usability, user experience, and the hedonic/pragmatic model of user experience. The concept of consistency is also introduced and defined. Benefits of consistency are explained. The power of consistency is examined through mental models. Benefits of inconsistency are also touched on. The chapter also presents methods for measuring user experience and usability, ending with a description of a method for measuring consistency using concepts and tools presented earlier in the chapter.

Next, to present a baseline for the upcoming changes, chapter 3 introduces the design of the initial "ASP.NET frontend" of Execution Framework.

Chapter 4 describes how the ASP.NET frontend was usability tested in order to discover consistency issues that would be improved. Results of this usability evaluation, both quantitative AttrakDiff and SUS numbers and qualitative findings, are presented in chapter 5.

Following this, chapter 6 shows how the old ASP.NET frontend was refactored and improved into the "new" frontend, or the "React frontend" as per the chosen web technology. Some of the findings from the first usability study are also presented here in more detail, along with information on how they relate to consistency, and how they were fixed in the React frontend.

After this, chapter 7 presents how the React frontend was usability tested. Evaluation results follow in chapter 8.

Results of both usability studies are summed and analysed in chapter 9. The results and the entire study are discussed in chapter 10.

Finally, the thesis is concluded and possible future research avenues are presented in chapter 11.
Chapter 2

Consistency of User Experience

This chapter begins by defining user experience and usability and comparing these definitions. Definition and description of consistency within human-computer interaction follows. After that, methods for measuring user experience and usability are presented. Finally, a method for measuring consistency of user experience and usability with the methods presented earlier is described.

2.1 Defining Consistency through User Experience

This section begins by defining user experience and usability. Section 2.1.3 then introduces and defines consistency within human-computer interaction.

2.1.1 User Experience

An archetypical definition of user experience comes from ISO standard 9241-210 which defines it as “person’s perceptions and responses resulting from the use and/or anticipated use of a product, system or service” [6].

Zimmermann [36, pp. 11-12] notes the dilemma of finding a generally accepted definition of user experience within literature of the field, and describes user experience as a holistic, all-encompassing concept that takes characteristics of the user, the product and the usage situation into account.

These broad definitions, however, make measuring user experience difficult. To make measurement feasible this paper uses a framework described by Hassenzahl [11]: a hedonic/pragmatic model of user experience, where the vast scope of user experience is reduced into hedonic and pragmatic aspects.
Using this model user experience can be divided into elements, and those elements in turn can be measured.

The **pragmatic** aspects of the model refer to a product’s perceived ability to support achievement of *do-goals*, such as ”making a telephone call” or ”ordering take-away food”. These pragmatic aspects fall more in line with what is traditionally understood with plain ”usability”.

The **hedonic** aspects of user experience, on the other hand, refer to an interactive product’s perceived ability to support achievement of *be-goals*, such as ”being competent” or ”being trendy”. Hassenzahl’s hedonic/pragmatic model divides hedonics into further three different subdimensions: stimulation, identification and evocation: **Stimulating** products offer new impressions, opportunities and insights, enabling users to achieve personal development, that is, to gain new knowledge and develop skills. In addition, as people express themselves through objects, products should allow users to communicate identity through them. Finally, products can also evoke memories, by representing past events, relationships or thoughts that are important to an individual. [10, 11]

These distinct constructs of the hedonic/pragmatic model compose an obviously reduced model of user experience. Yet they model user experience as a concept that is manageable, and, more importantly, measurable. [11]

### 2.1.2 User Experience and Usability

ISO standard 9241-210 defines **usability** as the “extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [6]. Contrasted against the definition of user experience, usability is a more narrow, more context-bound view into interaction between a user and a product. This is mirrored by Diefenbach & Hassenzahl [5] who state:

> Assessing a product’s pragmatic quality calls for a focus on functionality and usability in relation to a potential task at hand. Assessing a product’s hedonic quality calls for a focus on the Self and its needs, that is, the question of why someone owns and uses a particular product.

According to this, expanding measurements from purely pragmatic – or usability-centered – to include hedonic qualities allows a potentially deeper focus into the user and their wants and needs.

Hassenzahl [11] also states that user experience differs fundamentally from usability: where usability is more concerned with negative aspects of products
– what is broken, sub-optimal, irritating – user experience has more of a focus in positive aspects of products: enjoyment, beauty, satisfaction. User experience also tackles the subjective side of user–product interaction, rather than having a focus on objective performance metrics. [11]

2.1.3 Consistency

There is no widely accepted definition for consistency in the field of human-computer interaction [1, 13, 26]. Wolf [35, p. 89] says that consistency “means that similar user actions lead to similar results” and that it “allows the user to transfer skills from one area to another”. According to AlTaboli & Abou-Zeid [1] researchers generally mean by interface consistency that “all items in the interface with the same information should have the same design (format, style...) within a display (or system) or among displays”. Kellogg [14] says consistency is an inherently relational concept, and that interfaces and parts of interfaces are generally consistent in relation to some aspects, and inconsistent to other aspects. Relatedly, Nielsen [20] reports of a workshop of 15 HCI experts that was unable to arrive at a single definition for consistency, defining it instead as a sum of its dimensions.

Perhaps it is best to approach consistency through these dimensions of consistency? The dimensions can roughly be divided to internal and external consistency [8, 13, 28]. Internal consistency is the consistency of an interface in regards to itself, such as using the same terminology across the application or system, using a similar colour theming throughout, or displaying system messages to the user in identical fashion in different cases. External consistency is the consistency of an interface in the context of external influences, such as other applications or systems, current trends and standards, and user’s expectations and familiarity with other software. Wolf [35] mentions consistency across different applications (such as the ubiquitous hamburger menu found in many current mobile interfaces), consistency over time (in regards to previous versions of the same software), consistency within a platform (staying true to platform’s user interface guidelines, such as implementing the order of “ok” and ”cancel” buttons in dialogs depending on whether the software is designed for Windows or Macintosh environment), and consistency across platforms (aspects of the user interface not within the purview of platform guidelines should be guideline-independent and consistent across platforms). Ozok & Salvendy [26] define the difference between internal and external consistency as the former meaning consistency within a task and the latter consistency among different tasks.

Some researchers [8, 28] also refer to a dimension of metaphorical or analogical consistency, relating to use of metaphors in interfaces - that is,
this dimension is the consistency of an interface in comparison to concepts outside of the domain of computers, such as presenting a single email item in an email application as a graphical item resembling a real-world letter.

Kellogg [13, 14] on the other hand considers this dimension of metaphorical consistency a part of external consistency. Instead, she proposes a framework where the dimensions are taken as conceptual, communicational and physical components of interface, and these are placed in a matrix across internal and external sources of consistency (see table 2.1). In this framework the conceptual component refers to the metaphor used in a task or an action in the interface, the communicational component refers to the interaction, the input and the output of the interface, and the physical component refers to the visual representation of the interface. [13, 14]

Table 2.1: Kellogg’s [13] proposed framework for defining consistency (simplified).

<table>
<thead>
<tr>
<th></th>
<th>Internal consistency</th>
<th>External consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicational</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As for advantages of consistency, they seem intuitive: users learn consistent systems faster [28] and can transfer that knowledge to other parts of the same, or different, system [13, 22]. Users can work faster and more efficiently on consistent systems [13, 15, 22], although perhaps only during multitasking situations [18]. They make less errors [1, 22, 26, 28] and seem generally more satisfied with consistent systems [1, 13, 22]. Consistency can lower training costs [15, 22, 30] and consistent systems require less support [22]. And finally, users complain less about consistent systems [15].

Mental models are a useful tool for abstracting how and why consistency can work. Satzinger & Olfman [28] describe mental models as a user’s knowledge of a computer application. The forming of a user’s mental model, or just User’s Model [30], seems to be aided by a consistent interface [28]. An interface designer’s job is to help users in forming their mental model to match that of the designer’s Design Model [30]. An inconsistent interface may make the User’s Model and Design Model clash.

On the other hand, Grudin [8] states that “a "fully consistent system" is
not achievable”. He goes on to argue that trying to design a truly, completely consistent system is a folly, and that some degree of inconsistency is in fact very beneficial for usability, and that the strive for consistency should always be subservient to a better understanding of user’s tasks and work context [8, 9]. He also gives an example [8] where the most obvious solution is to flat-out reject consistency. He describes a system where a "print" operation can be executed on a folder. Research indicated that most people would have expected this command to print all the files within the folder. However, the system’s designers argued that the print command should have printed a list of the files in the folder instead, as this would have been consistent with the system’s internal architecture. As far as the system was concerned the folder was merely a collection of pointers to the files within, so if executing a print command on a file should print out its contents, shouldn’t printing a folder also print its contents: the list of file names? Clearly this would have been the more unintuitive option of the two.

Koritzinsky [15] gives a related example where internal and external (or metaphorical) consistency clash against each other:

For example, if all of the icons of a user interface are square, it may seem inconsistent to add a new icon that is a circle. However, if that new icon is to represent a clock, and the user thinks of most clocks as circular, the circular shape may be quite appropriate. In other words, the icon is consistent with the user’s vision and needs.

A 1998 study by Satzinger & Olfman [28] noted increase in task accuracy when visual inconsistency was introduced. This was theorised to be due to distinctive visual appearance aiding with users creating a more accurate mental model, at least when users are simultaneously learning multiple applications.

2.1.4 User Experience and Consistency

Consistency of user experience feels like an intuitive concept, but is not entirely straightforward to define. In the previous section consistency of interfaces was defined through dimensions and components: dimensions of internal and external consistency, and components of conceptual, communicational and physical consistency. These same concepts, used to describe consistency of interface design, can also be used to define consistency of user experience: a system’s user experience can be considered consistent or inconsistent either internally (compared to the user experience within the same
system or product) or externally (compared to user experiences offered by other systems). The system’s user experience can also be considered consistent across components of conceptual (metaphor that the user experience may convey), communicational (the interaction between the user and the interface) and physical (audiovisual and physical representation, the look of the product or system) consistency.

To give some examples, an external conceptual inconsistency in user experience of a car could be that the direction (clockwise or counter-clockwise) a user would need to flick the turn signal lever would not match the direction they would then rotate the steering wheel to actually turn the car. This would break the metaphor where the direction of the turn signal lever matches the direction of user’s eventual steering wheel motion, causing conceptual inconsistency. It would also not be how users would generally expect cars to behave by their prior experiences, causing external inconsistency.

An internal communicational inconsistency in a car’s user experience would occur if some of the door handles on the same car would require users to pull on them to open the door, and some of them would require turning the handle instead.

When a user initiates a turn signal on their car, a ticking metronome is generally heard. Varying the pitch of this ticking depending on whether the user is turning left or right would cause both internal and external physical inconsistency, as the audio feedback of the interaction would differ without a clear, well-established justification as to why turning left would be pitched higher or lower than right.

These categories certainly aren’t always clear-cut – the first turn signal lever example could also be categorised as communicational inconsistency as the direction the user needs to move the lever is related to interaction as much as it is to metaphors.

## 2.2 Measuring User Experience and Usability

This section describes methods for measuring user experience and usability. Two questionnaires are presented: AttrakDiff for measuring user experience, and SUS for measuring usability. They are both used to collect quantitative data, and are both post-evaluation questionnaires that participants of usability evaluations are asked to fill after the participant has used the product or system that is being evaluated. The think-aloud process, used for collecting qualitative findings during usability evaluations, is also described.
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2.2.1 AttrakDiff

AttrakDiff (or as it alternatively appears in some other variants or with a slightly different name in some research papers: AttracDiff, or AttracDiff 2) is a post-evaluation questionnaire. It collects quantitative data with a 7-point semantic differential scale.

The questionnaire is based on Hassenzahl’s hedonic/pragmatic model of user experience, as described in section 2.1.1 on page 16. It assumes that perceived hedonic and pragmatic qualities describe separate dimensions of user experience [27]. The questionnaire presents 21 opposite adjective pairs that are meant to capture pragmatic and hedonic aspects of quality. In addition, the hedonic aspects can be divided into identification and stimulation [32], although the subdimension of evocation, present in Hassenzahl’s original model, is left out.


A study by Walsh et al. [33] found the AttrakDiff questionnaire a useful tool for measuring user experience repeatedly over a long-term study. They conclude that AttrakDiff was simple to implement and their participants found the questionnaire easy to fill, but they point out that AttrakDiff results alone do not explain causes of user experience changing over time.

2.2.2 System Usability Scale

System Usability Scale (SUS) is a widely used tool for measuring usability. It is a cost-effective, 10-item Likert scale giving “a global view of subjective assessments of usability” [4]. The questionnaire was created as a solution to the need of having a quick, simple, cost-effective and a reliable way of measuring user performance changes between software versions. [4]

Participants are asked to fill the SUS form directly after using the product or system that is being evaluated, before any further debriefing or interview should occur. A fully-filled form is scored according to SUS scoring rules, resulting in a number between 0 and 100, with higher numbers denoting better usability. [4]
According to Kühnel [16, p. 98] there is a strong correlation between SUS scores and the pragmatic aspect of AttrakDiff. Kühnel, Westermann, Weiss & Möller [17] also came to conclusion that SUS is useful if a mere comparison of systems or different versions of the same system is wanted. For gaining further insight into the collected usability evaluation scores Kühnel et al. recommend AttrakDiff instead as it specifically distinguishes between hedonic and pragmatic aspects.

2.2.3 Think-aloud Process

In think-aloud process the participants are encouraged to share their mind while using the product or the system [3, p. 19]. By externalising their thoughts the participants allow the session moderator to know what they are thinking instead of the moderator having to guess [29, pp. 335-337]. The process can be used to organically collect qualitative evaluation findings from participants, using their own words.

Combining quantitative task completion time/performance measurements with think-aloud process is possible. Studies seem to suggest that at least in some cases asking the participant to think aloud during a usability evaluation does not have a significant effect on the time used to perform tasks in the test [3, 25].

2.3 A Model for Measuring Consistency

Literature on human-computer interaction does not offer any previous models for measuring the effect of consistency on user experience or usability. In this thesis the consistency of user experience and usability is measured as the effect consistency-related improvements have had on an iterative user experience and usability study.

This measurement of consistency is done by first measuring user experience and usability in a study involving an initial version of the software. After this, the software is iterated on by tackling consistency-related findings gathered from the first study. Another study is conducted, now with the second, improved version of the software. The same user experience and usability measurement tools that were used in the first study are then used in the second one. Finally, the measurements from these two studies are compared.

The idea is that by focusing on consistency-related fixes between the two studies the effect the improvements to consistency had on the software can be collected directly as the change in measured user experience and
usability. For this work, however, these consistency-related fixes must be identified beforehand as being, indeed, consistency-related. The definition of consistency as dimensions over components as described in chapter 2.1.3 can be used for this identification. As the fixes are identified as being consistency-related, more certainty is gained for the measurements being caused by the changes to consistency in the software.

When comparing results from two iterative designs it’s advantageous to collect quantitative results in favour of qualitative ones as quantitative measurements are easier to compare against each other. In the study presented in this thesis two quantitative methods were used: AttrakDiff and SUS questionnaires. These are both described in section 2.2.
3.1 Design

This section describes the design of the ASP.NET frontend used for the first round of usability tests.

3.1.1 Home Page

The home page (see figure 3.1) was essentially a collection of navigational links to the main functionalities of Execution Framework. It offered links to the Test Browser, the Workflow Manager, configuration of Systems under Test, and the Keyword Test Designer (the last one being an external tool which is not a part of the Execution Framework). These links were presented as dashboard tiles on the page, with short descriptions of the pages these links represent. See figure 3.2.

On top of this, and every, page was a navigation bar with quick links to these same pages.

3.1.2 Test Browser

Aim of the Test Browser page (see figure 3.3) was to offer a place for the user to see all tests in a build in one place, as opposed to viewing subsets of them in workflows in the Workflow Manager. The tests themselves were organised hierarchically, with tests being inside test paths, and these branches of tests
paths inside physical test files. This structure was represented in the Test Browser by displaying tests in a tree resembling how a file explorer might display folders and files. The page itself only displayed one build at a time - user had to first choose a system under test, then a build under it to display all tests in the build.

The user interface allowed user to select multiple tests at once and tell the system to run them, in which case the tests would be sent to the test queue before eventually being run in a worker machine in the worker cloud. Run results of these tests, if there were to be any, were also displayed. Clicking on a test would bring user to the Test Executions page for the test in question.
3.1.3 Workflow Manager

The Workflow Manager page (see figure 3.4) was a hub for all workflow-related pages. It collected all workflow templates in the system, displayed related workflow instances under them, and had a button for adding new workflow templates into the system.

Workflows themselves were meant as the main tool for users to configure reoccurring sets of tests for new builds: nightly test runs and continuous integration test runs.

The Workflow Manager page displayed all workflow templates in the system, sorted by them being either active, inactive, or "manually queued", the last one being used to collect tests queued directly from the Test Browser into one place in Workflow Manager. Under each workflow template was a table of all the workflow instances in it. Some basic information was shown for each template and instance: their names, their test run progress, their current activity state, when they had been launched, and so on.

Certain activity thresholds were used to hide workflow templates and instances that hadn’t seen any recent activity, and clicking a "show all items" button was required to view them in these cases. This was to make the interface slightly less cluttered when the system had numerous workflows.

This was one of the few pages in the ASP.NET frontend that updated itself automatically, refreshing the workflow template items with latest progress data several times per minute. The idea was to have the page function as a dashboard for the most frequent daily use cases of the site, where users could leave the site open in a browser tab and check in occasionally to see
3.1.4 The Workflow Instance Page

The Workflow Instance page (see figure 3.5) was used to show details of and interact with a single workflow instance. The top of the page was reserved for a small summary of the workflow instance, including which build the instance corresponded to. Below it were all test runs contained in the instance, listed in a table. Related information such as test result, test run state and name of the worker machine the test was run on was also shown. Link to the Test Executions page of each test was also available.

Users were able to run any test in the workflow instance again from this page. The entire workflow instance could also be cancelled, which removed any pending tests from worker queue and stopped any on-going test runs.

3.1.5 The Test Executions Page

The Test Executions page (see figure 3.6) was used to show all test runs of a single test of a specific build. The test runs, or test executions, were
Figure 3.5: ASP.NET frontend Workflow Instance page, with tests in workflow instance sorted by their verdict timestamps.

displayed in a list along with each test’s result and a link to an external test log. Because of technological limitations (due to the nature of the network Execution Framework was deployed in all the test log links pointed to local network drives, but for security reasons most internet browsers prevent users from opening links that point to local network drives) users had to manually copy and paste these links into new browser tabs in order to open them.

Figure 3.6: ASP.NET frontend Test Executions page.
3.1.6 Workflow Template Editor

The Workflow Template Editor page was used to both create new workflow templates and to modify existing ones (see figure 3.7). The editor required user to enter some basic details for a new template (name, chosen system under test), the tests that should be run in any instances of the template (presented as test paths, essentially wildcarded test folders under which everything would be run), and the schedule on when and how often the template should trigger and generate new instances from itself.

Test paths were chosen with a modal widget that resembled the Test Browser, but was made to look slightly dissimilar to emphasise the difference of the user now choosing paths from a hierarchy instead of selecting individual tests (see figure 3.8).

![Figure 3.7: ASP.NET frontend Workflow Template Editor page.](image)

3.1.7 Systems under Test Pages

The Systems under Test pages were several relatively simple pages displaying all the systems under test artifacts in the system (see figure 3.9), offering
users the ability to perform basic CRUD (create, remove, update, delete) operations on them. Users were able to configure system under test artifacts in these pages (see figure 3.10), including giving them one or more build sources from which these systems under test would scan and discover physical test files (usually .DLL library files).

3.2 Old AUIT System

The old AUIT (Automated Unit and Integration Testing) system was a distributed test execution environment that was used for several years prior to launch of the first version of the "FAST" Execution Framework. Like Execution Framework, the AUIT system also offered a graphical user interface, as a set of mainly tabular, static ASP.NET pages with little to no JavaScript code. The user interface was considered crude and rudimentary, but got the job done at the time.

The old AUIT version of the frontend had no concept of workflows. Instead, if users wanted to modify which test sets were being automatically launched for new builds they had to manually edit an SQL database. Test
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Figure 3.9: ASP.NET frontend Systems under Test index page.

Figure 3.10: ASP.NET frontend individual system under test configuration page.

results were also not available from the frontend. Instead users had to open test result log files manually from a different computer on the network.
The AUIT frontend had some features that were not implemented in Execution Framework’s frontend, however. In AUIT users were able to change priority of tests on the fly, being able to prioritise certain test runs to be picked into the worker cloud as soon as possible. The worker cloud itself was more transparently available for users than it eventually would be in the first version of Execution Framework. Users were able to view all worker machines in the cloud in AUIT’s frontend and see which tests, if any, the machines were currently running.

The old AUIT frontend is described here because of its historical significance – many of the current and future users of the Execution Framework have used the old AUIT system for varying amounts.
Chapter 4

Evaluating the ASP.NET Frontend

This section explains how and with whom the ASP.NET Execution Framework frontend was usability tested, and which methods were used and the reasoning behind them.

The gathered evaluation data is presented in chapter 5, starting on page 40.

4.1 Evaluation Goals

The main goal during the first round of usability tests was to gather measurements of current state of usability and user experience in the ASP.NET frontend. These measurements would be compared against measurements from the second round of usability tests later, as reported in chapter 7 on page 66.

Secondary goal of these usability tests was to find qualitative issues in the frontend that could be taken into account when designing the new "React" frontend, especially pertaining to consistency of user experience.

4.2 Participants

Participants for the test were recruited from different teams in-house. A total of 13 participants were used.

Participants were predominantly male, with 10 of the participants being native Finnish speakers. All participants spoke fluent English. The test materials were in English, but the test sessions themselves were held in Finnish for the Finnish-speaking participants, and in English for everyone else.
11 of the participants mentioned considerable experience with the old "AUIT" system, with only 2 participants mentioning having very little to no experience with the old framework. This information was collected from the pre-test questionnaire that the participants were asked to fill.

4.3 Procedure

Test sessions were held in a closed conference room to avoid outside distractions.

The software was tested on a laptop computer and accessed with the Google Chrome web browser. The frontend web service itself was hosted on local intranet. The server of the Execution Framework that was used was running on a separate development server that wasn’t used by other people, thus closing it off from any other users than whoever was currently testing it in the usability session. This was to keep the state of the system predictable and to avoid any external users accidentally causing noticeable system-wide effects during testing.

The state of the Execution Framework was reset into an initial state after each test session. This initial state contained some basic pre-filled data in the system, with several builds, tests and workflows. This was to not only make it easier for participants to jump directly into scenarios, but to also make the tests seem more realistic. It is quite unlikely that most users of Execution Framework would ever see the environment as "empty", without any data configured by the system administrators.

The sessions themselves were recorded on video, with the video camera pointed on the laptop’s monitor and recording all speech between the participant and the moderator. As a backup, a smartphone was also used to record audio of the session in case something would’ve gone wrong with the video recordings. Notes were also taken during the session, which then formed the backbone of qualitative findings gathered from the usability study.

A pilot session was held before the rest of the sessions. Rest of the sessions were held over 6 working days in April 2016, with up to three sessions per day. An hour was reserved for each session, plus fifteen minutes of setup time before each session. The sessions generally lasted between 30 and 50 minutes, with a couple of sessions going over time.
4.4 Scenarios

Scenarios were designed so that they could be re-used during the second round of usability tests with the React frontend in order to keep the studies comparable. They were also designed to make participants interact with areas of the user interface that had been pre-analyzed to contain potential clashes in user experience consistency.

The scenarios were presented to the user verbally by the moderator, and participants were told that they could ask the moderator to repeat the scenario at any time. Participants were also instructed to go back to the front page of the FAST frontend after each scenario task.

Four scenarios were used in total. They consisted of one scenario to capture initial impressions, followed by three scenarios with focus on three main use cases of the software: investigating individual test failures and running individual tests; investigating failures in scheduled nightly test runs; and configuring nightly test run schedules. The scenarios are presented and explained below.

4.4.1 Scenario 1: Viewing Front Page

The scenario text for the first scenario was as follows:

"Take a moment to look at the FAST front page without clicking on anything. What are your first impressions? What do you think these links and tabs on the page mean? What do you think would happen if you clicked on them? Are there any words or labels on the page that you are unsure about?"

The motivation for this scenario was to capture the participant’s initial impressions of the frontend when they see it for the very first time [3, pp. 131, 135, 153-154]. Of particular interest was whether the language and terminology used in the front page matched with what participants were expecting or were familiar with. Likewise, it was interesting to know if users would be able to naturally figure out what the different functionalities and sub-pages branching from the front page would actually be, just by their titles and short descriptions, even if unclear descriptions would generally just be a one-time nuisance after users would learn what sort of functionalities the frontend would support.

4.4.2 Scenario 2: Queueing Test Runs
A colleague has set up automated tests in FAST for the Component X branch. You have been told that there have lately been issues with "Unit test set Y" tests, and you now want to run these tests for the latest Component X build to see how they go.

This scenario was used to introduce the concept of running automated tests from specific builds, a practice which the participants should have already been familiar with from the old testing system. An interesting aspect was also to find out where participants would start with this task without any other prodding — whether they would first click on the Test Browser component, as was intended, or whether they would wander off into other pages or run the tests from a workflow from the Workflow Manager page.

4.4.3 Scenario 3: Scheduling a Workflow

You’ve been asked to schedule Component Y’s all core and external component-related tests each Tuesday and Thursday night.

The third scenario was designed to test the usability and UX aspects of creating a new scheduled test run. A key point was to see if participants would understand what "workflows" meant in the system and that "scheduled work runs" were related to workflows. The specifics of the schedule – the multiple test sets and the non-standard weekly schedule of running only on Tuesdays and Thursdays – were designed to force the participant to interact further with the workflow creation dialog, and in particular to get them to attempt to select multiple values from where they would choose which tests to schedule to see if that UI component would feel natural to them.

4.4.4 Scenario 4: Investigating a Failing Workflow

A colleague has previously configured another workflow of "Unit test set Y"-related tests for Component X to run automatically every night. However, you’ve been told that some of these tests have started to fail lately, and you’ve been asked to investigate the issue, and then to attempt if running the failing tests again from the workflow would solve the failures.

The fourth and final scenario was used to gauge how participants would approach investigating failures that occurred in tests that are in scheduled
workflows, and whether the slightly different use case in scenario 2 would help or hinder in this task.

Participants were also asked to run the tests again, just to simulate and evaluate a scenario where a user would naturally run tests from a workflow again and then view results of the re-run.

4.4.5 Changes to Scenarios

Two major changes were made to the scenarios during the study.

Originally the last two scenarios, the "Scheduling a Workflow" and "Investigating a Failing Workflow" scenarios, were in different order, so that the participant was asked to investigate a failing workflow before they were asked to create a new scheduled workflow. The motivation for this was that testing the scheduling dialog was, as far as broad usability strokes were concerned, the least interesting of all the scenarios, and was thus left as the last scenario so that it could be dropped out in case there would not have been time to run it during an evaluation session.

However, the participant of the pilot session had some trouble with where to begin with investigating the failed workflow, but had no issues with creating a new scheduled workflow in the final scenario. The scenarios were swapped after the pilot session to hopefully better introduce the concept of workflows for the participants and to make the usability sessions smoother so they would cover more ground and find more issues.

Scenario 4, "Investigating a Failing Workflow", did also not originally include any references to the term "workflow". Instead, phrases like "set" and "test set" were used, with the motivation that it would be interesting to see how naturally participants would mentally map these abstract concepts of scheduled test sets to the "Workflows" component visible on the front page. The first four sessions (including the pilot session), however, had definite trouble distinguishing between the usage of the Test Browser and the Workflow components for this task. As this confusion between the components was starting to take a lot of time from the sessions, and as there was a risk that due to this the Workflow component would not receive much actual evaluation, it was decided to simply mark this as a usability finding and to introduce the word "workflow" into the scenario description.

After this change the final 9 of the 13 session participants had no real further difficulties between distinguishing these two components as far as the scenario focus was concerned. It is noteworthy, however, that after the change the scenario description is much more leading, and it may have had an effect on the post-test questionnaire rankings.
4.5 Collecting Findings

Qualitative findings were gathered by both observing participants as they performed the given scenario tasks as well as by asking them to think aloud. Participants were also encouraged to ask questions and share their thoughts after each scenario.

Quantitative findings were collected only by measuring participant "satisfaction levels" of user experience and usability with AttrakDiff and SUS questionnaires, elaborated more in the next section. Task performance was not measured, although scenario completion times could have been retroactively extracted from the recorded session tapes. This was decided to be unnecessary, however, since these completion times would not have been comparable to completion times from the future second usability evaluation round as participants ended up being more familiar with the system by then.

4.6 Pre-Test and Post-Test Questionnaires

Before and after each session the participants were presented with printed-out questionnaires that they were asked to fill in. All of the questionnaires used in the study are available in appendix A.

Participants were asked to fill a short pre-test questionnaire before the test that asked their previous experience with the new "FAST" Execution Framework that they were going to soon try, their previous experience with the old "AUIT" system as described in chapter 3.2 (page 31) and their previous experience with automated testing in general. Participants were asked to circle in their answer for each of these three questions from the four options of "not at all/not sure", "very little", "some" and "quite a lot". See figure A.1 on page 92.

After the test the participants were asked to fill AttrakDiff and SUS questionnaires. Both of the questionnaires were presented as paper copies. The used two-page AttrakDiff questionnaire is available as figures A.3 and A.4 on pages 94 and 95. The used SUS questionnaire is available as figure A.2 on page 93.
Chapter 5

Results of First Evaluation

This chapter discusses findings collected from the first round of usability evaluation studies conducted on the ASP.NET version of the Execution Framework frontend.

5.1 Overview

A total of 13 evaluation sessions were held, including the pilot session. Three more sessions had been booked but the participants had to cancel beforehand.

As explained in section 4.4.5 on page 38 the scenarios were changed slightly after the pilot session (the order of the last two of the four scenarios in the script was swapped) and again after the fourth session, when the leading word “workflow” was introduced into briefing of the final scenario.

5.2 Quantitative Findings

Quantitative findings were collected using SUS and AttrakDiff forms as explained in section 4.6 on page 39.

Answers to AttrakDiff questionnaire were scored by converting each participant’s adjective-pair answers on the 7-notch semantic differential scale into an integer number between -3 and 3, with negative numbers from -1 to -3 corresponding to the left-side adjective of the adjective pair, and positive numbers from 1 to 3 corresponding to the right-side adjective of the adjective pair. 0 was used to convey an option where participant found the system to correspond equally to both adjectives, or to not correspond to either of them. Thus, a total of 21 numbers were extracted for each participant, one number for each adjective pair. Mean averages of these numbers for the first
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usability study can be found from figure A.5 on page 96 as the graph "Old frontend".

Mean averages were also calculated for each of the four qualities represented by AttrakDiff: pragmatic quality, hedonic quality - identity, hedonic quality - stimulation and attractiveness. When calculating means for qualities some of the adjective pairs were flipped so that each adjective pair had the adjective generally interpreted as "worse" in the negative number area and the "better" one in the positive number area. The calculated mean averages, along with standard deviations and confidence intervals calculated at the 95% confidence level, can be found from table 5.1.

SUS values were scored according to the questionnaire’s instructions [4]. Mean average of 79.62 was calculated for SUS scored. See table 5.1.

Table 5.1: Mean AttrakDiff and SUS results from the first usability study. (AttrakDiff: Min. = -3/Max. = 3; SUS: Min. = 0/Max. = 100; N = 13; CI = 95%. SD: standard deviation, CI: confidence interval, Lower: lower confidence bound, Upper: upper confidence bound.)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Mean</th>
<th>SD</th>
<th>CI</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>AttrakDiff: Pragmatic quality</td>
<td>1.04</td>
<td>0.91</td>
<td>0.55</td>
<td>0.49</td>
<td>1.60</td>
</tr>
<tr>
<td>AttrakDiff: Hedonic quality - identity</td>
<td>1.01</td>
<td>0.33</td>
<td>0.20</td>
<td>0.81</td>
<td>1.21</td>
</tr>
<tr>
<td>AttrakDiff: Hedonic quality - stimulation</td>
<td>0.71</td>
<td>0.90</td>
<td>0.54</td>
<td>0.17</td>
<td>1.26</td>
</tr>
<tr>
<td>AttrakDiff: Attractiveness</td>
<td>1.58</td>
<td>0.61</td>
<td>0.37</td>
<td>1.21</td>
<td>1.95</td>
</tr>
<tr>
<td>SUS</td>
<td>79.62</td>
<td>12.54</td>
<td>7.57</td>
<td>72.04</td>
<td>87.19</td>
</tr>
</tbody>
</table>

The mean scores point out that the frontend was considered somewhat above average in all areas. According to AttrakDiff, "attractiveness" was considered the most high-ranking aspect of user experience in the ASP.NET frontend, scoring a mean of 1.58. The lowest ranking went for hedonic quality - stimulation, scoring 0.71.

These findings are compared against quantitative findings collected from the second usability study in chapter 9 starting on page 75.

5.3 Qualitative Findings

Qualitative usability findings were collected both during usability sessions and later on when going through the notes and recorded video tapes. Findings were collected into an Excel document where they were given an identification number, a description, a recommended fix, textual tags to link them to an area of the tested product for easier finding and filtering (such as
"Workflow”, ”Home page” or ”Test Browser”), severity rankings, and notes in how many and in which usability sessions these findings were encountered, which helped see how wide-spread the issue presented in the finding was.

A total of 134 qualitative findings were collected from the sessions. The issues were given rankings according to their frequency (how many participants encountered the issue, from 0 to 13), impact (whether the issue was difficult or easy to overcome, from 1 - easy to 3 - difficult) and persistence (how often users would continue be bothered by the issue even once they knew about it, from 1 - one-time issue to 3 - users would encounter it every time).

In addition, the issues were also ranked an overall severity level according to Nielsen’s levels of severity [19]:

0  Not a usability issue
1  Cosmetic issue
2  Minor usability issue
3  Major usability issue
4  Catastrophic usability issue

The 134 findings were ranked into the severity levels like thus:

- 8 level-0 non-usability issues.
- 62 level-1 cosmetic issues.
- 40 level-2 minor usability issues.
- 18 level-3 major usability issues.
- 6 level-4 catastrophic usability issues.

Furthermore, a good portion of the findings could be classified as being specific to a page (or several pages) of the site. These findings have been collected and sorted by high-level severity into table 5.2. Findings that do not belong to any specific page have also been collected into table. Some findings were deemed to belong to several pages. This is reflected in the total finding counts in the table, which sum up to more than the total 134 findings.

While describing all of the 134 findings is out of scope of this thesis, an overview of the findings found during the first evaluation round, grouped
Table 5.2: Usability finding counts per site page for the first usability study. Table is sorted by amount of high-level findings.

<table>
<thead>
<tr>
<th>Page</th>
<th>Level-4</th>
<th>Level-3</th>
<th>Level-2</th>
<th>Level-1</th>
<th>Level-0</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Browser</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>Test Executions</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>Workflow Manager</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>Workflow Instance</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>4</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Workflow Template Editor</td>
<td>0</td>
<td>4</td>
<td>5</td>
<td>16</td>
<td>3</td>
<td>28</td>
</tr>
<tr>
<td>(no page)</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Systems under Test</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Home Page</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

by site page, is collected below. As some of these findings were eventually addressed for the React version of the frontend, the findings in question and details on how they were fixed are presented in more detail in chapter 6.2 starting on page 53.

5.3.1 Home Page

Many of the findings collected from the home page revolved around unclear terminology. That these issues were found on this particular page is unsurprising considering that the first task in the scenarios presented to participants involved looking at and reading through the home page.

Seven out of thirteen of the participants had some degree of initial uncertainty with what terms such as *system under test* or *workflow* really meant, and six participants of the thirteen were unsure of what sort of functionality was supposed to be found under pages titled *Keyword Designer* and *Test Browser*. This can be viewed as external inconsistency in the conceptual component of the interface of Execution Framework – that is, the metaphors used to describe tasks and actions in the system were inconsistent with what participants were expecting considering their previous experience with the old AUIT system, and from having used other systems with domain similarities.

Another common issue was that the home page offered three different links for each of the main components of the site (Keyword Designer, Test Browser, Workflow Manager and Systems under Test). All these components were presented on the home page as dashboard-style icons with the title of the page, a short description of the page, and a button underneath. The title of the page was styled as a caption for the description text and worked
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as a link. The button underneath, likewise, was a link, titled as a verb action ("Open Test Browser"). Finally, a top-bar is drawn on top of the page with navigational links for these same components. See figures 3.1 and 3.2 on page 26. All these three different links worked identically, but some participants were confused whether or not they were being taken to the same page by them. Two of the participants went as far as testing each of the links one by one, making sure they were being redirected to the same page from all of them.

This issue can be categorised under external physical inconsistency – the visual representation of the link elements was not consistent with expectations of participants.

5.3.2 Test Browser

The most severe findings in Test Browser were related to participants struggling with side effects of the hierarchical organisation of the tests in a tree structure. Test Browser did not support searching through or sorting the test hierarchy, and since tests in the browser were presented as a hierarchical tree with nodes that could be expanded and collapsed, participants could not use browser’s built-in search features either to find the tests they were looking for unless they had already expanded the relevant nodes in the tree. These issues were compounded by a bug that caused the Test Browser to forget which nodes the participant had already expanded when using browser’s back functionality to return to the Test Browser from a subpage, forcing the participant to start browsing from scratch. These issues with interaction were categorised under internal (the bug) and external (lack of search) communicational inconsistency.

Participants also wished that overviews of passed/failed states of tests would be presented on parent nodes of the tests, so that a non-test parent node would be shown as "passed" if all the actual tests under it would have passed, and as "failed" if any of the tests under the node would have failed. This sort of information was not available for non-test nodes, making finding failed tests from the hierarchy by just browsing it very cumbersome, requiring the participant to expand every node in the tree.

Some participants had trouble with the way UI required them to choose an active system under test in the Test Browser before they were shown any builds and tests. As with the terminology issues with home page (see page 43), participants did not always have a clear idea how systems under test connected with builds, although experimentation generally allowed them to continue. The dropdown component used to select from the systems under test was also quite small and sometimes took a while for the participants
to notice. One participant also expressed a valid concern on how tall the dropdown might grow once the system has been used for several years and the amount of systems under test has grown large. See figure 5.1.

![Test Browser](image)

Figure 5.1: Some participants had trouble with either locating the small system under test selection dropdown on Test Browser or figuring out how it was connected to the displayed test hierarchies.

### 5.3.3 Workflow Manager

Six out of the thirteen participants noted that while the Workflow Manager page displayed current test progress of running workflow instances, it only presented this information as how many of the tests in an instance had been run out of the total test count. Participants would have preferred to see numbers of passed and failed tests in workflow instances to better gauge how well these workflow instances had been going. The progress of finished tests within a workflow instance that was displayed was also found somewhat confusing by some participants, as it was presented not only as a graphical progress bar, but in addition both as a number ("13/40") and as a text string ("Finished", "Running").

Workflow Manager did also not offer participants any good abilities to filter, sort, search or group workflow templates and workflow instances in the
system, beyond using their internet browser’s built-in search functionality and by workflow templates being automatically sorted into sections of "active", "inactive" and "manually queued" workflow templates. Three participants had trouble finding a workflow they were looking for from the Workflow Manager and explicitly noted the lack of search functionality. This issue became increasingly relevant during later usability sessions, as the interface did not directly support removing workflow templates from the system and one of the scenario tasks was to create a new one into the system. This caused a slow build-up of new workflow templates in the system as the first usability study progressed further, causing increasing visual noise in the Workflow Manager. These new workflow templates were set to "inactive" after each usability session, causing them to fall to the bottom of the Workflow Manager page. While they were out of the way of scenario tasks, later participants did comment on the clutter, raising this issue.

5.3.4 Workflow Instance

The most common finding during the usability study was every participant but one expecting the workflow instance page to automatically refresh its dynamic contents, whereas this implementation was mostly a static page and required the participant to manually refresh the page to update the presented state of the workflow instance.

As with the Workflow Manager page, the page for workflow instances also did not offer a good summary of passed and failed tests within it. While the actual tests and test runs with their final results were available on the page, their total counts were not, and participants wanting summaries of workflow instances would have had to count the amounts of passed and failed tests by hand.

Seven minor findings were also collected from the table on the page that was used to present tests and test runs in the opened workflow instance. For one, when participants used the sorting functionality in the table, the sorting tended to respond slowly and often caused participants to erroneously click on the sort buttons multiple times, ending up with sorting calls for the table being queued up sequentially, making the table sort itself multiple times in quick succession after a small delay. However most participants did not even try sorting the table, even when doing so would have made their task considerably easier. It is unclear if they did not know that the feature was available or whether it was just part of their usual way of working with tabular data.
5.3.5 Test Executions

Eight of the thirteen participants fundamentally misinterpreted the test executions page. While the page was meant to collect all test executions of a single test in one build into one page, these participants misinterpreted it either as showing test runs of a test across several builds and even across systems under test, or as displaying all test runs of a single workflow instance (which would have made it just an alternative view of the workflow instance page).

In a case where a participant entered the test executions page from an older workflow instance it was also unclear which of the displayed test executions was the one that brought them to the page.

Three findings originated from the system limitation of how test result logs are handled. These logs are stored as complicated set of files on another server on the company’s internal network, with a single XML file for each test result that the user can open. Due to default security settings in most internet browsers, these files cannot usually be opened directly by following a link from FAST’s frontend. Rather, the user is required to copy a link to the test log file into clipboard and paste it into browser’s address bar. This used solution was extremely cumbersome which perplexed three participants. While the page had a separate button for copying the URL to the file into user’s clipboard in a single click (see figure 5.2), the page did not contain sufficient instructions on why this was necessary and how to actually view the test logs.

Figure 5.2: As a workaround for accessing test results logs on Test Executions page, a separate button for copying link to the test log into user’s clipboard was provided on the right side of each test execution item.

5.3.6 Workflow Template Editor

As with findings for Test Browser (chapter 5.3.2, page 44) and Workflow Manager (chapter 5.3.3, page 45) the widget used to select test paths for a workflow template did not support filtering, searching or sorting, causing some participants to have a degree of trouble with finding and selecting tests and test paths for their workflow template. This also caused external communicational inconsistency with what participants would have expected.
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from this kind of interface, although technically it was internally consistent with the Test Browser component.

The concept of "test paths", essentially just folder wildcards for tests, was also somewhat foreign to participants, although most of them understood the concept after using the system for a bit.

Another major issue that almost every participant encountered was the lack of feedback once a workflow template was saved. Participants expected either a confirmation message that their save was successful, or at least that they would have been redirected to either Workflow Manager or to some kind of other view of the workflow template, but in fact nothing happened. Some participants doubled back to Workflow Manager to see if their new template had appeared there, to make sure that it had been properly created or its changes saved. This issue was both an external and internal inconsistency in communicational aspects of the interface – not only were participants expecting proper feedback from saving their workflow, but, as an internal inconsistency issue, proper feedback was nonetheless given when taking other similarly important actions such as queueing tests for a run.

Five out of the thirteen participants also found that presenting a workflow template’s priority as an integer number was confusing as they had no context to judge what was a good number to pick. While a help text to the right of the form field described that lower priority numbers meant higher priority, this did not give enough context for the participants to adjust this number for their own use. The default number for the field, 1, was also deemed oddly high priority for a default value by one participant. Interestingly, this representation of priority as an integer was externally consistent with the physical component of a similar priority feature in the old AUIT interface. However, adjusting priorities of test runs was generally performed only by power users in the old AUIT system, and most of the old AUIT users taking part in this evaluation were merely regular, non-power users. The difference in metaphors in workflows in Execution Framework and test runs in the old AUIT system may also have caused confusion in how priority was handled.

Many participants were also confused by some form component issues that were caused by aggressive future-proofing and edge case handling. A radio button selection component was used for selecting the "test selector" used in the workflow template, but the only available radio option was "test paths" as nothing else had been implemented. Also, when user selects a build system used for the workflow template, they are also prompted to select a build source. These were both presented as dropdown components, but as the available build sources are directly linked to the used build system, the build source dropdown generally only had one possible option for the participant to choose from. The system technically supports multiple build sources in
a build system so user had to be given an option to choose one of multiple sources from the system, but this is a rare case and it did not occur during this usability study. These issues caused some confusion, especially as the concepts of test selectors and build sources were not familiar to participants.

5.3.7 Systems under Test

Not many findings were uncovered from the Systems under Test page as the scenario tasks did not require participants to enter it. The most pressing issue found was that Test Executions pages contained links to the system under test page that the test was contained in. A degree of risk was involved in this as user could modify the system under test directly from this linked page. Two participants followed this link half-accidentally, and while they did not modify any of the systems under test, they could have damaged the system from this page without realising it.

5.3.8 Other Findings

Other findings that weren’t classifiable under any specific page of the site contain among others the inability for users to manually instantiate a workflow instance out of a workflow template. This is something three of the participants wished was possible to do.

Five of the participants also had issues with navigation across pages. Several of them were afraid to use their internet browser’s back button to navigate back from a page. At least one participant mentioned that they had bad experiences with using browser’s back functionality with modern dynamic web pages (a sentiment that feels anecdotally common), which made them wary of using it in other sites that seemed similarly modern or dynamic. Two of them also found having navigated themselves into dead-ends, not being sure where to navigate next, and hoping for explicit ”back” links or breadcrumbs to allow them to step back.
Chapter 6

Building the React Frontend

This chapter presents the chosen technology and architecture for the new, React-based frontend. Following this, several findings from the first usability study are described in detail, including how they are categorised within consistency of the frontend’s user experience, and how the finding was improved in the React implementation.

6.1 Architecture

One goal of this entire project was to move Execution Framework’s frontend from combination of static HTML pages and cobbled-together dynamic JavaScript and JQuery code to take advantage of an actual JavaScript frontend framework or library. One frustration with the original ASP.NET frontend code was its ad hoc, inconsistent nature, which also made constructing consistent interface elements difficult. The hope was that changing to a complete frontend library solution would also make constructing a consistent interface easier, by better supporting writing reusable interface components. This would help in cutting down inconsistencies in communicational and physical areas of the interface.

The change to a new frontend library, however, would require rewriting a lot of user interface code. A lot of the code written for the server-side ASP.NET backend would also need to be changed into client-side JavaScript code. Setting up a new frontend framework, its toolchain, and work process, and getting them all to interact with the existing Visual Studio-based development workflow would also require time and work. All this meant that the actual time reserved for usability and user experience improvements for the findings covered in chapter 5 would be limited and would have to be prioritised.
6.1.1 React As the New Frontend Library

Several JavaScript-based frontend frameworks were considered to replace the previous frontend architecture. AngularJS was decided to be too different from writing normal JavaScript. Coding in Angular would teach developers how to code in Angular, but not so much in JavaScript. It was felt that this would have made maintenance tasks more difficult in a multi-person development team where most of the developers did not have much experience with JavaScript programming to begin with. Meteor was also considered, but it would have been an overly holistic approach to frontend development, offering its own backend implementation. This was decided to be a no-go as the existing ASP.NET infrastructure could easily be changed into a pure API backend for the new frontend implementation. The level of online support for Meteor was also found inadequate.

Eventually React was chosen as the frontend library of choice. Unlike other considered frameworks, React is only a renderer library. It was backed up with other JavaScript libraries such as react-router and redux to handle URL routing and application state.

Expectations for React were that it would have a learning curve, especially for non-JavaScript developers, but making modifications for existing React code would be relatively easy. However, as stated in chapter 1.2 on page 14, maintainability of the code base was not a focus in this study, nor was the project on-going for long enough to see how non-JavaScript developers of the team would find the chosen library.

The idea was to also turn the previous ASP.NET backend into a JSON API. This was done by stripping out all the code generating HTML views and replacing these with API calls returning data from the Execution Framework in JSON format. This data was then parsed and displayed by the React frontend.

6.1.2 Focus on Workflow Pages

As previously stated, due to time limitations for the project and the decision to change to a new frontend architecture, it was necessary to prioritise and focus work effort when re-creating and improving pages and site functionality for the new frontend. This work started with combining findings from the first usability study into four distinct areas of the site: the home page, systems under test pages, the test browser, and workflow-related pages. These collections are displayed in table 6.1. Sorting this table by the number of high-severity findings it’s clear that workflow-related pages had the most findings requiring attention, having 3 "usability catastrophe"-level findings.
and 12 "major usability problem"-level findings.

Table 6.1: Findings of first usability study combined into four distinct areas.

<table>
<thead>
<tr>
<th>Page</th>
<th>Level-4</th>
<th>Level-3</th>
<th>Level-2</th>
<th>Level-1</th>
<th>Level-0</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow Pages</td>
<td>3</td>
<td>12</td>
<td>27</td>
<td>35</td>
<td>4</td>
<td>81</td>
</tr>
<tr>
<td>Test Browser</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>Systems under Test</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Home Page</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

The pages for handling systems under test offered relatively simple create, remove, update and delete actions, which were not particularly interesting targets to focus on immediately. These pages also did and likely would not see much frequent use, making them low priority overall.

The Test Browser, on the other hand, was a relatively complicated component, and prioritising the efforts to re-create it in React would not necessarily be justified as the component seemed to see only moderately frequent use among users actively using the Execution Framework.

The workflow pages, however, saw basically daily use by the active users. This alone was a strong justification for focusing on these pages.

The pages that were finally chosen for re-implementation and improvements were the Home page and several workflow-related pages, namely the Workflow Manager page and the Workflow Instance page.

The home page was chosen for its simplicity and static nature. It was easy to implement again in React, and also offered a good starting point for the scenarios that would be written for the second round of usability tests. The final home page ended up looking identical to the ASP.NET frontend home page which was presented in chapter 3.1.1 on page 25.

The Workflow Manager was chosen for being the obvious "root" page of all workflow-related actions currently available on the site. It was also deemed the page most likely to see daily use of all the workflow-related pages. The final design is presented in appendix figure B.1 on page 98. For comparison the old ASP.NET design is presented in figure B.2 on page 98.

The Workflow Instance page was chosen for its ideal nature as the target for implementing auto-refreshing of data from backend to frontend consistently across the site, relating to the issue described in chapter 5.3.4 (page 46) and the following chapter 6.2.3 (page 57). The final design is presented in appendix figure B.3 on page 99. For comparison the old ASP.NET design is presented in figure B.4 on page 99.

The Test Executions page, despite having the most findings from the workflow-related pages as seen in table 5.2 on page 43, was dropped out of
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scope of the improvements for the React frontend. The original plan was to re-imagine the Test Executions page as a page displaying runs of a specific test across all builds, like many participants mis-interpreted the page (as described in chapter 5.3.5 on page 47). These major modifications pushed the page out of the time constraints allotted for the project, however. The page was also prioritised as less important than the Workflow Instance page, as the latter was still navigationally an obvious position for entering the re-imagined Test Executions page and would thus be best to construct first.

Adding the actual improvements, as described in chapter 6.2, was relatively straightforward. The previous ASP.NET frontend was re-created fairly identically in React, after which incremental improvements for usability findings were added on top. Developing these improvements was, as predicted, a much simpler affair than it would have been with the old ASP.NET/JQuery-based frontend.

6.2 Improvements

In total, due to the scope of the new React frontend being much smaller than the tested previous ASP.NET frontend, only 10 of the 134 found usability issues were addressed. From these 10 two were level-4 "usability catastrophes", two were level-3 "major usability issues", three were level-2 "minor usability issues", and the last three were level-1 "cosmetic issues".

The issues had been ranked according to their severity which was taken into account when choosing which issues to handle when constructing the React frontend. These rankings are presented below. See chapter 5.3 on page 42 for explanations on the different rankings used.

Findings had also been linked to dimensions of consistency, if appropriate. These are also presented below.

Finally, the implemented fixes and improvements are presented.

6.2.1 No Overall Result Summary for Workflow Instances

Description of the finding from first round of usability evaluations:

Finding #48: No overall summary of the amount of passed and failed tests within a workflow instance is available on the workflow instance page. User can only see every individual test in the workflow instance and the state of these tests, but would currently need to count the total number of passed and failed tests by hand.
This finding was ranked as follows:

**Frequency: 3/13** 3 out of 13 participants encountered this issue.

**Impact: 3/3** This issue was difficult to overcome. The workflow instance page allows filtering and sorting of tests by their state, but users would still need to manually count the amount of tests in each category.

**Persistence: 3/3** Users would encounter this issue every time on the workflow instance page.

**Severity: 4/4** Total severity was ranked as a "usability catastrophe" for its severe impact and persistence. The issue would have a major effect on basic use of the application, despite it not having occurred very frequently during testing sessions.

This finding had no connection to internal consistency of the system, but was externally inconsistent with the old AUIT system which prominently displayed counts of passed and failed tests within each test group. It can be argued that this issue relates to both physical and communicational components of interface consistency – the expected visual representation of results was completely lacking in the current system (physical component), and the system did also not adequately display the state of an item even with user accessing the item directly (communicational component).

The finding was fixed by adding new columns for numbers of passed, failed, in-progress and cancelled tests into the top summary section of Workflow Instance page. See figure 6.1. Due to backend limitations these numbers were relatively slow to calculate. To increase page load times this section of the page is empty when user first enters the page, but the summary content is filled in dynamically within a couple of seconds as user stays on the page.

![Workflow instance: Test SUT 1 workflow, build MockUnitTests_004](image)

Figure 6.1: Numbers of in-progress, finished, passed, failed, and cancelled tests were added to the summary section on the top of the workflow instance page.
As a side effect of implementing a fix for finding #1 (see page 57) the summary section on the page is also periodically updated with actual latest state data from backend as long as user keeps the page open.

6.2.2 No Result Summary Available in Workflow Manager

Description of the finding from first round of usability evaluations:

Finding #57: Overall passed/failed summary of workflow instances is not given on the Workflow Manager page. Number of passed or failed tests within the workflow instance is not shown either.

This finding was ranked as follows:

**Frequency:** 6/13 6 out of 13 participants encountered this issue.

**Impact:** 3/3 This issue was difficult to overcome. Participants were uncertain of states of workflow instances in the system as the Workflow Manager page was the only page that gave an overview of all workflow instances in the system. The Workflow Manager page showed number of tests run in each instance, but not how well the actual tests had gone. Participants had no choice but to open workflow instances manually and see the state of the test runs within from inside them.

**Persistence:** 3/3 Users would encounter this issue each time.

**Severity:** 4/4 Total severity was ranked as a "usability catastrophe" for its severe impact and persistence, and quite frequent appearance in testing sessions.

A vague connection could be made from this finding to external consistency in that good system design would involve showing summaries of critical sub-data in a top-level view, and usability testing participants were either expecting or requesting this kind of functionality. As with the previous finding #48 (see page 53), this was an issue in both physical and communicational aspects of the interface.

This finding was addressed by replacing the ambiguous progress bars of workflow instances (see figure 6.2 and the separate finding #89 on page 59) with new columns for amounts of passed, failed and in-progress tests, similar to the previous finding #48. See figure 6.3. To further aid in user being able to quickly ascertain the current state of workflow instances, some visual
emphasis was added to each field whenever the count in them would be over zero: the text colour is changed to green for passed tests, red for failed tests, and left as the default black but bolded for in-progress tests.

Figure 6.2: Participants had trouble connecting the progress bar and the numbers to the right of it. Numbers of passed or failed tests was also not displayed.

Figure 6.3: The progress bar was replaced by listing the counts of passed, failed, and in-progress tests separately.

To save visual space on the page, the fourth regular state of tests, ”cancelled”, was left out of the table, even though this created some slight internal physical inconsistency with the columns on the workflow instance page introduced in the fix for the similar finding #48. The number of cancelled tests can still be inferred, however, as the amount of tests left over when passed, failed and in-progress tests are subtracted from total number of tests in a workflow instance.

As with the fix for finding #48, the calculation of the data required for displaying this information is relatively expensive to compute. Thus, the data cells for the passed, failed and in-progress items are initially loaded on the web page as empty fields, and the actual data is loaded in dynamically within a couple of moments. Depending on the amount of items on the page this can take several seconds.

Also as with finding #48, the displayed information is periodically updated with latest result data from backend (but unlike with the Workflow
Instance page in finding #48, automatic background refreshes had already been implemented in the previous version of the Workflow Manager page, the subject of this finding).

6.2.3 Workflow Instance Page Does Not Auto-Refresh With Latest data

Description of the finding from first round of usability evaluations:

Finding #1: Participants expected the Workflow Instance page to automatically refresh itself with latest progress data and results of test runs in background. However, this had not been implemented and participants were required to manually refresh the page to see current data and results. One participant explained that they expected the page to update itself because a similar view of test runs and their results in the desktop application Visual Studio updated itself automatically without manual intervention, as desktop applications generally do.

This finding was ranked as follows:

Frequency: 12/13 12 out of 13 participants encountered this issue.

Impact: 2/3 This issue was rated as moderately difficult to overcome. Without the ability to easily see whether anything was actually happening or not on the page, participants generally waited for some time before either asking whether the page auto-updated itself or refreshing the page manually.

Persistence: 1/3 Participants learned to bypass the issue by refreshing the page manually after encountering the issue for the first time.

Severity: 3/4 Total severity was ranked as a ”major usability problem”, mainly due to its frequent appearance in almost every testing session.

The finding can be seen linked to external communicational consistency in that modern web applications generally do implement background auto-refreshing for updating user’s screen with current data relevant to them. Also, as mentioned by one of the participants, other software used by the participants designed to monitor test runs, web-based or not, implement auto-refreshing.
A link to internal consistency also exists: some pages of the previous version of the application already implemented auto-refreshing, in particularly on the Workflow Manager page.

The finding was fixed by implementing automatic refreshing on the Workflow Instance page. Notably, the new ReactJS architecture made the implementation more straightforward than it would have been with the previous version. After the fix the page polls updated data from the backend every 10 to 15 seconds. A horizontal spinner is painted by top of the data table whenever the page is performing an auto-refresh operation. See figure 6.4.

Figure 6.4: A horizontal spinner, in the shape of a moving bar with a blue gradient colour on it, is now briefly visible when the workflow instance page auto-refreshes itself.

6.2.4 Workflow Manager Page Has No Column Titles

Description of the finding from first round of usability evaluations:

Finding #66: Workflow templates in Workflow Manager have no labels for their columns. This makes deciphering some of the fields guesswork if the field hasn’t been particularly well filled.

This finding was ranked as follows:

Frequency: 2/13 2 out of 13 participants encountered this issue.

Impact: 3/3 This issue was difficult to overcome if fields of the workflow template were filled so that they weren’t very self-evident.

Persistence: 2/3 Users might be able to learn which unlabelled column would match with which field of the workflow template, but this would put a lot of burden on them.

Severity: 3/4 Total severity was ranked as a “major usability problem” due to high impact and moderate persistence.
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This finding conflicts with internal physical consistency in that all other columns in all other tables in the frontend have been labelled, although the Workflow Manager is not such an obvious table element as these other tables. See figure 6.5 for an example of the issue from the ASP.NET frontend. This finding was fixed by adding labels "template name", "system under test", "priority", "description", and "schedule" for the template items in Workflow Manager. See figure 6.6.

Figure 6.5: Previous version of the frontend did not have column labels for workflow template items in Workflow Manager.

Figure 6.6: Column labels were added to the workflow template items.

6.2.5 Workflow Manager Has Three Different Ways of Conveying Workflow Instance Progress

Description of the finding from first round of usability evaluations:

Finding #89: A participants expressed some confusion by the three different ways that Workflow Manager used to convey test run progress for workflow templates: a progress bar, a numerical representation of the progress bar ("13/40"), and a textual state ("Finished").

This finding was ranked as follows:

Frequency: 1/13 1 out of 13 participants encountered this issue.

Impact: 2/3 This issue was moderately difficult to overcome when the participant had no mental model on how the three different ways of expressing the same state mapped together.

Persistence: 2/3 Participant was able to correctly parse the information in the three different fields together after they had asked and were told about it.
Severity: 2/4 Total severity was ranked as a “minor usability problem”.

This finding has a vague connection to external physical usability in that most third-party systems attempt to display state or progress of a task with only just a progress bar, or a progress bar and a textual summary of the state, and sometimes with a numerical expression of the values used in the progress bar. This would conform with how this system has been implemented, but the connection between these three items was not obvious enough. The numerical representation of the progress bar ("13/40") was not positioned quite close enough to the progress bar itself to be obviously linked to it. The textual representation of the progress likewise wasn’t close enough to the progress bar, and was easy to misinterpret as not being related to it.

In the React frontend this finding was fixed by completely removing the progress bar and its numerical representation, replacing it with the columns for the number of passed, failed and in-progress tests in a workflow instance implemented for finding #57 (see page 55). This still left the textual representation of the state easy to misinterpret as not being related to the test progress numbers, but this was deemed a sufficient improvement for the next iteration.

See figures 6.2 and 6.3 on page 56 for a before and after comparison.

A further fix would be to implement a multi-colour progress bar that would show overall progress of test runs, and number of passed, failed, cancelled and in-progress tests as differently coloured segments on the bar. Numeric representations of these should also be introduced again, but put into a tooltip that gets displayed when user hovers over the progress bar element.

6.2.6 Considerable Lag When Sorting Tables

Description of the finding from first round of usability evaluations:

Finding #19: Sorting tables in Workflow Instance page by clicking on table headers has considerable lag before the table actually gets visually sorted. This can cause a case where user thinks their first click on the table header was not registered while in fact the sort is being processed in the background. This may cause user to click on the header multiple times, which ends up having all of the individual sort clicks getting registered and processed and the table getting sorted back and forth multiple times against user’s wishes after a small delay, disorienting and annoying them.

This finding was ranked as follows:
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**Frequency:** 2/13 2 out of 13 participants encountered this issue.

**Impact:** 2/3 This issue was moderately difficult to overcome, as it was difficult for the participants to predict.

**Persistence:** 2/3 Participants tended to encounter this issue multiple times, not being able to infer what caused the occasional lag in performance.

**Severity:** 2/4 Total severity was ranked as a "minor usability problem".

The finding has a link to external consistency in that most programs the participants would use daily that also had sortable tables would be desktop applications with efficient client-side sorting. This finding is also linked to communicational component of interface in that the inconsistency stems from the delay and uncertainty in user interacting with the system.

The root cause for the lag was table sorting happening on the server: whenever user wanted to sort a table, a new table for the current data was constructed on the server, sorted, and converted into HTML which was sent back to the client (user’s browser). This caused delay even when sorting small tables. User, not knowing that the sorting operation they wanted was already being performed, could click on the table headers to make sure the table was being sorted. This would queue up the sort requests, all of which would eventually get performed, resulting in the table being re-drawn rapidly and chaotically, alternating between ascending and descending sort, possibly also ending up in a sort order that would be against user’s wishes.

This was fixed by moving the table sort functionality into client-side code. The new sort is much faster, although it can still cause adverse performance when sorting tables with large amounts of items (one hundred or more). This is not actually due to the sorting, but rather because of having to re-draw the entire table from scratch in browser’s DOM. On the upside this now causes the browser’s UI to freeze momentarily when re-drawing the DOM, effectively stopping user from performing unwanted multiple clicks on table headers (the DOM re-draw freeze occurred also in the previous implementation, but was eclipsed by the non-freezing wait time caused by network lag).

### 6.2.7 Tables Do Not Look Sortable

Description of the finding from first round of usability evaluations:

Finding #50: Most participants did not attempt to sort tables in Workflow Instance or Test Executions pages, even when it would have quite obviously made their task easier. At least one
participant wondered out loud if the table was going to be sortable before they attempted to sort it by clicking on one of the table’s column headers. The assumption is that for at least some people the table is not obviously sortable, as tables on the web often aren’t.

This finding was ranked as follows:

**Frequency:** 1/13  1 out of 13 participants encountered this issue.

**Impact:** 2/3  This issue had moderate impact on using the site.

**Persistence:** 1/3  The table was easy to sort once a participant knew it was possible.

**Severity:** 2/4  Total severity was ranked as a ”minor usability problem”.

The finding was connected to external physical consistency in that sortable tables generally have a default column they are sorted by, and an arrow to indicate what the default sort is. This implementation, while supporting sorting and displaying arrows once sorting had been performed, offered no default sort or default arrows.

The issue was fixed by adding a default sort column and the related arrow to tables. See figure 6.7.

![Figure 6.7: Table caption with a default sort column and an indicator arrow.](image)

### 6.2.8 Misinterpreting Auto-Refresh Spinner

Description of the finding from first round of usability evaluations:

Finding #87: Workflow Manager page displays an animated spinner by the right side of a workflow template item when it’s refreshing the item’s contents from backend. One participant did not see any link between the page possibly auto-refreshing itself and the animation. Another told that they found the animation very distracting whenever it was on screen.

This finding was ranked as follows:
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**Frequency:** 2/13  2 out of 13 participants encountered this issue.

**Impact:** 1/3  This issue had low impact on using the site.

**Persistence:** 2/3  Once participants knew what the spinner animation was for, they weren’t as dumbfounded by it. One participant still found it distracting, however.

**Severity:** 1/4  Total severity was ranked as a ”cosmetic problem only”.

The finding broke external physical consistency slightly in that animated spinners on the web tend to be circular, whereas this was an animation of moving vertical bars. See figure 6.8. External communicational consistency was also breached in that the mental model of at least one of the users did not connect the spinner with the page auto-refreshing itself.

The entire spinner was removed when building the new version of the frontend. This was justified by the circumstances surrounding finding #1 (see page 57) which showed that participants were expecting the workflow instance page to automatically refresh itself even when there were no spinners on it.

![Spinners](image)

*Figure 6.8: The occasionally appearing spinner on the top-right corner of a workflow template item caused some confusion.*

**6.2.9 Run Time for a Workflow Instance Is Displayed With Too Much Accuracy**

Description of the finding from first round of usability evaluations:
Finding #91: Total run time of a workflow instance is displayed as a decimal number with many decimal points. This kind of accuracy is not only needless for human use, but also makes the numbers more difficult to parse.

This finding was ranked as follows:

**Frequency:** 1/13 1 out of 13 participants encountered this issue.

**Impact:** 1/3 The issue had very little impact on use.

**Persistence:** 3/3 Technically, users would encounter this issue every time they would have the need to get a total run time of a workflow instance.

**Severity:** 1/4 Total severity was ranked as a "cosmetic problem only".

This finding was internally physically inconsistent in that some other time-related decimal numbers on the site were already being printed in a more human-readable format.

The finding was fixed by not only rounding run time to the nearest full second, but also by formatting it to separately display hours, minutes and seconds. See figures 6.9 and 6.10 for a before and after.

![Figure 6.9: Previous version of total run time had needless decimal precision.](image)

![Figure 6.10: Total run time was rounded in the new version.](image)

### 6.2.10 Undo Function In Table Is Confusing

Description of the finding from first round of usability evaluations:

Finding #37: The sortable tables which contain selectable items offer an "undo" function which is used to undo actions that mass-select (or mass-de-select) multiple items on the table. This is really only useful if user has already selected several items on the table and then accidentally clicks either the "clear all" button or
the top root checkbox that can be used to quickly select or de-select all items on the table. This undo feature was not used by any of the participants, and one participant expressed confusion on what it would actually "un-do".

This finding was ranked as follows:

**Frequency:** 1/13 1 out of 13 participants encountered this issue.

**Impact:** 1/3 This issue had low impact on using the site.

**Persistence:** 1/3 Users would have no issue with using the feature once learning it.

**Severity:** 1/4 Total severity was ranked as a "cosmetic problem only".

While the finding does not strictly break any consistency standards, it’s not a feature that is naturally seen with tables, so a vague link to external physical and communicational inconsistency can be argued.

See figure 6.11 for an example of the finding.

The finding was fixed by simply removing the undo option in the React frontend as it went completely unused in the previous version.

Figure 6.11: The "undo" link appearing next to the selection count indicator after mass-de-selecting all items on the page caused some confusion.
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Evaluating the React Frontend

This section explains how and with whom the new React frontend for the Execution Framework was usability tested, and which methods were used. The gathered evaluation data is presented in chapter 8, starting on page 69.

7.1 Evaluation Goals

The main goal of the second round of usability tests was to see whether usability and user experience had improved after the change to the new React frontend. The quantitative measurements captured in this second usability study would be compared against the measurements of the first study, as reported in chapters 4 (page 34) and 5 (page 40).

Secondary goal of the second usability study round was to collect further qualitative findings which could be used as basis of further improvements later on, and to see whether the specific fixes described in chapter 6.2 (starting from page 53) addressed the issues they were supposed to.

7.2 Participants

A total of 13 participants were recruited for the second round of usability evaluations, including the pilot session. The idea was to use as many people as possible from the previous round to ensure that all participants would have at least a certain level of familiarity with the previous Execution Framework frontend. 11 of the 13 participants of the previous round were able to attend the second usability study. In addition, two members of the automated testing team that had not taken part in the previous round were recruited for this round. These two extra participants were deemed too familiar with the Ex-
execution Framework system for the first round, but their previous experience with the system made them ideal candidates for the second round.

7.3 Procedure

The procedure used was for the most part identical to the one used in the first round of usability tests, with the exception of addition of post-test questions, described in section 7.6 on page 68. The earlier procedure is described in chapter 4.3 (page 35).

The time between the two rounds was about two months.

A pilot session was held a day before the rest of the sessions, but no adjustments to the scenarios or procedure were made after the session. Remaining sessions were held over 9 working days in June 2016, with up to two sessions per day. An hour was reserved for each session, plus fifteen minutes of setup time before each session. The sessions generally lasted between 15 and 30 minutes, with several sessions going up to 40 minutes.

7.4 Scenarios

The initial plan was to use the same scenarios from the first round as described in chapter 4.4 on page 36. However, as only a subset of the original feature set was implemented for the React frontend, likewise also a subset of the original scenarios were used.

A total of two scenarios were devised for the second round. Eventually only the fourth scenario of the first round, "Investigating a Failing Workflow", was re-used, with some of the minor details such as test names changed. A new initial scenario was also constructed. Both of these scenarios are presented and explained below.

7.4.1 Scenario 1: Current State of the System

To start, can you explain to me what do you think is the current state of the workflows running in the system?

This short initial scenario was used to guide the participant to navigate to the Workflow Manager page and to see whether the Workflow Manager-related fixes for displaying progress and state as described in chapters 6.2.2 (page 55) and 6.2.5 (page 59) were enough to enable the participant to quickly gather that information from the page now.
7.4.2 Scenario 2: Investigating a Failing Workflow

A previously configured workflow template for Component X has started to fail lately. You’ve been asked to investigate the issue, and then to attempt if running the failing tests again would solve the failures.

This scenario is essentially the same that was in the previous round, as described in chapter 4.4.4 on page 37.

This second and final scenario was used to gauge how improvements made to the Workflow Instance page affected usability and user experience, particularly whether participants would notice that the page had now been changed to automatically refresh itself, as described in chapter 6.2.3 on page 57.

7.5 Pre-Test and Post-Test Questionnaires

Before each testing session participants were asked to fill a short pre-study questionnaire. After finishing the scenario tasks participants were asked to fill AttrakDiff and SUS questionnaires. All three questionnaires were the same ones used in the previous round, as described in chapter 4.6 on page 39. The participants were this time specifically asked to only grade the workflow-related pages they had just used.

7.6 Post-Test Questions

At the end of each usability session three post-test questions were presented to participants right after they had filled the post-test questionnaires:

1. Do you feel that the design of the system has improved or worsened since the previous version?

2. Do you feel there’s anything in the current design that could cause problems for use?

3. Do you feel there’s anything else in the system that should be changed? What sort of changes?

The motivation behind these questions was to gauge whether participants felt that the design of the frontend was going into the right or wrong direction.
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Results of Second Evaluation

This chapter discusses findings collected from the second round of usability evaluation studies conducted on the new React frontend for the Execution Framework.

8.1 Overview

A total of 13 evaluation sessions were held, including the pilot session. One extra session had been booked, but was eventually not held due to scheduling conflicts.

8.2 Quantitative Findings

Numerical quantitative findings were collected using SUS and AttrakDiff in questionnaire format as with the first round of usability studies and as clarified in section 4.6 on page 39. The findings were scored similarly to earlier questionnaires in chapter 5.2 on page 40. Calculated mean averages for AttrakDiff and SUS, along with standard deviations and confidence intervals calculated at the 95% confidence level, can be found from table 8.1.

The mean scores point out that the frontend was considered slightly above “neutral” in all areas, with the aspect of attractiveness being the only AttrakDiff dimension scoring above 1.0. Further analysis is presented in the next chapter, as these findings are compared against quantitative findings collected from the first round of usability studies. Chapter 9 starts on page 75.
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Table 8.1: Mean AttrakDiff and SUS results from the second usability study. (AttrakDiff: Min. = -3/Max. = 3; SUS: Min. = 0/Max. = 100; N = 13; CI = 95%. SD: standard deviation, CI: confidence interval, Lower: lower confidence bound, Upper: upper confidence bound.)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Mean</th>
<th>SD</th>
<th>CI</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>AttrakDiff: Pragmatic quality</td>
<td>0.95</td>
<td>0.97</td>
<td>0.58</td>
<td>0.36</td>
<td>1.53</td>
</tr>
<tr>
<td>AttrakDiff: Hedonic quality - identity</td>
<td>0.78</td>
<td>0.61</td>
<td>0.37</td>
<td>0.41</td>
<td>1.15</td>
</tr>
<tr>
<td>AttrakDiff: Hedonic quality - stimulation</td>
<td>0.76</td>
<td>0.71</td>
<td>0.43</td>
<td>0.33</td>
<td>1.19</td>
</tr>
<tr>
<td>AttrakDiff: Attractiveness</td>
<td>1.53</td>
<td>0.80</td>
<td>0.48</td>
<td>1.04</td>
<td>2.01</td>
</tr>
<tr>
<td>SUS</td>
<td>77.50</td>
<td>14.25</td>
<td>8.61</td>
<td>68.89</td>
<td>86.11</td>
</tr>
</tbody>
</table>

8.3 Qualitative Findings

Qualitative findings were collected and ranked identically to the first round, as explained in chapter 5.3 on page 41. A total of 50 qualitative findings were collected from the second round. They ranked into severity levels as follows:

- 5 level-0 non-usability issues.
- 9 level-1 cosmetic issues.
- 27 level-2 minor usability issues.
- 9 level-3 major usability issues.
- 0 level-4 catastrophic usability issues.

As with the first round, the number of findings for each page was also collected, as seen in table 8.2. Findings that do not really belong to any specific page are also collected into the table.

Table 8.2: Usability finding counts per site page for the second usability study. Table is sorted by amount of high-level findings.

<table>
<thead>
<tr>
<th>Page</th>
<th>Level-4</th>
<th>Level-3</th>
<th>Level-2</th>
<th>Level-1</th>
<th>Level-0</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow Instance</td>
<td>0</td>
<td>6</td>
<td>12</td>
<td>5</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Workflow Manager</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>(no page)</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Home Page</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
As with the previous round, an overview of the findings per page is collected below.

### 8.3.1 Workflow Manager

Four out of the thirteen participants still voiced confusion regarding used terminology. The concepts of workflows, workflow templates and workflow instances weren’t entirely clear for them, although as with last time, the participants were able to deduce what workflows were used for in the system by browsing the site for a bit. This issue of unclear terminology was compounded for a few of the participants by usage of the term “template” as a title for a field used to display the name of a workflow template. This change was a part of the fix for the first round’s finding #66 (see chapter 6.2.4 on page 58). Wording the title as “template” turned out to just confuse participants as it was the only mention of that term on the Workflow Manager page. The previous version also had a button on the page for creating new workflow templates titled “Create New Workflow Template” but this entire button had been removed in the second version as the page had not yet been implemented after the switch to React frontend library.

In other words, the issues with external conceptual inconsistencies remained, although some of the participants had learned the terminology by the second study due to their daily use of the software and thus did not have these problems. The result is not surprising since these issues of external conceptual inconsistency were not addressed during the interface improvements.

As with findings for the Workflow Manager page in the previous study (chapter 5.3.3 on page 45), two participants voiced concerns on how they would find their workflows from the page as options for filtering, sorting or grouping workflows had not been implemented.

The fix for findings #57 (see chapter 6.2.2 on page 55) and #89 (chapter 6.2.5 on page 59) involved swapping the slightly confusing progress bar, used for displaying progress of test runs in a workflow instance, to table columns displaying numbers of passed, failed and in-progress tests. This change was well-liked, with 6 of the 13 participants saying out loud that being able to now see the current state of passed and failed tests in a running workflow instance was a good improvement. Three of the participants noted that the displayed numbers of passed, failed and in-progress tests did not add up to the total amount of tests in an instance and were confused by this. This was because the number of cancelled tests in an instance was not displayed anywhere on the Workflow Manager page. Although this was an intentional design decision to save space, it created internal physical inconsistency which
should be reconsidered in light of this feedback.

The implementation of the fix for finding #57 caused another finding in internal physical/communicational consistency in the interface among several participants: the improvement required the system to collect test result data in backend in order to serve accurate numbers of passed and failed tests in workflow instances to users. Gathering of this data turned out to be a relatively slow operation, so these fields were left empty during initial page load and filled in progressively by using AJAX calls to retrieve accurate data from backend. This caused two of the participants to not initially notice that there was any progress state available, or that the page would update itself with this state data after a few moments.

8.3.2 Workflow Instance

The Workflow Instance page turned out to have the most findings in the React frontend. A common issue among participants was the inability to cleanly cancel only one test run in a workflow instance. The only workaround was to cancel the entire instance, then re-run all test runs in it except the ones user would like to cancel. This was understandably deemed a clumsy solution.

Another issue was the lack of transparency in certain aspects of the system. The actual state of the worker cloud was not available, which frustrated three of the participants. One participant, who had already been using the previous ASP.NET frontend almost daily since its release, described the lack of a page showing states of each individual machine in the worker cloud as making maintenance of the Execution Framework cumbersome. Another participant was unsure what it meant when a test’s state was set to ”waiting” after they had attempted to re-run tests in a workflow instance, as they had no idea what the tests were exactly waiting for and the system did not provide them with answers.

Four of the participants would have preferred to see tests in a workflow instance presented as a tree-like structure, sorted by their test paths, instead of being displayed as the flat list they were in now. Implementing this would certainly make the visualization of these tests more internally physically consistent with the Test Browser page of the previous frontend version which displayed tests in a hierarchical tree.

An interesting note is that only several of the participants noticed that finding #1 (see chapter 6.2.3 on page 57) had been fixed and the page now auto-refreshed itself with latest test state progress. Most participants stayed on the page and waited it to refresh itself without refreshing the page manually. When asked about this, several of these participants admitted not
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remembering that this had been an issue the last time.

Ironically, while fixing finding #87 (chapter 6.2.8 on page 62) involved removing a distracting spinner from Workflow Manager, the fix for finding #1 added a new spinner on the Workflow Instance page whenever it was fetching new data from backend. This distracted some participants as the connection between the page refreshing itself and the spinner was not very obvious, especially if there was nothing to update and thus nothing changed on the page as the spinner disappeared.

Participants did generally not notice the added summaries to workflow instance pages introduced in the fix to finding #48 (see chapter 6.2.1 on page 53) or the default sort arrows and columns for the fix to finding #50 (see chapter 6.2.7 on page 61). At least one participant noted the new summaries, and several participants now used the table sorting options although the utilization of these features was not as wide as hoped.

8.3.3 Other Findings

The only finding on the home page was a recurring finding from the previous study (see chapter 5.3.1 on page 43): that the page offered three different types of links to each of the main components of the site.

As also mentioned in chapter 5.3.8 (see page 49) participants still had trouble with navigation and were sometimes left in dead-end pages where they did not know how to navigate away from and were reluctant to use their browser’s back button - namely when wanting to return to Workflow Manager from a Workflow Instance page.

In addition there were two noteworthy findings related to duration and finish times in workflows that appeared in both Workflow Manager and the Workflow Instance page:

Re-running tests in a workflow instance caused confusion in that an instance that had already finished once was given a finish time, but this was not removed when tests in it were being run again - it was merely updated once the tests being re-run had finished. Some participants found this unclear, as a workflow instance having a finish time implied to them that the instance had stopped all activity. Yet, tests were being ran in them.

Durations for workflow instances were also calculated in a way that caused concern in participants. Instead of tracking actual total run times of tests in a workflow instance, the total duration of a workflow instance was calculated as a subtraction of the finish time from the start time. The result was a quickly calculated rough estimate of how long an instance had been running. This became very difficult to interpret for participants, however, if any tests had been re-run in a workflow instance as that updated the instance’s finish
time, making the duration sometimes vastly longer than it should have been, also rendering the number quite meaningless.

8.4 Other Feedback

Overall the feedback received during think-aloud protocol and post-test questions was that the participants preferred the new version and they thought it was going into a better direction, despite the lower scores from the questionnaires.

Many stated that the design was more clear, although it should be mentioned that the test data on the website was less cluttered during the second usability study, giving the appearance of a cleaner user interface.
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Analysis of Results

Quantitative results of both usability studies are compared side-by-side in table 9.1. Results for SUS and all four AttrakDiff qualities are presented for both ASP.NET and React versions of the frontend, matching the first and the second usability study. The measured change between the different frontend versions is also calculated. Note that all the numbers in the tables in this section have been rounded to nearest two decimal places.

As can be read from the table, the change in the mean averages of almost all of the used scales to measure user experience and usability has been negative, apart from the 0.05 increase in AttrakDiff’s hedonic quality - stimulation. This means that, according to quantitative results of this entire study, the user experience and usability were measured to be slightly worse in the second usability study where the React frontend for Execution Framework was used. This outcome conflicts with the result from qualitative post-test question findings of the second usability study which claims that many of the participants found the React frontend at least slightly better than the previous version and that the development of the frontend was progressing towards a direction of their liking (see section 8.4 on page 74).

This conflict is not significantly changed if mean averages are compared only from the 11 participants that were present in both usability studies as can be seen in table 9.2. Again, usability and user experience have suffered minor net loss during the improvements made for the React frontend apart from AttrakDiff’s scale of hedonic quality - stimulation.

Full per-adjective pair results for AttrakDiff for both of the usability studies are available in figure A.5 in the appendix, page 96. Interesting points in the graph are the two only major differences in the adjective pairs between the two frontend versions: the pairs for stylish–tacky and confusing–clearly structured. The difference of about 0.69 points in favour of "stylish" in the ASP.NET frontend is interesting, since the actual visual layout of the fron-
Table 9.1: Mean averages of AttrakDiff and SUS results from usability studies conducted for the ASP.NET frontend and the React frontend. (AttrakDiff: Min. = -3/Max. = 3; SUS: Min. = 0/Max. = 100; N = 13 (both studies/frontends); CI = 95%. SD: standard deviation, CI: confidence interval, Lower: lower confidence bound, Upper: upper confidence bound.)

<table>
<thead>
<tr>
<th>Quality</th>
<th>System</th>
<th>Mean</th>
<th>SD</th>
<th>CI</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD: Pragmatic</td>
<td>ASP.NET</td>
<td>1.04</td>
<td>0.91</td>
<td>0.55</td>
<td>0.49</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>0.95</td>
<td>0.97</td>
<td>0.58</td>
<td>0.36</td>
<td>1.53</td>
</tr>
<tr>
<td>Change</td>
<td></td>
<td>-0.10</td>
<td>0.05</td>
<td>0.03</td>
<td>-0.13</td>
<td>-0.07</td>
</tr>
<tr>
<td>AD: Hedonic - identity</td>
<td>ASP.NET</td>
<td>1.01</td>
<td>0.33</td>
<td>0.20</td>
<td>0.81</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>0.78</td>
<td>0.61</td>
<td>0.37</td>
<td>0.41</td>
<td>1.15</td>
</tr>
<tr>
<td>Change</td>
<td></td>
<td>-0.23</td>
<td>0.27</td>
<td>0.16</td>
<td>-0.40</td>
<td>-0.07</td>
</tr>
<tr>
<td>AD: Hedonic - stimul.</td>
<td>ASP.NET</td>
<td>0.71</td>
<td>0.90</td>
<td>0.54</td>
<td>0.17</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>0.76</td>
<td>0.71</td>
<td>0.43</td>
<td>0.33</td>
<td>1.19</td>
</tr>
<tr>
<td>Change</td>
<td></td>
<td>0.04</td>
<td>-0.19</td>
<td>-0.12</td>
<td>0.16</td>
<td>-0.07</td>
</tr>
<tr>
<td>AD: Attractiveness</td>
<td>ASP.NET</td>
<td>1.58</td>
<td>0.61</td>
<td>0.37</td>
<td>1.21</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>1.52</td>
<td>0.80</td>
<td>0.48</td>
<td>1.04</td>
<td>2.01</td>
</tr>
<tr>
<td>Change</td>
<td></td>
<td>-0.05</td>
<td>0.19</td>
<td>0.11</td>
<td>-0.17</td>
<td>0.06</td>
</tr>
<tr>
<td>SUS</td>
<td>ASP.NET</td>
<td>79.62</td>
<td>12.54</td>
<td>7.57</td>
<td>72.04</td>
<td>87.19</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>77.50</td>
<td>14.25</td>
<td>8.61</td>
<td>68.89</td>
<td>86.11</td>
</tr>
<tr>
<td>Change</td>
<td></td>
<td>-2.12</td>
<td>1.72</td>
<td>1.04</td>
<td>-3.15</td>
<td>-1.08</td>
</tr>
</tbody>
</table>

The best that can be said from these quantitative results is that if there was any change in usability and user experience, it was too minute to be noticed by these measurements, assuming neither of the measurements were skewed.
Table 9.2: Mean averages of AttrakDiff and SUS results from usability studies conducted for the ASP.NET frontend and the React frontend using only the 11 participants that were present in both studies. (AttrakDiff: Min. = -3/Max. = 3; SUS: Min. = 0/Max. = 100; N = 11; CI = 95%).

<table>
<thead>
<tr>
<th>Quality</th>
<th>System</th>
<th>Mean</th>
<th>SD</th>
<th>CI</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ASP.NET</td>
<td>1.01</td>
<td>0.99</td>
<td>0.67</td>
<td>0.35</td>
<td>1.68</td>
</tr>
<tr>
<td>AD: Pragmatic</td>
<td>React</td>
<td>0.95</td>
<td>1.02</td>
<td>0.68</td>
<td>0.26</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>Change</td>
<td>-0.06</td>
<td>0.03</td>
<td>0.01</td>
<td>-0.09</td>
<td>-0.05</td>
</tr>
<tr>
<td>AD: Hedonic - identity</td>
<td>ASP.NET</td>
<td>1.03</td>
<td>0.36</td>
<td>0.24</td>
<td>0.78</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>0.75</td>
<td>0.66</td>
<td>0.44</td>
<td>0.31</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>Change</td>
<td>-0.28</td>
<td>0.30</td>
<td>0.20</td>
<td>-0.47</td>
<td>-0.07</td>
</tr>
<tr>
<td>AD: Hedonic - stimul.</td>
<td>ASP.NET</td>
<td>0.65</td>
<td>0.97</td>
<td>0.65</td>
<td>0.0</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>0.73</td>
<td>0.75</td>
<td>0.51</td>
<td>0.22</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>Change</td>
<td>0.08</td>
<td>-0.22</td>
<td>-0.14</td>
<td>0.22</td>
<td>-0.05</td>
</tr>
<tr>
<td>AD: Attractiveness</td>
<td>ASP.NET</td>
<td>1.68</td>
<td>0.61</td>
<td>0.41</td>
<td>1.26</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>1.52</td>
<td>0.87</td>
<td>0.58</td>
<td>0.94</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td>Change</td>
<td>-0.16</td>
<td>0.26</td>
<td>0.17</td>
<td>-0.32</td>
<td>0.01</td>
</tr>
<tr>
<td>SUS</td>
<td>ASP.NET</td>
<td>80.68</td>
<td>12.85</td>
<td>8.63</td>
<td>72.05</td>
<td>89.31</td>
</tr>
<tr>
<td></td>
<td>React</td>
<td>76.14</td>
<td>15.02</td>
<td>10.09</td>
<td>66.05</td>
<td>86.22</td>
</tr>
<tr>
<td></td>
<td>Change</td>
<td>-4.55</td>
<td>2.17</td>
<td>1.44</td>
<td>-6.00</td>
<td>-3.09</td>
</tr>
</tbody>
</table>

Overall, this leaves the results of the evaluation studies inconclusive, if cautiously optimistic. The qualitative results and overall participant feedback show promise, but they are not backed by the conflicting yet statistically insignificant quantitative results.
Figure 9.1: Mean AttrakDiff results from ASP.NET and React frontends. Error bars represent 95% confidence interval.

Figure 9.2: Mean SUS results from ASP.NET and React frontends. Error bars represent 95% confidence interval.
Chapter 10

Discussion

The first section of this chapter focuses on discussing the results gained from the study. The second section reflects on the reliability and validity of the conducted study.

10.1 Reflection on Results

As summed in chapter 9 the results of the study were mainly inconclusive, with the positive findings from qualitative data conflicting with the decrease in questionnaire scores in the quantitative data. If we assume that the measuring tools used had been perfectly calibrated, the statistical insignificance of the quantitative data would still mean that at best the improvement in user experience and usability would have been minor to non-existent, if not negative. This would still be an underwhelming result for the research question of whether focus on consistency would or would not affect user experience and usability.

What could have caused this discrepancy between quantitative and qualitative results? Or what could have caused the quantitative results not to improve during the second usability study? These are several potential ex-
planations:

1. Contrast with the old AUIT system.

2. Execution Framework taken into everyday use in-between usability study evaluation rounds.

3. Only subtle improvements.

4. Unimplemented features.

5. Use of within-subjects design in the usability study.

6. Qualitative results too positive.

The most likely reason seems that the participants had unconsciously contrasted the old Execution Framework frontend with that of the even older AUIT system’s frontend, as described in chapter 3.2 on page 31. Almost all of the participants had specified their experience with the old AUIT system as either "some" or "quite a lot" in their pre-test questionnaires (see table 10.1 on page 81). It is possible that participants thus compared the Execution Framework’s first frontend version they were testing to the old AUIT system they were familiar with. The contrast between these two systems is enormous, and may have coloured the quantitative results as "too good" in the first place. It is also possible that likewise when testing the second frontend for Execution Framework the participants were in fact comparing it to the first version of the frontend, not the old AUIT system, which could have resulted in their experiences with the system being much more muted.

Related to this is that the Execution Framework was rolled out and taken into everyday use during the two months between the two usability studies. In fact, 8 of the 11 participants that were in both usability studies reported in the second usability test’s pre-test questionnaire that their experience with the Execution Framework had improved by one or two levels, generally from "not at all/not sure" to either "very little" or "some". All in all, during the first usability study only four participants self-reported their Execution Framework experience level as "very little" (everyone else reported it as "not at all/not sure"); during the second study five participants reported their experiences at the level of "some" and two at "quite a lot" (the numbers were two for "not at all/not sure" and four for "very little"). See table 10.1. During the usability tests around half of the participants also stated that they had been using the Execution Framework and the first version of the frontend in their daily work in the two months between the studies, whereas some participants said they had not used it since the previous study. As the
Table 10.1: Summary of pre-test questionnaire results regarding previous testing and execution environment experience at Varian, from both usability evaluation rounds. N=13 on both rounds. See the actual questionnaire as appendix figure A.1 on page 92.

<table>
<thead>
<tr>
<th>Previous experience with... (round 1 / round 2)</th>
<th>...automated testing</th>
<th>...AUIT</th>
<th>...FAST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - not at all or not sure</td>
<td>2 / 0</td>
<td>1 / 1</td>
<td>9 / 2</td>
</tr>
<tr>
<td>2 - very little</td>
<td>2 / 1</td>
<td>1 / 1</td>
<td>4 / 4</td>
</tr>
<tr>
<td>3 - some</td>
<td>2 / 5</td>
<td>7 / 4</td>
<td>0 / 5</td>
</tr>
<tr>
<td>4 - quite a lot</td>
<td>7 / 7</td>
<td>4 / 7</td>
<td>0 / 2</td>
</tr>
</tbody>
</table>

Fresh novelty of the Execution Framework has undoubtedly worn off during this time, it’s also possible that the scores the participants would give the system in AttrakDiff and SUS questionnaires would get normalised down to less overly enthusiastic levels.

The largest changes the frontend saw were effectively major refactoring changes to the source code, while the user-facing changes were relatively subtle. As there were so few changes that were easily perceivable by participants, and as the improvements only covered about one third of the first version of the Execution Framework frontend with plenty of unimplemented sections, it’s possible that participants graded the React frontend more poorly than they would have otherwise, despite that they were asked to only grade the workflow-related sections that had been implemented.

All of these issues were further compounded by the use of within-subjects design (each study participant tested each version of the system, apart from only a few exceptions) in the usability study, as participants gaining practice during the first round of a study can have a carry-over effect on the second one, affecting its result [7]. However, using between-subjects design (testing each version of the system with different participants) would not have been reasonable during this study due to specifics of this particular study: the site-wide adoption of the Execution Framework system between the study evaluation rounds and the limited size of the pool of potential study participants.
And, of course, it’s possible that the qualitative results gathered during either of the usability rounds were too positive, as participants may be more eager to please the session moderator and talk up the software they’ve been testing [3, pp. 208-209]. Eliminating this sort of biased behaviour could push the results into either direction of statistical significance – the second version of the frontend could be either better or worse than the first one – but one would hope that the symmetrical nature of using colleagues as usability evaluation participants in both usability studies would eliminate this possibility.

Overall, with these inconclusive results it is difficult to say if the focus on consistency in frontend improvements brought anything for user experience and usability.

10.2 Reliability and validity

As the quantitative measurements done in this research were done by using AttrakDiff and SUS, so is the reliability of this research tied heavily to those two tools. As both AttrakDiff and SUS are considered to be reliable [2, 34], so is the measuring of the effect of consistency on user experience and usability done in this research.

Internal validity of the research, however, is not particularly strong. Qualitative results were collected, but quantitative results remain statistically insignificant. It’s also difficult to say how much of an effect the modified frontend had on participants AttrakDiff and SUS rankings compared to influences caused by external factors such as participants’ moods at the time.

The construct validity of the performed research is quite low, also: it is currently not possible to say with high confidence whether the changes in measured quantitative and qualitative user experience and usability were due to the changes done to consistency.

One root issue for this lack of construct validity was the use of within-subjects design, the use of a lot of the same participants in both of the evaluation studies. To better measure actual merits of focusing on consistency-related improvements three different groups of non-overlapping participants would be required, and each of the groups would have to evaluate a different variation of the frontend: one control frontend with no modifications; one frontend with consistency-related improvements only; and one frontend with only improvements that have no relation to consistency. This degree of research was not feasible in the scope of this study due to limited amount of participants and limited development time for the frontend improvements (as this proposed study would have required two different variations of the
new, improved frontend iteration).

Had the quantitative results been neutral instead of slightly negative it could at least have been said that consistency improvements had no effect on user experience and usability. However, not only would this result be inherently statistically insignificant, it would also still conflict with the positive results from qualitative data.

Another way to further the construct validity in any similar research would be to employ more triangulation, such as measuring the change in task performance times between the studies. As is, this particular example would not have added much benefit to this study. First, measuring task performance would have focused on pragmatic aspects of user experience, so the result would have been interesting only from the point of view of usability, sidelining hedonic aspects of user experience. Furthermore, as per the original problems with the quantitative data, one potential reason for the unexpected results was many of the participants starting to use the system in the two months between the studies. Participants getting accustomed to the system would have most likely reflected similarly in task performance times.
This thesis studied whether gains in measured user experience (and usability) could be achieved by focusing on consistency-related issues when improving a system. This was done by conducting two studies of task-based usability tests where quantitative user experience and usability differences were measured with AttrakDiff and SUS post-evaluation questionnaires. The tested interface in question, a web frontend for an in-house automated test execution system, was refactored into ReactJS platform and received consistency-related improvements between the studies.

The research question presented in the introductory chapter on page 14 asked whether a consistent user interface is better from user experience point of view than a heterogeneous one. A clear answer was not reached for this primary research question, however. The qualitative findings from the user experience evaluation study pointed towards a confirming position, but the quantitative findings from the same study conflicted with this, showing a slight, albeit ultimately statistically insignificant, loss in measured user experience and usability after the consistency-related changes to the frontend. Chapter 10 included some speculation on why this result was reached, including the possibility of the evaluation participants grading the frontend “too well” on the first evaluation round, resulting in a more evened-out and ultimately worse questionnaire results in the second round.

First of the two sub-questions asked what a consistent user experience means. This was answered in section 2.1.4 on page 20 by defining consistency of user experience via dimensions of internal and external consistency, across conceptual, communicational and physical components.

The second sub-question asked how consistency of user experience could be measured. This was answered in section 2.3 on page 23 by suggesting measuring it as a change between two quantitative user experience measurements done on a system or a product that has had only consistency-related
improvements done to it between the two measurements.

While this thesis was not able to provide a satisfying answer to the main research question – whether a consistent interface improves user experience or not – it does hopefully give groundwork into formalizing the use of consistency as a concept in context of user experience. The suggested methodology for measuring consistency in user experience is also potentially useful.

The most significant issue with the research done on in this thesis was its low validity. This could be improved in any future research by using between-subjects design instead of within-subjects – that is, using different participants for each iteration of the system. Effects of practice on results should also be eliminated or lessened by only using participants that have never used the system before, or participants that all have similar previous experience with the system. Another variation would be to use three different groups of participants as described on page 82 - one to test consistency-related improvements, one to test improvements not related to consistency, and one control group testing the original, unmodified version. Further triangulation could also be used, as described on page 83.

Future research into developing a method for measuring consistency in user experience that is not based on measuring differences between iterations would also certainly be a significant improvement and would potentially enable a tool that is much more straightforward to use as measurements could be taken ”in place” instead of relying on relative comparisons of different versions of the system or product.

A tangential angle that came up during this research was the benefit of improving the hedonic aspects of user experience in an in-house software. There does not really seem to be research in this subject matter, with or without the consistency angle. Existing research seems to be focused on studying user experience in consumer products. It’s uncertain how applicable this consumer-centered approach is to in-house systems and products that generally do not involve a ”choice” for the user to decide whether to use it or not. User experience research on consumer products is often based on how these products can be made attractive and usable enough for users to either begin or keep using them, whereas in-house products are often characterised by their non-voluntary use, and inferior user satisfaction does not necessarily correlate as directly to ”lost sales” as with consumer products.

So is there any advantage at all in enhancing user experience in in-house software? Norman [24, pp. 19-20] states that attractive things, as subjective as they are, make people feel good, which in turn makes them think more creatively, which, in turn, makes them more effective at finding alternative solutions and can make them more tolerant of minor difficulties. This could offer an interesting avenue into studying how hedonic aspects of user research
might increase effectiveness and error tolerance in in-house systems. In their 2015 paper Hassenzahl, Wiklund-Engblom, Bengs, Hågglund & Diefenbach [12], while not discussing about in-house products and systems, do recommend taking hedonic aspects into account during product evaluation, as they found out that hedonic aspects had an impact on experienced need fulfilment, whereas pragmatic aspects had none. A study by Diefenbach & Hassenzahl [5] discovered a desire for hedonic aspects even in tools that were considered as purely utilitarian.

Another potential avenue of approach is the whole question of consistency as such a core component of usability. Considering the emphasis consistency has in such fundamental human-computer interaction literature as Nielsen’s usability heuristics it was reasonable to expect that the effect of consistency on user experience would have had a more obviously prominent effect to this study. But certainly the research conducted in this thesis is not nearly enough to infer consistency as an irrelevant aspect of usability.

On the whole, consistency is an intuitive but a vaguely defined concept in human-computer interaction which has not seen much attention as the focus within the field of HCI has moved towards user experience. Consistency can be measured through the effects it has on UX, but the levels of its practical importance for user experience remain elusive.
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Appendix A

Questionnaires

This appendix contains all the questionnaires used during usability evaluation studies conducted in this thesis work. A semantic differential graph of the AttrakDiff questionnaire results is also included.
Name:
Team:
Date:

How much have you implemented, maintained or investigated automated unit or integration tests at Varian? Please circle your answer:

Not at all/not sure  Very little  Some  Quite a lot

How much have you previously used the current "AUIT" framework, or accessed test logs through uitlogs.xml, or used the AUIT frontend at he-vuit-db? Please circle your answer:

Not at all/not sure  Very little  Some  Quite a lot

How much have you used the new "FAST" Execution Framework, or accessed its frontend, to view, configure or schedule test runs? Please circle your answer:

Not at all/not sure  Very little  Some  Quite a lot

Figure A.1: Pre-test questionnaire for first round of usability evaluations.
Figure A.2: Systems Usability Test (SUS) questionnaire by Tullis and Albert [31], based on the work by Brooke [4].
**AttrakDiff Evaluation Questionnaire**

Participant name or ID: 

Instructions: Please choose the most appropriate assessment between word pairs from each line. You may feel that some word pairs do not fit the product very well. However, we would ask you to give an answer anyway. Remember that there are no "right" or "wrong" answers — your personal opinion is what counts.

<table>
<thead>
<tr>
<th>human</th>
<th>technical</th>
</tr>
</thead>
<tbody>
<tr>
<td>isolating</td>
<td>connective</td>
</tr>
<tr>
<td>pleasant</td>
<td>unpleasant</td>
</tr>
<tr>
<td>inventive</td>
<td>conventional</td>
</tr>
<tr>
<td>simple</td>
<td>complicated</td>
</tr>
<tr>
<td>professional</td>
<td>unprofessional</td>
</tr>
<tr>
<td>ugly</td>
<td>attractive</td>
</tr>
<tr>
<td>practical</td>
<td>impractical</td>
</tr>
<tr>
<td>likeable</td>
<td>disagreeable</td>
</tr>
<tr>
<td>cumbersome</td>
<td>straightforward</td>
</tr>
<tr>
<td>stylish</td>
<td>tacky</td>
</tr>
<tr>
<td>predictable</td>
<td>unpredictable</td>
</tr>
<tr>
<td>cheap</td>
<td>premium</td>
</tr>
</tbody>
</table>

*Please turn this page over and continue the questionnaire*

---

Figure A.3: AttrakDiff questionnaire, page 1.
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>alienating</td>
<td>○</td>
</tr>
<tr>
<td>brings me closer to</td>
<td>○</td>
</tr>
<tr>
<td>people</td>
<td>○</td>
</tr>
<tr>
<td>unpresentable</td>
<td>○</td>
</tr>
<tr>
<td>rejecting</td>
<td>○</td>
</tr>
<tr>
<td>unimaginative</td>
<td>○</td>
</tr>
<tr>
<td>good</td>
<td>○</td>
</tr>
<tr>
<td>confusing</td>
<td>○</td>
</tr>
<tr>
<td>repelling</td>
<td>○</td>
</tr>
<tr>
<td>bold</td>
<td>○</td>
</tr>
<tr>
<td>innovative</td>
<td>○</td>
</tr>
<tr>
<td>dull</td>
<td>○</td>
</tr>
<tr>
<td>undemanding</td>
<td>○</td>
</tr>
<tr>
<td>motivating</td>
<td>○</td>
</tr>
<tr>
<td>novel</td>
<td>○</td>
</tr>
<tr>
<td>unruly</td>
<td>○</td>
</tr>
<tr>
<td>integrating</td>
<td>○</td>
</tr>
<tr>
<td>separates me from</td>
<td>○</td>
</tr>
<tr>
<td>people</td>
<td>○</td>
</tr>
<tr>
<td>presentable</td>
<td>○</td>
</tr>
<tr>
<td>inviting</td>
<td>○</td>
</tr>
<tr>
<td>creative</td>
<td>○</td>
</tr>
<tr>
<td>bad</td>
<td>○</td>
</tr>
<tr>
<td>clearly structured</td>
<td>○</td>
</tr>
<tr>
<td>appealing</td>
<td>○</td>
</tr>
<tr>
<td>cautious</td>
<td>○</td>
</tr>
<tr>
<td>conservative</td>
<td>○</td>
</tr>
<tr>
<td>captivating</td>
<td>○</td>
</tr>
<tr>
<td>challenging</td>
<td>○</td>
</tr>
<tr>
<td>discouraging</td>
<td>○</td>
</tr>
<tr>
<td>ordinary</td>
<td>○</td>
</tr>
<tr>
<td>manageable</td>
<td>○</td>
</tr>
</tbody>
</table>

**Figure A.4: AttrakDiff questionnaire, page 2.**
Figure A.5: Mean results from AttrakDiff questionnaires for each adjective pair, from both usability studies. (Both studies: N=13; CI=95%)
Appendix B

Final React Frontend Designs

This appendix contains comparison screenshots of the final React frontend page designs versus their earlier ASP.NET frontend counterparts.
APPENDIX B. FINAL REACT FRONTEND DESIGNS

Workflow Manager

Figure B.1: The new React frontend Workflow Manager page.

Figure B.2: The old ASP.NET frontend Workflow Manager page.
APPENDIX B. FINAL REACT FRONTEND DESIGNS

Figure B.3: The new React frontend Workflow Instance page.

Figure B.4: The old ASP.NET frontend Workflow Instance page.