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Abstract

This thesis concerns fundamental self-organized aspects in π-conjugated polymers. Self-organization is the central issue in nanotechnology of soft condensed matter. The thesis focuses on the design and control of supramolecular hairy-rodlike molecules which are characterized by a thermotropic and preferentially aligned nanoscale structure. The major emphasis is on polypyrrole, polyaniline, and polyfluorene. Because of their rodlike chain the formation of supramolecules is nontrivial. The understanding of the structure-property relations of this class of materials is vital in the development of organic high-performance optoelectronic devices. Throughout this work, synchrotron radiation and X-ray diffraction techniques have been extensively used and combined with the photophysical methods.

In the first part, the ways to form hierarchic, highly ordered, and aligned lamellar smectic supramolecules of poly(2,5-pyridinediyl) complexed with dodecylbenzenesulfonic, methanesulfonic or camphorsulfonic acid and pentyl- or hexylresorcinol, octyl gallate, or octyl phenol have been developed and perfected. They have been characterized in the solution, in bulk and – in particular - in aligned films. Several new phases have been discovered and detailed structural description is given. When side groups are introduced microphase separated phases reveal a regular axial repeat but have different degrees of lateral packing regularity between molecules, varying from crystalline to liquid. Depending on composition they exhibit an order-order and then an order-disorder transition to isotropic phase. Liquid crystallinity allows facile overall alignment and results in the opto-electronic anisotropy as revealed by dichroism and polarized photoluminescence.

In particular, it is shown that the hierarchic supramolecular structure of poly(2,5-pyridinediyl), camphorsulfonic acid and octyl phenol comprises of a higher level head-to-head structure of polymer and lower lamellae, stacked, and monomer related structure levels in normal, equatorial, and meridional directions, respectively. By choosing the exact components and tuning the composition a coherence length as high as 800 Å along the smectic axis has been achieved. By contrast to covalent side chains, the supramolecular side chains can be cleaved from the aligned materials, which render aligned pristine polymer and high photoluminescence quantum yield of pure polymer.

The structure and phase equilibria have been designed between theory and experiment. The compilation of the results has been presented as a phase diagram in the melt state in the high polymer fraction limit. The study shows that the recent theoretical model highlights the most important mechanisms responsible for the observed phenomena and gives trends in which direction the developed system has to be adjusted to achieve the desired effects.

In the second part, the thickness dependent triaxial texturing in poly(9,9-bis(2-ethylhexyl)-fluorene-2,7-diyl) thin film on the rubbed polyimide has been identified, when thermotropic alignment has been applied. The polymer is 5/2 helix as proposed by Lieser and coworkers. It has three chain unit cell and the hexagonal-like cells of helical polymers are flattened in the direction of the surface normal and reveal two kinds of coexistent crystallites, a multiple orientation, where the greater proportion of the crystallites have a crystal axis a perpendicular to the substrate surface and where a smaller proportion is aligned with the crystal axis a parallel to the surface. This has been found to depend on the temperature and the film thickness.

The overview shows a selection of unpublished results, reviews the trends in the supramolecular science discusses and reviews widely the characterization methods. In addition, a selection of further clarifications of the publications is reported. An unambiguous experiment showing a hexagonal (cylindrical) supramolecular hairy-rodlike structure of polyaniline complexed with camphorsulfonic acid and hexylresorcinol is presented. A comb-shaped supramolecule of poly(4-vinylpyridine) complexed with methanesulfonic acid and octyl gallate is found to form a white lamellar self-organized structure. Characteristics in the fluid state are discussed.
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1 Introduction

1.1 Nanotechnology of Soft Condensed Matter

The design of self-organized structures\cite{1,2} and understanding of structure-property relationships\cite{3,4} are key issues in the research of π-conjugated polymers\cite{5-7}. The π-conjugated hairy-rodlike polymers\cite{8} and hairy-rodlike supramolecules\cite{9} represent archetypes of self-organization\cite{7,10,11} and supramolecular concepts\cite{12-16}. They employ the ground rules of the supramolecule\cite{17} and liquid crystal (LC)\cite{18} formation. This topic is a part of the basic research of nanotechnology.

In micro- and nanotechnology pattern formation is achieved using lithography, stamping, and related techniques. They allow preparation of electronic devices like single electron transistors, ultra-small tunnel junctions and optics components like nano-scale gratings. Still, there is an increasing technological demand and scientific interest for achieving even smaller structures than the wavelength of the radiation used in today’s optical lithography and etching techniques. In organic materials, self-organization allows materials manipulation down to small structures, generally down to a molecular level. Combined with the existent technology, organic compounds and polymers allow options when smaller structures are targeted. Metal-organic nanostructures working as a Coulomb blockade system at room temperature have been demonstrated\cite{19,20}, for instance.

Self-organization is a concept where competing interactions within a molecule yield nanoscale structures. Definite nanoscale domains are formed, if different (functional) chemical groups are chemically attached to the same molecule. In supramolecular assembly the functional groups are mutually connected by molecularly matching physical interactions, such as hydrogen bonding, π-stacking, charge transfer, steric match, interlocked structures etc. Such molecular recognition allows building complexes, supermolecules, which, in turn, are able to form self-organized hierarchy of structures. Such concepts imitate the structure formation in biological materials, the structures are relatively easy to construct and they may eventually provide options to construct simple nanostructures at the ‘sub-lithographic’ level. Until now the usefulness of these techniques in applications of nanotechnology has not been widespread.

In nanotechnology metals and inorganic semiconductors are used due to the stability, superior electronic properties, and suitability for the existing processing techniques. The organic materials are applied mostly as lithographic resists. Block-co-polymers have been introduced as lithographic templates to transfer patterns onto inorganic semiconductor substrates\cite{21} and Langmuir-Blodgett (LB) techniques to achieve ordered layers of resists\cite{22}. Nevertheless, integrated optoelectronic devices\cite{23,24}, organic field-effect transistors\cite{10,11,25-27} and flexible circuit boards\cite{23} can be based on macromolecular materials, too. As a rule they utilise π-conjugated polymers\cite{28,29}, whose conductivity is explained by formation of spatially localized non-linear excitations. More importantly, these polymers exhibit high luminescence\cite{26,30}. Self-organization is in turn applied to facilitate their macroscopic properties\cite{7,10,11}.

The variety of polymers enables versatile functions. As a consequence, electroactive polymers have been demonstrated to yield various functional nanoscale systems. Among others, self-assembled microactuators\cite{31} or multilayers by consecutive adsorption of polyanions and -cations yielding fuzzy nanoassemblies\cite{32} were constructed early. Two metal electrodes can be connected using a single rigid polyelectrolyte\cite{33}. Molecular-based logic gates have been demonstrated, too\cite{34}.

1.2 A Scientific Idea

This thesis concerns the fundamental properties of self-organized π-conjugated polymers. The key idea has been to study two material classes, hairy-rodlike and supramolecular hairy-rodlike polymers. The facet of these studies - within the bounds of possibility - is multidisciplinary approach and understanding. The work combines the concepts of π-conjugated polymers, supramolecule formation, and thermotropic alignment. Advanced structural studies using synchrotron radiation integrated with photonics measurements have been carried out. Also, the work has been performed alongside the theoretical framework\cite{8,9}.

There are several good reasons to study poly(2,5-pyridinediyl) (PPY), polyaniline (PANI), and poly(9,9-bis(2-ethylhexyl)-fluorene-2,7-diyl (PF2/6). They belong to an interesting class of π-conjugated materials in view of both basic research and suggestive applications. They are good prototype materials for physical studies but yet allow options to the decent and relevant supramolecular chemistry. Their properties are discussed in Chapters 2.1.2, 2.1.3, 2.1.4, and 4.2.2.
The purpose of the work with PPY (papers I-V and VII), regioregular PPY (rrPPY)\cite{35}, the m-coupled counter part poly(2,6-pyridinediyl) (PmPy) (paper V), PANI (paper II), and poly(4-vinylpyridine) (P4VP) (paper II) was to study whether self-organized supramolecular nanostructures of primarily $\pi$-conjugated rodlike polymers can be constructed, how they can be dissolved in amphiphilic molecules, how they can be aligned, and how their phase behaviour can be tailored. The purpose was to investigate the properties and to develop tendencies in supramolecular self-assembly but also a hypothetic connection to technological aspects was kept in mind. PPY was selected for a model compound as a primary work horse. Polypyridines are stable with good electron transport quality and high photoluminescence quantum yield (PLQY). Their well-defined structures allow systematic studies. Nevertheless, their processing is nontrivial due to their rigid backbone, a problem which has here been approached by preparing supramolecular complexes of PPY and amphiphilic molecules.

The work with PF2/6 (paper VI) is basic research too. However, PF2/6 belongs to technologically far more promising $\pi$-conjugated polymers and it was studied in aligned thin films, in the realistic application environment. PF2/6 is a characteristic hairy-rodlike polymer but in aligned thin films it shows behavior not seen elsewhere. Like hairy-rodlike PPY, stiff PF2/6 is a polymeric LC (PLC). In contrast, PANI shows organization without LC nature.

There is a need to work with these materials and methods. In general, there is a vast tradition related to the self-assembled supramolecules, LCs, and the hairy-rodlike polymers. However, in the case of the rodlike $\pi$-conjugated high (molecular weight) polymers the background is much more limited, in particular when concerning their LC supramolecule formation. Although the covalent synthesis of the $\pi$-conjugated polymers\cite{36} is well-established, there are still relatively few groups, such as Swager\cite{37} and Meijer\cite{38} groups, working with the supramolecular PPY-type polymers. Furthermore, there are few, such as Winokur\cite{2,4}, Samuelsen\cite{1,39}, or Sirringhaus\cite{7} groups, investigating conjugated polymers using synchrotron radiation.
2 Self-Organization, Supramolecules, and π-Conjugated Polymers

2.1 π-Conjugated Polymers

2.1.1 Structural Relation to Electronic Properties of π-Conjugated Polymers

Organic semiconductors like π-conjugated polymers, see examples in Figure 2, are electronically and optically active. Electronically they differ tremendously from crystalline silicon type semiconductors. They are excitonic but can be oxidatively “doped” yielding polaronic mobile charges or frequency dependent dielectric constant. These polymers have a strong dependence between electronic characteristics and structure of the backbone. Their electronic processes, like photoexcitations (Chapter 4.2), charge transfer upon doping or protonation - sometimes incorrectly called doping - may result in structural relaxations that modify their electronic properties. The dynamics of excitations and their optical activity are coupled with the conformation as well.

It seems intuitively plausible that any efficient electronic and opto-electronic process in organic semiconductors require a well-ordered structure. In chainlike π-conjugated polymers there are few examples where the real polymeric single crystals exist: Hexanediynediyl based materials were reported initially and polydiacetylenes have aroused interest with supramolecules. However, their formation is impractical due to the solid state polymerization and almost all π-conjugated single crystals are oligomers - most commonly oligothiophenes and their derivatives. This absence of single crystals is a general starting point of the current work which instead focuses on the formation and characterization of LC materials. Therefore, we find it important to put some attention on the basic electronic nature of π-conjugated chain from structural point of view. We note that this is just one perspective and there are additional viewpoints which are equally valid but omitted here.

Figure 2 Chemical structure of some common π-conjugated polymers. (a) Poly(p-phenylenevinylene) (PPV), (b) poly(p-pyridylinylene) (PPyV), and (c) poly(3,4-ethylenedioxythiophene) (PEDOT).

Characteristically, ‘high’ polymers consist of both crystalline, stiff, parts and amorphous domains and therefore, they do not have such exact long-range order as metals and crystalline inorganic semiconductors. This results in the lack of the periodic lattice potential and thus the wave vector \( k \) and the band index \( n \) (of the periodic Bloch’s function) are no longer good quantum numbers. So, the electron states of π-conjugated polymers cannot be described using Bloch functions and the band theory of the crystalline semiconductors is not applicable. Hence, π-conjugated polymers, despite their order, must be treated as amorphous semiconductors. When comparing them to the inorganic semiconductors, the electron density function is (still) a valid concept to describe the electronic structure. In amorphous semiconductor, the tails of the conduction and valence bands reach into the forbidden energy gap. Their density is, however, small, which easily results in the localisation of the states even due to a very small structural disorder of the molecule. If the Fermi-level is near the localised states, the material is an insulator, whereas the opposite case leads to the metallic behaviour. Thus, π-conjugated polymers might be treated as ‘inorganic’ amorphous semiconductors. However, the character of the charge carriers differs completely. In inorganic materials electrons and holes act as charge carriers, whereas in polymers the charge transport is due to spatially localised non-linear excitations, quasiparticles. Some are illustrated in Figure 3a-c.

In a rigid one-dimensional ideal lattice (say polyacetylene (PA)) the basic cell in reciprocal space (Brillouin zone) is the interval \(-\pi/a < k < \pi/a\) where \( a \) is the lattice constant. In a π-conjugated lattice \(\pi\)-electron density is not uniformly distributed but is higher in π-bonds than in σ-bonds. Because the electron-lattice interaction is strong compared with the electron-electron interaction, the bond-distances do not remain the same but the lattice is altered so that every second bond becomes shorter. This periodic distortion of the chain, Peierls distortion, commensurate with the undimerized original lattice reduces the Brillouin zone to \(-\pi/a < k < \pi/a\) where \( n \) is the number of atoms in the new cell, in simple case \( n=2 \), see Figure 3d.

---

2 This ideal lattice may be discussed using band approach, albeit this is not generally true for conjugated polymers.
Therefore, the edge of the first Brillouin’s zone moves towards the Γ-point\textsuperscript{3}. This opens the forbidden energy gap on the edge of the new Brillouin’s zone and leads thus to semiconducting character of PA. Moreover, in real materials there are relatively strong electron-electron interactions. This means that the electrons can be shifted with respect to the atoms. Also, there are always defects, either spontaneous or intensional (because of doping of intramolecular electronic rearrangement due to protonation of electrochemical doping (voltage pulse) or photogeneration), making the situation exceedingly complex. The chemical electron transfer reactions, oxidation and reduction in π-conjugated polymers are termed \( n \) - and \( p \)-doping respectively. In practice, the \( n \)-doping is made by alkali metals in which charge is donated to the polymer, whilst in \( p \)-doping very electronegative compounds, such as iodine, in which charge is withdrawn from the polymer, are introduced. These concepts are somewhat similar to the corresponding doping concepts of inorganic semiconductors but definitely not equivalent: The doping in an inorganic semiconductor means that several atoms in the lattice are replaced by heteroatoms. These sites are virtually electroneutral until they dissociate into free charge carriers and ionised heteroatoms. The doping of π-conjugated polymer means in turn charge transfer of the polymer backbone associated with the insertion of a corresponding number of counter ions into the interstitial spaces. The ion stays near the chain due to Coulombic interaction. The whole system, i.e. electron (or hole) and induced lattice polarisation, act as a charge carrier. These objects can further carry either charge or spin or both. Such objects are conveniently regarded as electronic states within the forbidden energy gap, see Figure 3. E.g. a soliton may consist of an unbound electron in the gap. We note that the interchain movement of these nonlinear spatially localised excitations can be explained only in a highly nontrivial way. Electrons can tunnel but the transport of the corresponding deformation, the lattice polarisation is the subject which is postponed here.

The structural effects induced by the acid molecules in papers I-V and VII may be discussed alongside those induced by the dopants. However, it is important to note that, unlike dopants, they maintain the electronic structure of PPY backbone essentially intact. In general, doping of π-conjugated polymers often decreases the degree of crystallinity\textsuperscript{52}. It seems plausible that intercalates reduce the order. However, molecularly matching ones can also improve it, or lead to completely new structure. Generally speaking, \( n \)-doping is accompanied with the extension of chain in meridional direction while \( p \)-doping causes the reduction along the molecular axis (\( c \) axis)\textsuperscript{2}. In contrast, in equatorial direction the doping results in a decrease of the coherence length\textsuperscript{2}. Rather complicated further structural effects have been found in e.g. K-doped trans-polyacetylenes or in Cs-doped PPV\textsuperscript{51}. In self-organized hairy-rodlike polymers (Chapter 2.2.8), like in iodine doped PAT\textsubscript{3}\textsuperscript{54-56}, the structural variations due to doping are still more complex. The spacing in normal direction is related to the doping but only minimal changes along \( b \) axis have been found, which loosely relates the observations for CSA protonated (not strictly doped) PPY in paper V where the stacking period and the coherence length have been found to be rather independent on the nominal "degree" of protonation within the studied limits while \( h00 \) reflections change position considerably.

Besides achieving the well-ordered materials, the rodlike conformation related to the π-conjugation, is another aspect of the thesis. Infinite conjugation length results in charge delocalisation, a resonance\textsuperscript{57} structure of the whole chain or at least long parts of it. This allows essentially more free charge transport than corresponding coil-like polymer. The π-electron delocalisation itself increases chain stiffening.

Note also that the chains have a finite length and polydispersity. In addition, defects may act as barrier for the charge carriers. In PA, geometrical defects are formed as a result of the changes in the conjugation order\textsuperscript{59}. However, polymers consisting of \( p \)-coupled phenylene groups represent other kinds of defects,
because consecutive rings may be twisted which leads to another type of ‘geometric’ disorder. In a framework of this thesis, conformation can be planarized using e.g. hydrogen bonds between covalently bound side groups\textsuperscript{[38]} or crystalline effects\textsuperscript{[58]} leading to the longer effective conjugation structure which may result in better charge transport. For example, 14 carbon units are needed for a soliton in a trans-PA and about four fully conjugated rings suffice for a polaron or a bipolaron in poly(p-phenylene) or polypyrrole. The supramolecule formation might offer a way to influence this ring rotation (\textit{cf.} Chapter 4).

The conductivity of the conducting polymers is anisotropic, a function of the direction of the lattice and not a scalar but a tensor quantity. After alignment this is a macroscopic phenomenon, conveniently studied as AC- and DC-conductivity. The AC-conductivity of the \( \pi \)-conjugated polymers is connected with the electron states that are not lying very near the Fermi-level and depends on the homogeneity of the materials disorder. In contrast, the DC-conductivity of \( \pi \)-conjugated conducting polymers is connected with the electron states near the Fermi-level\textsuperscript{[28]}. These electrons essentially cause the (electronic) conductivity of the polymers. If they are localised, the dominating conducting mechanism is a thermally activated tunnelling between the states whose wavefunctions partially overlap. The energy needed to lift the electron from the occupied state below the Fermi-level to an unoccupied state above the Fermi-level mainly originates from the lattice vibrations. This is denoted as a hopping mechanism. The increasing temperature results in growing energies of the phonons and thus increasing conductivity. This temperature dependence is opposite to one in metals, where the stronger lattice vibrations cause the scattering of the electrons. It is not the same as in the conventional semiconductors either. In polymers, the localised states are randomly distributed, which results in a continuous spectrum of the activation energy. In addition, the tunnelling probability decreases exponentially as a function of distance between the states. When these factors excluding the electron-electron interaction are taken into account, the macroscopic conductivity of the three-dimensional polymeric conductors obeys Mott’s formula for the variable range hopping\textsuperscript{[28,59,60]} given as

\[
\sigma = \sigma_o \exp \left( -\frac{T_o}{T} \right)^{3/2}
\]

(2.1.1)

where \( \sigma \) is the conductivity and the \( T \) temperature. The interpretation of the other parameters is not straightforward. For polymers they are treated as fitting parameters only. This formula is valid only at a limited temperature range. Conductivity interpolated into zero temperature should differ from zero for a ‘metallic-like’ polymer. The situation is different if the material consist of randomly distributed metallic and insulating domains and conductivity depends on both of the temperature and the size of the domains. The conductivity of the specimen is in turn a combination of the conductivity of the metallic domains and that due to electron hopping. The latter one is often much lower and determine the macroscopic behaviour.

The transitions in the supramolecular ordering might have possible connections with the metal-insulator transitions. These phenomena are in detail, however, very complicated and beyond this work. Nevertheless, the following general features are pointed out. The conductivity of the \( \pi \)-conjugated conducting polymers depends on the position of the Fermi-level. In the metal-insulator transition it moves through the edge between the localised and delocalised states. In polymeric materials, this transition belongs to the Anderson type being due to the structural disorder. This disorder results in the differences in the energies of the electron states between the lattice sites. If these differences are smaller than the size of the band that corresponds to the density of the electron states, the electrons are mobile between the sites. In the opposite case, they are not able to move and the states become localised. Transitions between these conductivity states are independent on the electron-electron interactions. When dealing with the conductivity between the chains, there might be also Mott type transition. Here the electrons interact with each others and their states can be localised without structural disorder. This happens, if the size of the band decreases below the value of the energy that is needed to move an electron between the lattice sites.

Finally note that the studied supramolecules belong to the ionic\textit{ally} conducting materials. Ionic conductors are completely different and consist of electrolyte solutions, melts of the salts, or solid electrolytes. In contrast to the crystalline materials and the fluidlike ionic conductors, the solid electrolytes, whether organic or not, contain relatively mobile ions in the solid state. Ion conducting polymeric systems\textsuperscript{[61,62]} are considered to be a random mixture of conductive islands, ions or ionomers or polyelectrolytes, sometimes interconnected by an essentially non-conductive polymer matrix. These systems contain typically more or less free protons whose tunnelling or small ions whose migration between species can occur when they are favourably oriented. The crystalline and chemical environments and especially temperature affect the conductivity of ionic\textit{ally} conducting polymeric systems. Amorphous polymers are usually better ionic conductors than crystalline ones, providing more mobility for protons or small ions.
2.1.2 Poly(2,5-pyridinediyl)

Most interestingly, PPY and poly(2,2'-bipyridine-5,5'-diyl) (PBPy) are among the simplest π-conjugated stiff polymers able to form strong physical bonds and thus stable supramolecular structures. Therefore PPY is well suited for the basic research of supramolecular hairy-rodlike polymers. PPY has also a role in the applied research of light emitting diodes (LED)s due to its high conductivity but changes in photophysical properties. Nonetheless, one motivation for work was to learn from analogies of the behaviour of PANI and PPY, and of course from PF2/6, and makes that the protonation by dodecylbenzenesulfonic acid (DBSA) to form self-assembling supramolecular structures.

Polypyridines, PPY\textsuperscript{35,39,58,63-109} [CAS# 67987-55-7], PmPy, and rPmPy, have been comprehensively studied in papers I-V, and VII. The chemical structures are shown in Figure 4. The polymerization of PPY\textsuperscript{69,91} and PmPy\textsuperscript{91} and the detailed synthesis of their monomers\textsuperscript{68} are well-described and resemble the dehalogenation polycondensation of PPP\textsuperscript{110} or PFs\textsuperscript{111}. Instead, the preparation of rPmPy is based on 2-bromo-5-iodopyridine and organomagnesium and -nickel chemistry\textsuperscript{35}.  

Figure 4 (a) Poly(2,5-pyridinediyl) comprising random mixture of \( \rho \)-coupled pyridine units (PPY). (b) rPmPy, and (c) poly(2,6-pyridinediyl) (PmPy).

In comparison to PmPy which is practically insoluble except in very strong acids, PPY due to the heteroatom, can be dissolved in formic acid, strong inorganic acids, and \( 1,1,1,3,3,3 \)-hexafluoro-2-propanol (HFIP). Formic acid can be completely evaporated\textsuperscript{120} which was shown using FTIR\textsuperscript{121} and it does not protonate PPY, which is important for supramolecule formation. The stronger acids, such as methanesulfonic acid (MSA)\textsuperscript{123} or chloroacetic acid cannot be completely evaporated or this is very difficult and they are not chemically inert towards the amphiphiles at all. HFIP provides a good solvent but it is toxic and therefore avoided. Formic acid has been used throughout the papers I-V, and VII.

Polypyridines can also be protonated with MSA (paper I and VII) and with CSA\textsuperscript{87} to yield PPY(CSA), (papers I-V). Unlike in PANI (Chapter 2.1.3), doping PPY by CSA does not give rise to conductivity but changes in photophysical properties. Nonetheless, one motivation for work was to learn from analogies of the behaviour of PANI and \textit{vice versa}. PPY can also be protonated by amphiphilic dodecylbenzenesulfonic acid (DBSA) (paper I). The DBSA side chains substantially improve the solubility of PPY\textsuperscript{95} and it is quite obvious that DBSA leads to the self-assembly and plasticization. Unsurprisingly, recalling the previous studies of intercalates\textsuperscript{55,122}, bulky CSA alone, too, results in a lamellar structure. This is, however, rather brittle (for small \( \rho \)) and less organized than the further complex of PPY(CSA), with amphiphiles (paper V). Finally note that the removal of the side groups, the cleavage, (papers III-V) has been shown using FTIR\textsuperscript{123}. See also Appendix and ref. 124.

2.1.3 Polyaniline

Polyaniline (PANI) is studied in paper II. PANI\textsuperscript{125,126} (Figure 5) including high molecular weight PANI\textsuperscript{127,128} used here are old materials but remain still among the most studied inexpensive conductive polymers. There is an interest in conductive PANI fibres\textsuperscript{129-131}, for instance. The solubility properties of PANI resemble those of PPY but the solubility in formic acid is not trivial, if the molecular weight is also high.

Whilst PPY and PF2/6 consist of identical monomer units, PANI has aromatic rings linked with imine or amine nitrogens so consisting alternating amine and imine parts, \((\text{-C}_6\text{H}_4\text{-NH-C}_6\text{H}_4\text{-NH-})_x]_n\text{ or } (\text{C}_6\text{H}_4\text{-N=C}_6\text{H}_4\text{-N})_x\text{.}

Figure 5 Polyaniline (PANI): (a) Emeraldine base (EB). (b) Protonated form, emeraldine salt.

Firstly, in contrast to the conventional doping, as is well known, PANI is conveniently "doped" by protonation yielding high conductivity. Sulfonic acids, especially CSA and 2-acryloamido-2-methyl-1-propanesulfonic acid (AMPSA) are very suitable for that. PANI-CSA has an intrinsic metallic nature being conductive at normal conditions. The protonation by dodecylbenzenesulfonic acid (DBSA) to form self-
assembled PANI(DBSA)\textsuperscript{[2]} is widely known and has a connection to the PPY(DBSA) work, see paper I. Since DBSA is an amphiphilic sulfonic acid (acid form of surfactant) it protonates PANI making it conductive, melt processable and allowing blending with other polymers\textsuperscript{[134]}. Any excess DBSA acts naturally as a solvent. When doped very high metallic conductivity is suggested for PANI, if the entire charge carrier density could participate in the charge transport, see MacDiarmid and Epstein\textsuperscript{[135]}, but this is speculative. Rather than the environments where high conductivity or mobility are needed, PANI is a good candidate for semielectronic applications just providing light weight conductive material such as mentioned conductive fibres\textsuperscript{[136]}, a fact which is also supported by the stability and inexpensive manufacturing.

Secondly, PANI is not as stiff as PPY. It is, however, rigid enough to form lyotropic solutions\textsuperscript{[137]}, which in turn forms guidelines for supramolecular self-organization. The protonated, conducting polyaniline salt is more “rigid” polymer, whereas unprotonated form, emeraldine base, is only “semi-rigid”. Polyaniline protonated with CSA in \textit{m}-cresol solvent is an example of material where protonated PANI takes such rigid conformation in solution due to \textpi-electron delocalisation and due to counter ion induced steric extension of the chain which over certain critical concentration may result in lyotropic phases\textsuperscript{[138,139]}.

Dissolving PANI was long troublesome due to its small mixing entropy, complex chemical behaviour, and poor quality of the polymer. PANI can be dissolved in strong protic acids and in some selective solvents, such as \textit{N}-methylpyrrolidone (NMP), pyrrolidine of tripropylamine. When PANI is doped with camphorsulfonic acid, it becomes soluble in \textit{m}-cresol\textsuperscript{[138]} potentially due to sterical matching of proton transfer, hydrogen bonding and \textpi-stacking\textsuperscript{[140]}. The interaction of \textit{m}-cresol with PANI gives also large enhancements in conductivity due to ‘secondary doping’. Here this means the change in molecular conformation of PANI during the process, as \textit{m}-cresol expands doped PANI chains\textsuperscript{[141]}. PANI(CSA)\textsubscript{0.5} in \textit{m}-cresol is an example of supramolecular conjugated polymers but even with the \textit{m}-cresol attached to PANI(CSA)\textsubscript{0.5} it does not provide and nonpolar tail and it is not bulky enough to result in the self-assembly. Instead, further complexation with hexyl resorcinol (HRES) leads to the hexagonal structure.

The PANI networks, a kind of prototypes of self-organized structures, protonated by CSA in the insulating matrixes, such as PMMA, have low percolation threshold in solution cast solid films\textsuperscript{[142]}. Below this volume fraction of the conducting species, the percolation threshold, there are no pathways between ‘conducting islands’ and the charge transport is prevented. The network or fractallike morphology results in electrical conductivity and optical quality of the blend, where the concentration of PANI is low\textsuperscript{[143]}(~ 1 wt-%). PANI-CSA(PMMA) exhibits a continuous increase of conductivity and allow processing of films of by codissolving the PANI-CSA and the matrix or melting the blend.

2.1.4 Poly(9,9-bis(2-ethylhexyl)-fluorene-2,7-diyl)

Polyfluorene (PF) has been studied in paper VI. Compared to PPY and PANI, PFs\textsuperscript{[111]} represent newer \textpi-conjugated materials. PFs are also called ladder-type PPPs (LPPP) in reference to their backbone of fused rings comprising embedded PPP moiety. PFs are regarded related to PPY, because both comprise PPP-type base structure which is bridged in PF. However, PFs are almost always equipped with 9,9-substituents and due to the side chains they are soluble in organic solvents such as toluene or chloroform. Unlike PPP, PFs are also less rigid but still rodlike sufficiently to induce a thermotropic nature after side chain substitution. Further, unlike PPY, PFs reveal systematic changes when aging, which should be taken into account\textsuperscript{[144]}.

Due to their prominent opto-electronic performance (Chapter 4.2.2) poly(9,9-(di-n-n-octyl)fluorene) (PFO)\textsuperscript{[10,145-151]} (Figure 12, page 21), its copolymers\textsuperscript{[10,152,153]} and PF2/6\textsuperscript{[111,152,154-157]} are of specific interest. Helical PF2/6 (Figure 6) falls well within the purview of this thesis. The structure of PFs have been studied in solid state; PF2/6 in fibres\textsuperscript{[154]}, in thin films\textsuperscript{[149]}, and in aligned thin films (paper V); PFO in fibres\textsuperscript{[145]} and in thin films\textsuperscript{[151]} and their variants in thin film transistors\textsuperscript{[10,158]}. The structure of oligomers\textsuperscript{[149]} and PF2/6 solutions\textsuperscript{[152]} have also been studied.
2.2 Self-Organized Supramolecules of $\pi$-Conjugated Polymers

2.2.1 Physical Bonding

The concept of physical bonding is paramount in the supramolecular self-assembly.

The spatial distribution of valence electrons of individual atoms and their fluctuations affect the spatial electronic distribution of the surrounding atoms, which may lead to the accumulation of the electron density between the nuclei. If the structure where the electron(s) essentially interact with several nuclei is energetically favored, this results in binding of the atoms due to Coulombic attraction between the charge distributions. This bonding is determined by the degree of the overlap between the electronic wave functions of the atoms involved. Non-directional bonding between highly dissimilar atoms is called ionic while in the covalent bonding the electronic distribution of relatively similar atoms is essentially localized in a certain preferred direction. If the wave functions are distributed over a large distance compared with the atomic separation, the bonding is metallic. Here the packing density of the atoms determines the binding energies. The covalent bonding, connected with the essentially directional valence electrons in molecules, is regarded as a ‘chemical interaction’.

Physical interactions, instead, are regarded as weak tail contributions of the Coulombic electromagnetic interaction as a consequence of the shape and dynamics of the electron density as well as quantum mechanical character of the molecules and lattices. They are divided in $\pi$-$\pi$ stacking (delocalized electrons), Coulombic forces between charged or multipole species (permanent charges) and van der Waals type interactions arising from atomic dispersion (no permanent charges). They result in physical bonding, such as van der Waals bonding between atoms with closed electron cells or between saturated molecules.

Bonding at hydrogen (papers I-V, and VII) differs from other bonds since the radius of a bare proton is extremely small and the first ionisation potential is the highest possible and it is difficult to remove an electron completely. Because of only one electron, hydrogen can form only one covalent bond through electron sharing. When taking part in a covalent bond with a strongly electronegative atom, its single electron is almost completely transferred to this atom. The remaining proton exerts an attractive force on a second electronegative atom, which realises the hydrogen bond, if the observed separation of the atoms is smaller than it would be due to dispersion reasons only. The hydrogen bond can be either symmetric A-H-A or non-symmetric A-H...B. The extended electron density of an electronegative atoms and the small size of proton, as well as its strongly reduced electron screening prevent a third atom to be bound to hydrogen. Hydrogen bonds are indicated by the shifts in hydrogen vibrations in infrared region. Hydrogen bonds have multidirectional coordination and possibility to be reversibly controlled.

Self-organized supramolecular architectures are conveniently based on coordination (bonding). Especially, supramolecules of pyridine oligomers and poly(pyridine) modifications are typically based on metal complexes. See an example in Figure 8 on page 18. Organic molecules mainly consist of elements having valence electrons in symmetric s and p orbitals. Transition metals differ from them. Their bonding electrons behave the same as in lighter elements but their nonbonding valence electrons are d electrons. They are divided to the five d orbitals becoming stereochemically active, which allows coordination. E.g. Pt(II) $d^{10}5d^66s^2$ leads to square, Ni(II) $3d^84s^2$ square or tetrahedral, Zn(II) $3d^{10}4s^2$, Fe(II) $3d^64s^2$ and Fe(III) $3d^54s^2$ tetrahedral, and Co(II) $3d^{7}4s^2$ square pyramidal coordination polyhedras. The tendencies can be discussed based on valence electron configurations. To see the most stable coordination arrangement requires comparisons with all other possible and hypothetical combinations.

2.2.2 Self-Organisation, Self-Assembly, and Microphase Separation

Self-organization and supramolecular concepts have developed for oligomeric and copolymeric as well as LC substances from different background. For this reason, the terminology and tradition differ slightly. Rigid polymers are usually discussed in the context of LCs (Chapter 2.2.4).

Molecules of regular shape form three-dimensionally ordered crystals when the temperature is low enough. If the regularity is broken, or if additional molecules are introduced, the material can still undergo spontaneous aggregation to less ordered intermolecular domains. If this process is energetically favoured, it is denoted as self-organization. It is governed by three principles. First, there is competition between the different interactions and between different molecular sequences. For supramolecular materials this can also be realised because of a favourable molecular shape and physical bonding combined, i.e. molecular recognition. Second factors are entropic frustration and topological dereliction. The ‘hilly’ free energy space of different arrangements is tuned in such a way that different topological states are attainable. Thirdly,
sequences of domains at the different length can be formed spontaneously. These phenomenological principles result in the examples discussed in all the papers I-VII.

According to Mukhukumar\[162\] self-organization occurs from microscopic to macroscopic length scales and includes micro phase separation, mesophase formation, and also adsorption, crystallization etc. Essentially the same phenomenon has also been called self-assembly in such a way that a slightly different meaning has been reserved for the self-organization. The definitions vary from author to author. Within this definition, the terms "organization" and "assembly" overlap totally or partially.

According to Lehn\[160\], the self-assembly concerns the whole evolution of the formation of discrete or extended entities (e.g. films or membranes) under all kinds of bonding. Within this terminology, the supramolecular self-assembly is regarded as recognition directed strategy for either discrete or extended mixtures of well-defined arrangements of the limited number of molecular species. Hence, the supramolecular self-assembled moieties are always based on supramolecules that are associated by molecular recognition. Such arrangements are due to spontaneous association under the intermolecular control of the non-covalent interactions only. Instead, the ordering covering only multicomponent non-covalent interactions within structural and dynamic order is called 'self-organisation'. It means that the self-organised system achieve order in space or time or both and can be at equilibrium or at nonequilibrium and exhibit both interactions between parts and integration between the interactions. The broader term 'self-assembly', is often used almost as a synonym to 'self-organisation' and they are discussed loosely and more or less simultaneously keeping in mind that they are not exactly defined.

According to Stepanyan\[8,9\] self-organization, that is self-organized structure formation can be described in classical statistical mechanics as an interplay between unfavorable repulsive net-interactions (originally due to the even somewhat different electron density distributions) and stretching of the flexible parts of the macromolecule, which result in the microphase separation. This is summarized in paper VII.

**Figure 7** The microphase separation, morphologies, and corresponding phase diagram in a diblock copolymer A-block-B. $T$ equals temperature and $f$ equals the macroscopic volume fraction of another block. The segregation degree characterises the organisation. These pictures correspond to the strong segregation limit that is realised by long chains and strong block interaction, inversely proportional to temperature, and that results in sharp microphase separated domains. The gyroid phase is not stable\[163\].

Self-organization is illustrated by asymmetric materials with multiple length scales. Examples of such materials are e.g. different kinds of block-co-polymers\[164\] and other multidomain macromolecules\[166\] which are polymeric counterparts to surfactants. They contain long blocks of mutually repulsive polymer chains which are covalently connected. These polymers form self-organised, or according to terminology in the block-co-polymer literature, *microphase separated* structures in bulk and in many solutions due to the differences in polarity between the domains\[163,164,166\]. In addition to flexible polymers, there are numerous examples of self-organized rod-coils\[167-170\]. Block-co-polymers are conceptually among the most important self-organized systems which are not based on the supramolecular construction\[163,166,171\].

At equilibrium the minimum free energy conformations of the amorphous block-co-polymers can result either in the disordered state or in the microphase separation, termed *segregation*. This, combined with the small entropy of mixing, for which reason most polymer mixtures tend to phase separate, gives tendency for phase separation between the blocks. Now the *microphase separation* is, however, prevented due to the covalent linkage. The phase behaviour of undiluted, bulk, (A-B)$_n$ type copolymer can be controlled by the overall degree of polymerisation $N$ and the architectural constraint, i.e. by the entropic factors and by the temperature. The copolymer architecture is determined by the number of the block junctions $n$ and the composition i.e. the overall volume fraction $f$ of the first component, say A. The interaction of the distinct blocks arising from their different polarities is in turn characterised by the (energy) parameter $\chi=\alpha d^{-1}+\beta$, that is by the enthalpic factors. Here $\alpha>0$, $\beta$ are constants for $n$ and $f$. This, an archetype of self-organization, is illustrated for diblock copolymers, i.e. for the case $n=1$, in Figure 7. See also paper VI.
Hierarchical structures of molecules beyond the molecular size, based on synergistic intermolecular interactions without covalent bonds, are called supramolecular \cite{17,160,172}. These structures are typical in macromolecular and particularly in multiprotein systems that allow several sites for specific interactions. Supramolecular chemistry concerns the specific chemistry of supramolecules, well defined discrete oligomolecular species arising from intermolecular association of a few components. Supramolecular chemistry includes the chemistry of all kind of supramolecular entities; not only the supramolecules themselves but also supramolecular assemblies, that is polymolecular architectures having multiple length scales. The facet of supramolecular chemistry lies on the idea of the conceptual limits of synthetic chemistry in the convenient preparation of complicated hierarchic structures. Cf. the discussion on the present work in Chapter 2.2.8.

The supramolecular architectures are mainly but not always constructed by self-organisation. E.g. polycatenane supramolecules, macrocyclic compounds linked by mechanical bonds, can be synthesized chemically. After this polycatenates can be further self-organized \cite{173}. On the other hand, the self-assembled structures could also be realised because of the non-covalent intramolecular interactions.

Figure 8 An archetype of a functional supramolecule comprising \( \pi \)-conjugated rodlike polymer. A conductive polymetallorotaxane consists of a polymer, macrocyclic molecule, and a metal cation. The constituents 'molecularly' recognize each other based on the steric match and charge combined. So the physical bond is not based on the binding alone. The cation is reversibly bound or unbound depending on the electrochemical environment, 'initial function' and this is seen as a change of color, 'response function'. Adapted from ref. 37.

The supramolecular structures require molecular matching interactions, molecular recognition. Bare binding of molecules does not fulfill this demand. Molecular recognition and supramolecular catalysis connected with the molecular transport properties form the fundamental functional features of the supramolecular chemistry. Molecular recognition, which is followed by molecular transformation and translocation, is a prerequisite for the supramolecular self-organisation. It is defined by the energy and the information involved in the binding and selection of the parts of the supramolecules, denoted as substrate(s) and receptor(s). The concept concerns all kinds of receptors, whether they are charged or not. It occurs in homogeneous media but it can also take place in the heterogeneous conditions, i.e. on phase boundaries. Thus, molecular recognition is characterised by the simultaneous stability of the supramolecule and the selectivity of its entities. If, for instance, a part of the binding energy is used up in the change of molecular formation, the selectivity requirement may not be fulfilled. A classic example of molecular recognition comprising \( \pi \)-conjugated polymer is presented in Figure 8, which shows also an example of functional material. Word for word, functional materials, like microactuators\cite{31} reveal a material property realizing “initial and response function”. Functional supramolecules implement this in the intermolecular level. Functional supramolecular systems and procedures are particularly known from the biological machinery, where they reveal enormous complexity.

The present work represents the construction of supramolecular systems, supramolecular synthesis but not supramolecular assistance to molecular synthesis\cite{17}, a second branch of supramolecular chemistry. Another special type of synthetic procedure, the molecular self-assembly, is not discussed either. The self-organized inorganic systems, such as self-assembled monolayers (SAMs), typically sulphides onto gold\cite{174}, are postponed as well.

Supramolecular polymers, see Meijer et al\cite{175} refer to the macromolecule where the monomers are bounded in the supramolecular manner, that is to say by molecular recognition. Some authors use this term also as a common name to all supramolecular systems comprising a polymer\cite{176}. According to Meijer's definition, the systems studied in this thesis are not supramolecular polymers.
2.2.4 Liquid Crystals

Liquid crystals (LCs)\textsuperscript{[18,137,177-181]} are molecular states intermediate between that of crystalline solids and isotropic liquids. By definition, LCs are ordered in one or in two but not in three dimensions. Not only their organisation but also their physical properties are intermediate. For instance, LCs are fluid-like and optically anisotropic at the same time.

\textbf{Figure 9} Schematics of (a) nematic, (b) cholesteric (chiral nematic), and (c) smectic liquid crystals. The structure (a) possesses a single direction of preferred orientation and no long range translational order exist. Structure (b) has an additional orientational direction twisting along a helix. In addition to local orientational order, structure (c) exhibits long range translational order in one or two but not in three dimensions. Adapted from ref. 137.

Lyotropic LCs, introduced in the early 1950s, consist of rigid rodlike polymers in concentrated solutions, whereas thermotropic LCs are mesophases of the polymers in the bulk state\textsuperscript{[179,180]}. The formation of the LC phases is characteristic for the solutions and possible melts of stiff or rodlike polymers as well as for copolymers containing mesogenic fragments. The shape of molecule able to form LC phase can be rodic (1D), discotic (2D), bowlic (3D) or it can be only mass point, hexatic phase (0D)\textsuperscript{[179,181]}. The hexatic phase may not be regarded as LC phase, if it forms three dimensional lattice. The same molecules can naturally consist of several different mesogenic species. The basic forms of ‘classical’ LCs are illustrated in Figure 9. The formation of lyotropic LCs of the asymmetric particles in solution is not yet evident, because few rigid rodlike polymers are soluble at attainable temperatures. If complete solubility is achieved, the lyotropic phase is however ultimately achieved for concentrations high enough (paper VII).

2.2.5 Mesomorphic Materials

Alongside LCs the concept of mesomorphic material\textsuperscript{[182]} is discussed. According to de Gennes and Prost\textsuperscript{[18]} mesomorphism is only a more proper term for LC. Elsewhere, mesomorphism is considered to be the general ability of the individual molecule class to form equilibrium phases intermediate between states equipped with the different degree of ordering, between crystalline state and isotropic fluid\textsuperscript{[183]}. This seems to add to the self-organization concept. There are certain self-organized structures, such as inclusion complexes do not need to exhibit any crystallinity or LC in the solid state and may be called mesomorphic. Thermotropic LCs are always mesomorphic but all mesomorphic macromolecules may not be LCs. As an example, spherical phases of block-co-polymers contain only one kind of molecule. They can include different crystalline degree between spheres and background and still form a correlation in all three dimensions. A three dimensional lattice would in turn not be included in the definition of LCs. The concepts of partially ordered systems -LCs and mesomorphic materials- are fundamental, albeit there may not be any precise definitions.

2.2.6 Rodlike Polymers

There are several classical examples of rodlike polymers, like Kevlar\textsuperscript{®} or Nomex\textsuperscript{®}, or helical poly(γ-benzyl-L-glutamate). See the examples in Figure 11. Characteristically, rodlike polymers are infusible and because of limited mixing entropy their dissolving without further modifications is difficult\textsuperscript{[18,137,177,184,185]}. The concept of uniformly stiff molecule is still an idealisation and all real rodlike polymers exhibit equilibrium flexibility and finite persistence length depending on the chemical structure and/or external conditions. As a rule, π-conjugated polymers include a rigid rodlike and/or worm-like conformation.

\textbf{Figure 10} Rodlike polymers. (a) Kevlar\textsuperscript{®}, (b) polyimide (PI) (Kapton\textsuperscript{®}), (c) poly(γ-benzyl-L-glutamate), (d) PPP, and (e) pyrolyzed polyacrylonitrile (polypyrinopyrindine).
Throughout the present text rigid rodlike polymers will simply be referred to as rigid or rodlike. By contrast, the discussion of the other stiff conformations, such as rigid helix or rigid ladderlike structures is mostly postponed. Helical conformations function as uniaxial rodlike molecules which is typical for chiral polymers\cite{178}. Helical PF2/6 is also denoted "rodlike" in paper VII. This is somewhat confusing but the morphology of PF2/6 is apparent from the context. Ladderlike\cite{186} and $\pi$-conjugated ladderlike polymers\cite{187} are inherently rigid, too. The rigidity is a very strong factor behind the behaviour of these molecules. For instance, it is described elsewhere\cite{188-197} that despite the chemical insimilarity -because of rigidity- the phase behavior of PPY, pyrolyzed polyacrylonitrile (Figure 11e) and paracyanogen\cite{198} coexist.

2.2.7 Hairy-Rodlike Polymers

Unlike the most comblike polymers\cite{199}, hairy-rodlike polymers\cite{200} consist of rigid backbones equipped with flexible side-chains\cite{201-209}. In supramolecular hairy-rodlike polymer the side chains are connected via physical bonds. These concepts are illustrated in Figure 11.

The hairy rods are classified according to the number of side chains and grafting. Proper hairy-rodlike polymers comprise of covalently bonded side chains, high grafting-density of flexible side chains. Fuzzy rodlike polymers have low grafting-density or branched flexible side chains and the bristly rodlike polymers comprise of fewer flexible side chains with mesogenic parts. This division is somewhat artificial but essentially determines the phase behaviour of hairy rods. There are also several related concepts like hairy rigid boards\cite{210}.

Flexible comblike polymers tend to microphase separate\cite{185,199} and for hairy-rodlike polymers the tendency for microphase separation is particularly strong\cite{8}. The same is true for supramolecular hairy rods\cite{8} where macrophase separation makes the phase behavior more complicated. Microphase separation of hairy rods is driven by the general materials tendency to fill space uniformly, which results in periodic structures. These domains tend to minimize their interfacial area, which increases the size of these structures. On the other hand they tend to minimize the chain stretching, which in turn decreases the size of the domains. Also the composition dependent tendency to spontaneous curvature ought to be considered (Cf. paper VII).

Figure 11 Hairy-rodlike polymers. (a) Hairy-rodlike polymer. (b) Supramolecular hairy-rodlike polymer. (c) An example of self-organized (microphase separated) domain shown end on. Adapted from paper VII. (d) Copoly(glutamate), adapted from ref. 209. (e) Polysilane with bis(butoxyphenyl) substituent, adapted from ref. 200.

Hairy rods are characteristically LCs\cite{200} and they form layered mesophases\cite{201}. Polylglutamates, aromatic polyesters or polynamides are typical examples of hairy rod backbones embedded in high-density side chains capable of intermolecular interaction. They are mainly LCs above the melting point of the side chains. In contrast to bare rodlike polymers, they also reveal order-disorder transition (ODT) into a disordered phase upon heating. Near the ODT the fluctuations are large and the density coupling related to the orientation process dominant. This fact is applied in papers III-VI.

Besides hairy rods with a carbon backbone, phthalocyanito-polysiloxanes or -polymeroxanes are typical examples of hairy rod backbones embedded in high-density side chains capable of intermolecular interaction. They are mainly LCs above the melting point of the side chains. In contrast to bare rodlike polymers, they also reveal order-disorder transition (ODT) into a disordered phase upon heating. Near the ODT the fluctuations are large and the density coupling related to the orientation process dominant. This fact is applied in papers III-VI.

The assemblies of the hairy rods are conveniently further manipulated by Langmuir-Blodgett (LB) and related techniques\cite{200} where pinholes and channels are ultimately prevented. Polysiloxanes provide particularly homogeneous and stable LB films and hemiporphyrinanes also a biaxial orientation in the film. They have NLO activity and e.g. polysilanes with branched alkyl side chains or side chains consisting of alkoyxyaryl groups offer fuzzy rods with NLO character due to delocalized $\sigma$-orbitals of Si.
2.2.8 Hairy-Rodlike π-Conjugated Polymers

Side chains are routinely used to modify the solubility and tractability of π-conjugated polymers to achieve self-organized structures and LCs. Upon substitution the solubility or melting temperature depression may be achieved without loss of rigidity of the backbone: PPP type hairy rods that form an analogy to PPY have worm-like conformation in both concentrated[212-215] or dilute solutions[216]. PF2/6[152] reflects the same.

The early types of π-conjugated hairy-rodlike polymers are based on PPP, PANI[217] or PATs[218,219] or combinations of phenyl rings and unsaturated chains[220] and were prepared quite same time ago. Instead, 9,9-disubstituted PFs, like PFO are of more recent interest. There are also some hairy-rodlike PPY analogies, like ladderlike PPY[38,88]. See these examples in Figure 12.

PATs[1,2,10,221] form the best studied prototype of a self-organized π-conjugated hairy-rodlike polymer. There are numerous up-to-date reports on their synthesis[222], general photophysics and PLQY[223], alignment and consecutive linear polarization[224,225], circular dichroism and circular polarization[226], on the structural details behind that[227], detailed description of the interchain interactions[228], and their self-organization[1,54-56,218,229-237]. Oligothiophenes[39] and derivatised PTs like PEDOT (Figure 2) have a particular role as charge transfer materials in organic electronics. There are numerous variants of PTs, like end-functionalized by dendrons[239], bent LCs[240], poly(3-thienylmethylacrylate) [241], or supramolecular complexes with oligopyridines[37] to mention a few.

Because of π-conjugated backbone, the sidegroups affect not only solubility and structure but also the electronic behaviour. An archetype is PANI equipped with covalently bonded sulphonic acid containing sidegroups leading to ‘self-doping’. The side groups of π-conjugated backbone result generally in thermosolventochroism as well as thermotropic and lyotropic character and self-organization. All this has been seen earlier in PATs[229-231]. Further, the specific alkyl, alkoxy, or phenylalkyl side groups have significant effects on the photophysical properties of π-conjugated hairyrods, such as PATs[223].

Figure 12 Hairy-rodlike π-conjugated polymers: (a) Poly(9,9-dioctylfluorene) (PFO). (b) Ladderlike PPY analogy. Adapted from ref. 38. (c) Poly(3-alkylthiophene) (PAT). (d) Phthalocyaninopolysiloxane (Cf. Chapter 2.2.9).

Paper VI deals with one π-conjugated covalent hairy-rodlike polymer. In many respects, they resemble the supramolecular hairy-rodlike polymers studied in papers I-IV and VII. However, in the current work, the covalent side groups (paper VI) belong to the archetypes, branched long alkyl chains. In contrast, the supramolecular side chains used in this work (papers I-IV, and VII) are very short and therefore the supramolecules may not be completely described in the terms of prototype hairyrods. This is discussed in theoretical part of the paper VII.

One important motive of supramolecular chemistry is to build systems almost or completely inaccessible through covalent synthesis. Of course, the present work does not aim at the preparation of complicated systems just for the sake of complexity but to outline general tendencies. Also, the idea of the limits of covalent chemistry refers to very complex materials like interlocked molecular machines[17,242-244].

There are examples of covalent hairyrods made of PPY[69] or PANI[245]. These covalent analogies are not structurally much studied and not studied here either. Instead, it turned out that the structure of PATs provides very good analogy to work which has been made here. The structure and phase behavior of P3HT has been characterized at length using XRD as early as 1989 by Winokur et al.[229] and later in thin films by Sirringhaus[7] and Aasmundtveit et al.[235]. The general PLC phase behaviour was studied by Tashiro et al.[230,231] already in 1991. An interesting and important result in papers I-IV, and VII is that the self-organized PLC structure of PATs, especially P3HT[27,229,235] has surprisingly similar structure and structure characteristics, and phase behaviour. Unfortunately, this point is not sufficiently stressed in the papers. The supramolecular and covalent hairy rods resemble each other but XRD patterns of P3HT and those of PPY(CSA)ₙ(amphiphile) are almost identical.
2.2.9 Hairy-Rodlike Structures of Stacked \( \pi \)-Conjugated Molecules

Besides the high hairy-rodlike polymers, there is another important class of self-organized \( \pi \)-conjugated molecules which cannot be ignored, that of stacked \( \pi \)-conjugated molecules\(^{246}\), by example hexabenzocoronene derivatives\(^{247-249}\). When substituted they form cylindrical assemblies resembling hairy rods. Their properties have clear analogies and e.g. thermotropic alignment can be used\(^{248}\).

A prime of these are phthalocyanines (PC) (Figure 13) which were invented over 60 years ago\(^{250-254}\), but only quite recently have their electronic and supramolecular features been utilized. PCs have aromatic structure of four inter connected pyrrole units forming \( \pi \)-electron cloud delocalized over an array of 18 carbon and nitrogen atoms and they form self-organised stiff architectures, the general interest of the present text. It is somewhat controversial, in which cases their structures can be called supramolecular or self-organized or both. Here we follow Nolte\(^{255}\) and Hanack\(^{256}\). PCs form columnar stacks and layered structures and metal cations can be embedded in the centre of the molecule upon coordination\(^{256}\) leading to bridged main-group phthalometal complexes. Their construction techniques are at an advanced state to an extent of achieving defect-free copper phthalocyanine single crystals on an atomically flat Au surface. They can be constructed growing first Au surface using molecular beam epitaxy (MBE) and then PC single crystal layer using organic MBE\(^{257}\).

![Figure 13](image)

**Figure 13** (a) A schematics of stacked \( \pi \)-conjugated molecules. Adapted from ref. 255. (b) Phthalocyanine (PC). (c) Hemiporphryazine (HP)

The supramolecular stacks can be formed in solution or in liquid phase\(^{258}\). The stacking can give rise to semiconductivity or conductivity in the stacking direction\(^{259}\). NLO activity exists in helical structures\(^{258,260}\). Depending on preparation, there are four main classes of self-organized or supramolecular self-organized PC systems with various substituents.

In the first procedure LC PC systems consist of PCs peripherally substituted with alkyl or alkoxy chains forming self-organized but not necessarily supramolecular disc\(^{255}\). The mesophases contain typically hexagonally arranged ordered columns due to van der Waals forces. They consist of PC molecules closely packed with their planes perpendicular to the column axis due to \( \pi \)-stacking\(^{255}\). Side chains tune solubility and phase behavior and structures are typically soluble in organic solvents or water\(^{261}\). Depending on the nature of the chain and possible metals, the discotic LCs are found for alkyl substituted PCs equipped with side chains longer than \( \text{C}_4 \) or \( \text{C}_6 \)\(^{260}\). The phase transitions of LC heterocyclic PCs can be tailored by changing the substituents. The transition from the solid to the LC phase corresponds to the melting of the side chains. The extension or branching decreases the degree of crystallinity and therefore the transition temperature. Characteristically, PCs equipped with the linear chains exhibit phase transitions from crystalline to mesophase at lower temperatures compared with the PCs substituted with branched chains with smaller crystallizing tendency\(^{255}\). Interestingly, this is not always true. Branching near the core of PC may decrease the clearing point\(^{256}\). Transition temperature can also be lowered by substitution of benzene by thiophene, whereas metalation many times raises it\(^{262}\). In contrast to alkyl chains, the second procedure is based on the crown ether substituted PCs that create supramolecular structures and improve solubility. There are crown ether substituted PC which are even too soluble in water to form LB films\(^{255}\).

The third case is the proper polymeric PCs such as polygermoxanes and polysiloxanes containing a linear chain of stacked PCs. These columns equipped with alkyl substituents are considered as hairy rods (Figure 12). There are also co-ordination polymers compared with the covalent bound polysiloxanes and related compounds, called proper supramolecular polymers (Cf. last paragraph in Chapter 2.2.3). In contrast to these polymeric PCs, bridged transition metal complexes with macrocyclic ligands, ‘shish-kebab’ polymers, consist of alternating metal PC and ligand species. The case comprises bridged ligands which are either \( \pi \)-electron containing molecules, like pyrazine, or negatively charged ligands, such as CN\(^-\) or SCN, if the oxidation state of the central metal is +III, like in Co\(^{3+}\) or Fe\(^{3+}\)\(^{260}\).

In contrast to PCs, another stacked archetype material, hemiporphyrazines (HP)\(^{260}\) contain a 20 \( \pi \)-electron macrocycle including two pyridine and two pyrrole moieties instead of four pyrrole units (Figure 13). In spite of the closely related structure compared with the PCs, HP:s have different properties. HP:s are thermally stable and after, e.g. iodine, doping they show moderate electric conductivity. The feature of HP:s compared with PCs is their Schiff base nature and they exhibit lability in aqueous acidic media.
3 X-ray Scattering and Diffraction in the Studies of Soft Nanoscale Condensed Matter

3.1 X-ray Diffraction of Soft Condensed Matter

3.1.1 The Kinematic Approximation

X-ray diffraction (XRD)\(^{264,265}\) has been extensively used in all the papers I-VII. The XRD results from the scattering of X-ray photons by individual core electrons and interference among the waves scattered by these events. Electrons that take part in the chemical bonds (of heavy atoms) are not seen. The scattering refers to the first phenomenon, whilst the diffraction refers the combination of both. In materials science diffraction refers to crystalline or otherwise relatively well-ordered samples inducing regular diffraction peaks, while the term scattering is employed for diffuse-like diffraction patterns.

In this thesis we deal with elastic X-ray scattering of hard X-rays within the classical kinematic approximation or the first Born approximation which term may best relate to the particle scattering. So there is no energy transfer from photon to electron. We consider only monochromatic and coherent radiation, so the phase relationships between the incident and scattered photon hold and the interference phenomena, say diffraction, among the scattered photons occur. We have made the following assumptions, which make sense from the analysis point of view: We assume scattering weak enough to occur only once in the sample. However, multiple scattering is generally present in small-angle scattering (SAS) due to the weak single scattering because of small scattering angles and long scattering path in the transmission geometry (papers I, III-V, and VII). It occurs also in grazing-incidence geometry due to the very long scattering path (papers II, V, and VI). If the diffracted photons were essentially rediffracted within the specimen, the dynamic theory should be applied. Further, we do not consider inelastic Compton scattering or Compton modified scattering though these phenomena are always physically present, especially at wider scattering angles. We do not consider other related topics such as soft X-rays or extreme ultraviolet radiation\(^{266}\), Rayleigh scattering from individual atoms, or coherent scattering from phonons either.

XRD may be termed Bragg diffraction. It defines two plane waves scattered from the two point-like particles located at O and P with the distance \( r \) defining the vector \( \mathbf{r} \) drawn from O to P. The direction of incident and scattered waves are defined by the unit vectors \( \mathbf{S}_o \) and \( \mathbf{S} \), respectively, at a distance far from the O and P. The scattering vector is given by \( \mathbf{q} = (\mathbf{S} - \mathbf{S}_o) / \lambda = \mathbf{q} = (\mathbf{k} - \mathbf{k}_o) / 2\pi \), where \( \lambda \) is the wavelength of the radiation and \( \mathbf{k}_o \) and \( \mathbf{k} \), the wave vectors of the incident and scattered radiation, respectively. When the scattering is coherent and there is no phase change on scattering, the phase difference between two waves scattered at O and P, depends only on the path length difference between two rays. This distance is known form the distance between the scatterers and the phase difference is \( \Delta \phi = (2\pi / \lambda)(\mathbf{S}_o \cdot \mathbf{r} - \mathbf{S} \cdot \mathbf{r}) = -2\pi \mathbf{S} \cdot \mathbf{r} \).

No proper crystals but LCPs are considered. In the case of solutions (paper V) or melts (papers V and VII) SAS of (almost) independent or dense scatterers, respectively, are dealt with. Henceforth we refer SAS when feasible. Besides the text books of XRD of \( \pi \)-conjugated polymers\(^{1,2}\) and general XRD\(^{264,265,267}\), the used concepts and symbols are adapted from the references of the XRD of soft condensed matter\(^{266,268-277}\).

Scattering from an Electron

XRD is produced by the interference of X-ray waves scattered from the electrons which behave essentially if they were free, because the energy of X-ray photons is much larger than that of the binding energy of light atoms. For the elastic scattering, the secondary waves, “the classical scattering from an electron” have thus the same intensity by the Thompson formula

\[
I_s(\theta) = I_o r_e^2 \left( \frac{1 + \cos^2 \frac{2\theta}{2}}{2} \right) = I_o r_e^2 P(\theta) \left( \frac{1 + \cos^2 \frac{2\theta}{2}}{2} \right),
\]

where \( I_o \) is the primary intensity of the probe beam, \( r_e = e^2 / 4\pi\epsilon_0 m c^2 \) is the classical radius of electron, \( m \) its mass, \( e \) its charge, and \( c \) the speed of light. \( R \) is the distance from the object to the point of registration, \( 2\theta \) the scattering angle, and \( P \) the polarization factor. The polarization factor in Equation (3.1.1) is valid for
unpolarized X-rays only (papers II and VII and partially papers III and V). It approaches unity for low angles also when polarized synchrotron radiation is used (papers I, III-VI) but fails otherwise. If the unpolarized radiation of X-ray tube is polarized by the crystal monochromator, the Bragg angle of the monochromator (α) has to be accounted, and the polarization factor takes the form

\[ P(\theta) = \frac{1 + K(\alpha)e^{-2\theta}}{1 + K(\alpha)}, \]  

(3.1.2)

where \( K(\alpha) = \cos^2 2\alpha \) for a mosaic crystal and \( K(\alpha) = \cos 2\alpha \) for a single crystal \([279]\). \( E.g. \) for quartz and \( CuK_{\alpha}, \alpha[1011] = 13.3489^\circ \). The polarization factor of synchrotron radiation takes the form \([266]\)

\[ P(\theta) = f + (1-f)\cos^2 2\theta, \]  

(3.1.3)

where \( f = I_{\perp} / (I_{\perp} + I_{\parallel}) \) is the fraction of the perpendicular polarization of the incident beam with respect to the given diffraction plane. The components refer to the incident beam perpendicular and parallel to the diffraction plane.

The flux of the scattered X-rays is

\[ J_{\perp}(\theta) = J_{\perp} \frac{1 + \cos^2 2\theta}{2}, \]  

(3.1.4)

where \( J_{\perp} \) is the flux of incident beam. The differential cross section of unpolarized X-rays

\[ \left( \frac{d\sigma}{d\Omega} \right)_{\perp} = \frac{J_{\perp}}{J_{\perp}} \frac{I_{\perp}}{I_{\parallel}} R^2 = r^2 \frac{1 + \cos^2 2\theta}{2}, \]  

(3.1.5)

where subindices refer to the electron and primary beam. The first one is henceforth dropped out.

The term intensity \( I \) may be used to denote both flux \( J \) and the differential cross section \( d\sigma/d\Omega \), but we may also make a distinction between them. The flux is what is experimentally measured and the differential cross section is determined when the flux of incident beam is known. The flux is measured as the amount of energy transmitted per unit area per second describing the strength of a beam of radiation. The differential scattering cross section express the energy transmitted per second through the unit angle \( d\Omega \) instead of unit area and allows the consideration independent on the distance of the observation. It yields the cross section when integrated over a given angle. The absolute intensity is given in the square of electrons.

Although the measured quantity is the probability of finding a scattered photon in a given angle, the term intensity is used in the formulas of the kinematic diffraction theory. The quantum mechanical counter part of Equation (3.1.5) is used for inelastic scattering.

The flux (or the intensity) of the scattered X-rays is the square of the amplitude \( A \)

\[ J = AA^*, \]  

(3.1.6)

where the amplitude is of the oscillating wave field of the frequency \( \nu \) and wavelength \( \lambda \) propagating in a given, say, \( x \)-direction in time \( t \) given by

\[ A(x,t) = A \cos(2\pi(\nu t - x/\lambda)) = A \exp(i2\pi(\nu t - x/\lambda)) = A_{\nu} b \exp(i2\pi(\nu t - x/\lambda)), \]  

(3.1.7)

where \( A \) is the modulus (the absolute value) of \( A(x,t) \), \( A_{\nu} \) is the amplitude of the incident beam, and \( b \) is the scattering length describing the efficiency of the scattering and depending on the radiation and particle. For unpolarized X-rays

\[ b_{\nu} = r \left( \frac{1 + \cos^2 2\theta}{2} \right)^{1/2}, \]  

(3.1.8)

having the dimension of length and approaching \( r \) for small scattering angles \( ^4 \). This is used in the expression of the intensity in electron units, \( I_{\nu} = 1/b_{\nu}^2 \), which is dimensionless and which depends only on the structure of the matter corresponding to the observed flux divided by the scattering of the single electron at the sample position.

---

\(^4\) Since \( b_{\nu} = 1 \) for \( 2\theta \rightarrow 0 \), the scattering length density and electron density are equal in the context of SAS.
Finally note that the arbitrary or relative intensity units have mostly applied in this thesis. The measurement of the intensity of the (reduced) primary beam allows the determination in absolute units that are employed for the solutions (paper V). In practice, the scattering can be measured using a material whose scattering power can be theoretically estimated. In our studies a standard sample, e.g. polyethylene (LUPOLEN) that is calibrated using the primary methods was used. The primary determination of absolute units is difficult, because the primary beam is so intense that the detector cannot measure it and the scattered beam under similar conditions, although the image plate may be used to measure direct beam without damage of the detector. The use of filter of known absorption coefficient is difficult, because even small differences in energy of the spectral components result in large differences in the absorption coefficient. Therefore, the primary beam should be strictly monochromatized. There are a few methods to reduce the primary beam, such as choppers, for instance. Nickel can be used as a calibration standard for WAXS [280] but there is no such good material for SAXS. The scattering arising from the density fluctuations of an amorphous material can be utilized. Water is a good choice, because of well-tabulated properties.

Scattering from Atoms

Amplitude, Atomic Scattering Factor, and Scattering Intensity

Scattering amplitude and intensity are the essence of XRD. We continue considering Bragg scattering for which the amplitude of \( N \) identical scatterers is

\[
A(\mathbf{S}) = A_b \sum_{j=1}^{N} \exp(-i2\pi \mathbf{S} \cdot \mathbf{r}_j). \tag{3.1.9}
\]

An atomic scattering factor \( f(\mathbf{S}) \) is another fundament. This is amplitude of the X-ray scattering from an atom in the units of \( A_o \) be given by

\[
f(\mathbf{S}) = \int n(\mathbf{T}) \exp(-i2\pi \mathbf{S} \cdot \mathbf{T}) d\mathbf{T}, \tag{3.1.10}
\]

where \( n(\mathbf{T}) \) is the time averaged electron density distribution of the atom. \( \mathbf{T} \) is measured from its center. The atomic scattering factor describes the scattering arising from the oscillation of the electrons coupled to the oscillation of the incident photons. This was formerly called anomalous scattering and afterwards the X-ray dispersion. When the incident photons have high enough energy, part of them scatter normally and part of them are absorbed. The absorbed photons excite electrons and re-emit at either lower energy or at the initial energy. This results in fluorescence or strong coupling to absorption edge energy, respectively. The scattered photons show phase delay and are thus retarded compared with the normally scattered photons. Also, the absorption must be taken into account in the scattering geometry (Chapter 3.2.1). The absorption of X-rays (in soft condensed matter) is mainly due to photoionization, equivalent to photoelectric effect, of atoms with the ejection of the electrons, i.e., photoelectrons, from the inner atomic shells. This means that the energy of the X-ray photons is larger than the binding energies of the electrons in an atom of molecule. If it was considerably larger, the electrons would be considered as free and the (inelastic) Compton scattering would be more probable absorption process than photoelectric effect. Photoionization results in other secondary processes depending on the available final states of photoelectrons.

Subsequent decay of electrons to the initial state yields fluorescence that depends on the difference between two energy levels and the transition rules. When the atom is bound in solid state, there may be considerable increase in unoccupied states (due to excitons, plasmons, surface plasmons etc.), which result in increased absorption. These processes are significant for sufficiently heavy atoms containing tightly bound electrons. When the binding energies become larger, as in the case of core electrons in heavier atoms, the oscillation of the electrons may be coupled to the oscillation of the incident photons and electrons are absorbed and re-emitted either at the lower energy or at the initial energy, which result in sharp increase in fluorescence or in absorption. The dispersion and absorption are interrelated and both factors are studied as a function of energy.

The quantum mechanical interpretation of \( f \) is subtle and related with the change in the transition probabilities of bound electrons [264, 265]. The form factor approximations for practical use [264] and SAS [285] are also complex vehicles. Rather, in our simple discussion, the X-ray dispersion may be understood as follows:

\[ \frac{1}{N} \text{The amplitude of a large number of scatterers, } n(\mathbf{T})d\mathbf{T} \text{, where } d\mathbf{T} \text{ is the volume element } dx dy dz \text{ around } \mathbf{T} \text{ (which now is a general position vector). This is proportional to the Fourier transform of the local number density of the scattering centres in the sample volume, is given by } A(\mathbf{S}) = A_b \int n(\mathbf{T}) \exp(-i2\pi \mathbf{S} \cdot \mathbf{T}) d\mathbf{T}. \text{ The integral is over the (illuminated) scattering volume.} \]
The hard X-ray photons of wavelength 2-0.5 Å interact with the internal electromagnetic fields arising from electrons of heavier atoms moving in the material. The electrons are not treated as free as in XRD above but as bound and their response to the incident X-rays differs from that of matrix atoms.

The X-ray beam is described as an oscillating electromagnetic field for its amplitude written as

\[ A = A_0 \exp(i(\omega t + \varphi)) \],

where \( A_0 \) is the modulus of the absolute value of \( A \), \( \omega = 2\pi v = 2\pi c / \lambda \) an angular oscillation velocity, \( v \) the wave frequency, \( \lambda \) the wavelength, \( c \) speed of light, and \( \varphi = 2\pi x / \lambda \) the phase of the amplitude at a given time. Equation (3.1.10), is defined by the ratio of maximum scattered X-ray field \( A_s \) to the incident field \( A \) by

\[ f = \frac{A_{\text{max}}}{A_{\text{max}}} \].

The atomic scattering factor, \( f = f(q, E) \), depends on the magnitude of the scattering vector \( q \) and on the energy of the photons. The dispersion effects become noteworthy, when the energy of photons, \( E = h\omega \), approaches the ionization energy of the atom, the energy needed to remove an electron from its ground state. Bound electrons are then approximated as classical dipole oscillators, an oscillating mass with a natural oscillation frequency \( \omega_0 \) and damping constant \( \gamma \). The behavior under an oscillating field are treated using classical equation of motion (3.1.13) from which the position of an electron, \( x \), is deduced. The maximum amplitude of the electric field at a distance \( r \) from the atom is then

\[ A_{\text{max}} \propto \frac{\omega_0^2}{r(\omega_0^2 - \omega^2 + i\gamma \omega)} \].

The atomic scattering factor is deduced from Equations (3.1.12) and (3.1.13) implying

\[ f_s = 1 - \frac{\omega_0^2}{(\omega^2 - \omega_0^2)^2 + \gamma^2 \omega^2} + i \frac{\gamma \omega}{(\omega^2 - \omega_0^2)^2 + \gamma^2 \omega^2} \].

The parts of Equation (3.1.14) are a different function of energy. Consequently, the X-ray scattering response of the components is different in different energies and the atomic scattering factor is conventionally expressed as a sum of three different terms,

\[ f = f_0 + f'(\omega) + f''(\omega) \].

The real dispersive term, \( f' \), is in phase and negative with respect to the elastic component \( f_0 \). It takes its minimum, when \( \omega = \omega_0 \). At this energy the electron is oscillating in phase. The imaginary absorptive term, \( f'' \), introduces 90° phase shift in the total scattering factor and takes its maximum, when \( \omega = \omega_0 \). At these energies, the electron absorbs from the field to abandon the atom. In general, the real and imaginary parts of (3.1.15) are related by the Kramers-Kroning relation

\[ f'(\omega) = \frac{2}{\pi} \int_0^\infty \frac{\omega' f''(\omega')d\omega'}{\omega^2 - \omega'^2} \].

Once the \( f'' \) spectrum is obtained experimentally from the sample via fluorescence measurements, the corresponding \( f' \) spectrum can readily be calculated by numerical integration using this relation.

The corrections to the scattering factor can be ignored, when \( \omega_0 / \omega \) and \( \gamma \) are small. Then \( f_s \) approaches unity and the electrons can be treated as free, which is the case of XRD from light atoms. Our XRD experiments of macromolecules are based on scattering from light atoms and low energies of X-ray photons that may be scattered from the electrons of material but that mainly are not absorbed due to insufficient energy to excite the available electronic transitions. (We do not consider Compton scattering.)
There the binding energies of their electrons are order of magnitude higher (~ 100 keV) than energies of incident X-ray photons (~ 10 keV). The photons do not excite the electrons and the scattering properties more or less approach those of free electrons. Correspondingly, when the energy of X-ray photons is far from the ionization energy, the atomic scattering factor approaches \( f_0 \) and practically equals \( Z \). The incident and scattered angles are related with the X-ray wavelength comparable to the atom size, however. The atomic scattering factor varies between the elements (and bonding between the elements) but is the same for each atom of same element. When plotted against \( s = 2\sin(\theta)/\lambda \) the scattered waves from the all parts of its electron cloud are in phase and add up in the forward direction yielding \( f(s = 0) = Z \), where \( Z \) is the corresponding atomic number, and start to differ from the phase for increasing \( s \) resulting in decreasing \( f \) and the overall amplitude \( A \). The shape of the overall curve is directly related to the shape of the electron density distribution of the atom.

As a whole\(^7\), the amplitude of the scattered X-rays for \( N \) atoms is

\[
A(\vec{s}) = A_b \sum_{i=1}^N f_i(s) \exp(-i2\pi\vec{s} \cdot \vec{r}_i). \tag{3.1.17}
\]

In paper VI we use the amplitude for similar atoms given by

\[
A(\vec{q}) = A_b f(\vec{q}) \sum_j \exp(-i\vec{q} \cdot \vec{r}_j). \tag{3.1.18}
\]

We note that in paper VI only carbon and hydrogen were considered. Carbons dominate the scattering intensity so the approximation makes sense.

To the distinguishable particles, the general amplitude is expressed using the generalized (valid also for particles) scattering length \( b \) and denoting/redefining the amplitude by the normalized amplitude

\[
A(\vec{q}) = A(\vec{q})/A_0 = \sum_j b_j \exp(-i\vec{q} \cdot \vec{r}_j). \tag{3.1.19}
\]

Recalling \( \rho(\vec{r}) = b_n(\vec{r}) \) this leads to the fundamental equation of the scattering intensity

\[
I(\vec{q}) = |A(\vec{q})|^2 = \int_0^\infty [\rho(\vec{r})\exp(-i\vec{q} \cdot \vec{r})d\vec{r}|^2. \tag{3.1.20}
\]

This is the complex square of the Fourier transform of the scattering length density; more accurately, an integral over the (finite) illuminated volume approximating the Fourier transform; and equally valid for X-rays and neutrons. The normalized amplitude, Equation (3.1.19) is used here, which means, that the intensity in Equation (3.1.20) actually denotes the differential scattering cross section, see Equations (3.1.4) and (3.1.5). Due to the thermal motion, rather than the amplitude, it is the ensemble average of amplitude

\[
I(\vec{q}) = \langle A(\vec{q}) \rangle^2 = \left\langle \int_0^\infty [\rho(\vec{r})\exp(-i\vec{q} \cdot \vec{r})d\vec{r} \right\rangle^2, \tag{3.1.21}
\]

which is treated.

**Autocorrelation**

The illustration of the electron and scattering length density distribution in the real space requires distribution functions. We can use the electron density distribution function which is the most illustrative or the correlation function which can be determined from the experimental intensity pattern. There is a wide selection on correlation functions with differences in normalization or constant terms (Chapter 3.6.3). In particular, the autocorrelation function (Patterson function in crystallography), is given by

\[
\rho(\vec{r}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}).
\]

**Footnotes**

\(^7\) For the atoms (of the same kind) this is given by \( A(\vec{s}) = A_b f(\vec{s}) n_{\alpha}(\vec{r}) \exp(-i2\pi\vec{s} \cdot \vec{r})d\vec{r} \), where \( n_{\alpha}(\vec{r}) \) express the density distribution of the atomic centres.

\(^8\) The generalized amplitude in the terms of density distributions of the electrons, \( n(\vec{r}) \), is given by

\[
A(\vec{q}) = \sum_{\alpha}^\infty \rho_{\alpha}(\vec{r}) \exp(-i\vec{q} \cdot \vec{r})d\vec{r} = \int_0^\infty [\rho(\vec{r})\exp(-i\vec{q} \cdot \vec{r})d\vec{r}. \tag{3.1.21}
\]

Subindices refer to the atomic species.
\[
\Gamma_p(\mathbf{r}) = \hat{\rho}^2 = \int \rho(\mathbf{u})\rho(\mathbf{u} + \mathbf{r})d\mathbf{u} = \langle \rho(\mathbf{u})\rho(\mathbf{u} + \mathbf{r}) \rangle V = \int I(\mathbf{s})\exp(-i\mathbf{s} \cdot \mathbf{r})d\mathbf{s}^{9} \tag{3.1.22}
\]

where \(\Gamma_p(0) = \langle \rho^2 \rangle V\), and \(\Gamma_p(\mathbf{r} \to \infty) = \langle \rho(\mathbf{u})\rho(\mathbf{u}) \rangle V = \langle \rho^2 \rangle V\). The scattering volume is \(V = \int d\mathbf{r}\).

The autocorrelation function is related to the average of the product of the given scattering length density distributions \(\rho(\mathbf{u})\rho(\mathbf{u} + \mathbf{r})\) and can be deduced from the intensity as an inverse Fourier transform. It describes how the considered scattering lengths in the neighboring regions are correlated to each other on average: When the domains are equal, there is a nominally perfect correlation and for the separation long enough there is none.

**Invariant**

An invariant, \(Q\), is the overall scattering power of the specimen taking into account the intensity of the scattering which appears from it under all possible scattering geometries as

\[
Q = \int I(\mathbf{s})d\mathbf{s} = \frac{1}{(2\pi)^3} \int I(\mathbf{q})d\mathbf{q} \tag{3.1.23}
\]

\(Q\) was first introduced by Porod\[^{[271]}\] for SAS (Chapter 3.6) but it can be applied to the overall scattering as well and may be introduced here, too. An invariant is related to the autocorrelation so that when Equation (3.1.22) is substituted in Equation (3.1.23) we get

\[
Q = \int \Gamma_p(\mathbf{r}) \left[ \int \exp(-i2\pi \mathbf{s} \cdot \mathbf{r})d\mathbf{s} \right] d\mathbf{r} = \int \Gamma_p(\mathbf{r})\Phi(\mathbf{r})d\mathbf{r} = \Gamma_p(0) \tag{3.1.24}
\]

Since \(Q\) depends only on the mean square fluctuation of the scattering length density in the sample, and not how the fluctuations are distributed, its value remains the same "invariant" so far as the constitution of the material remains the same, too. This is also true when the structure is disturbed and the positions of the atoms are altered.

### 3.1.2 Structure Determination in Soft Condensed Matter

The structure factor \(F_{hk}\) defines the structure of the unit cell, while the amplitude of the scattered photons is product of the lattice factor and the structure factor. \(F_{hk}\) is the integral over the product of the scattering length distribution of the unit cell and the complex phase factor. It is not self evident when the concepts of crystallography are valid for less ordered LCPs. LCPs do not form single crystals but they contain crystalline phases. Their aligned frozen-in structures still consist of large number of unit cells regularly arranged in three-dimensional space and the unit cell vectors \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\) define their unit cell edges.\[^{[10]}\] Together with the angles \(\alpha, \beta,\) and \(\gamma\) between the \(\mathbf{b}\) and \(\mathbf{c}\) axes, \(\mathbf{c}\) and \(\mathbf{a}\) axes, and \(\mathbf{a}\) and \(\mathbf{b}\) axes,

---

9 Equation (3.1.20) rewritten by considering two points represented by the vectors, \(\mathbf{u}\) and \(\mathbf{u}'\), and defining their separation by

\[
\tau = \mathbf{u} - \mathbf{u}'\,, \quad \text{which implies} \quad I(\mathbf{r}) = A(\mathbf{q})A(\mathbf{q}^*) = \left[ \int \rho(\mathbf{u})\exp(-i\mathbf{q} \cdot \mathbf{u})d\mathbf{u} \right]\left[ \int \rho(\mathbf{u})\exp(-i\mathbf{q}^* \cdot \mathbf{u})d\mathbf{u} \right] =
\]

\[
\int \left[ \int \rho(\mathbf{u})\rho(\mathbf{u} + \mathbf{r})d\mathbf{u} \right]\exp(-i\mathbf{q} \cdot \mathbf{r})d\mathbf{r} = \int \left[ \Gamma_p(\mathbf{r})\exp(-i\mathbf{q} \cdot \mathbf{r}) \right]d\mathbf{r} \quad \Rightarrow \quad \hat{\rho}^2 \quad \text{represents a common symbol used in SAS}^{[271]}.
\]

10 In the papers III-VI, the lattice vectors are marked by the bold \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\).
respectively, they form the lattice parameters. The origin of the unit cell in a lattice point defined by \( \mathbf{r}_{uvw} = u\mathbf{a} + v\mathbf{b} + w\mathbf{c} \), where \( u, v, w \) are integers. The seven crystal systems depending on the parameter selection is a valid concept, too. Monoclinic (\( a \neq b \neq c \), \( \alpha \neq \beta \neq 90^\circ \)) and hexagonal (\( a = b = c \), \( \alpha = \beta = 90^\circ \), \( \gamma = 120^\circ \)) systems are studied in papers V and VI. The lattice of all these lattice points is defined by

\[
\mathbf{r} = \sum_{u=-\infty}^{\infty} \sum_{v=-\infty}^{\infty} \sum_{t=-\infty}^{\infty} \delta(\mathbf{r} - \mathbf{r}_{uvw}), \tag{3.1.25}
\]

and the unit cell content is specified using the distribution of the scattering length density \( \rho_u \) by

\[
\rho(\mathbf{r}) = \rho_u(\mathbf{r}) \ast z(\mathbf{r}), \tag{3.1.26}
\]

where \( \rho(\mathbf{r}) \) is the scattering length density of the whole crystal containing the information of the structure in real space. The Fourier transform of this Equation yields the amplitude of the scattered wave as

\[
A(\mathbf{s}) = F(\mathbf{s})Z(\mathbf{s}), \tag{3.1.27}
\]

a function in reciprocal space. The Fourier transform of \( \rho \) is the structure factor \( F(\mathbf{s}) \) and that of \( z(\mathbf{r}) \) the lattice factor \( Z(\mathbf{s}) \). The lattice factor itself is a lattice in reciprocal space and its lattice points are given by \( \mathbf{r}_{hkl} = h\mathbf{a}^* + k\mathbf{b}^* + l\mathbf{c}^* \), where the indices \( (hkl) \) are integers or zero. These Miller indices and the vectors \( \mathbf{a}^*, \mathbf{b}^*, \mathbf{c}^* \) define the reciprocal lattice similar to Equation (3.1.25). The information contents of these functions are still equivalent. If the unit cell parameters are known, the indexation of XRD peaks consists of deciding on the set of Miller indices so that the observed diffraction angles \( 2\theta \) are consistent with those calculated from the Bragg law

\[
2\sin(\theta) / d_{hkl} = \lambda, \tag{3.1.28}
\]

where integration is over the unit cell. Traditionally, this diffraction condition is visualized using Ewald sphere of radius \( 1/\lambda \) by drawing a line in the direction of the incident beam to cut the sphere at a point which is selected as the origin of the reciprocal space. The diffraction occurs, when a reciprocal lattice point, the terminus of a reciprocal lattice vector \( \mathbf{s} \) (Chapter 3.1.1) meets the surface of the sphere. When crystal is rotated, all the reciprocal lattice points within the distance \( 2/\lambda \) from the origin are obtained.

The intensity can be treated as an expression

\[
I_{hkl} = |F_{hkl}|^2, \tag{3.1.29}
\]

So the observed intensity occurs at the scattering angles determined by the lattice factor and is “modulated” by the structure factor. The diffraction directions give the information about the lattice structure, whereas the measured intensities contain the information of the arrangement of atoms in the unit cell. When \( F_{hkl} \) is known for the desired \( hkl \) reflections, the positions of atoms in the unit cell can be derived using Equation (3.1.28).

When the positions and intensities of the X-ray reflections of single crystal are already known we turn to the phase problem: The absolute value of the structure factor \( F_{hkl} \) deduced taking square root of Equation (3.1.29) does not provide information about the phase angle of \( F_{hkl} \) and thus the content of the unit cell. There are a few possibilities to solve the phase problem for soft matter.

(i) Direct methods are based on the comparison of the magnitudes of the structure factors among different reflections. The electron density is nonnegative and it is concentrated on the atomic centers. The phase angles cannot get arbitrary values but they must obey these requirements. When doing so the phase angles with regard to structure factors produce inequality relationships and statistical distributions that can

\[
2d_{hkl} \sin(2\theta/2) = \lambda, \text{where } d_{hkl} \text{ is the interplanar spacing between the parallel crystallographic planes so that } 1/d_{hkl} = |F_{hkl}|. \tag{3.1.28}
\]
be utilized to solve the phase problem. This method was described early\cite{286,287} and the required physical constraints are carefully tabulated\cite{288}.

(ii) The phase can be estimated based on the appropriate model or reasonable initial guess built using different molecular modelling treatments. Then the density distribution can be calculated by combining the phase information and experimentally measured amplitudes and the scattering pattern can be recalculated for comparison. This iterative process has been used in paper VI.

(iii) The isomorphous replacement used for the biological matter is based on isomorphous crystals having almost similar structure except for one or more heavy enough atoms replaced by chemically similar atoms with different scattering power. If the replaced atoms are located at the Patterson map the structure factors for given Bragg reflection of two crystals are $F_1 = F_{M1} + F_C$ and $F_2 = F_{M2} + F_C$, where $F_C$ is the contribution of the common part of the crystal. $F_1 - F_2 = F_{M1} - F_{M2}$ is obtained from the knowledge of the positions of M1 and M2. The calculated difference is then compared with the possible differences of the square roots of measured intensities and the best match yields the signs for these square roots.

(iv) The anomalous scattering affect both the intensity of crystalline reflections at different wavelengths and the intensity of certain symmetry related reflections at the same wavelengths. Both effects are used to solve the phase problem in crystals containing heavy atoms before and after crystallization requiring that $Z$ is much larger than those of the rest of the atoms. This comprises conventionally multiwavelength anomalous dispersion (MAD) phasing, a standard technique in protein crystallography, utilising changes in the diffraction properties at different wavelengths near the absorption edge of these atoms\cite{281-283}. The anomalous scattering and the amplitude of the total structure factor are collected at two or several wavelengths, which allows detection of additional anomalous differences and differences between the symmetry equivalent reflections at measured at the two wavelengths.

3.2 Data Treatment

3.2.1 Corrections to the Measured Scattering Intensity

The concepts above are valid for the “pure” scattering intensity. Before it can be treated, the experimental and instrumental effects and broadening must be taken into account. They are due to nonideal monochromatization, collimation, and focusing, and finite resolution of the detector. Besides the noninstrumental structure factor (Chapter 3.1.2), the factors addressed in crystallography with symmetric (parafocusing Bragg-Brentano) reflection geometry include the polarization factor (Chapter 3.1.1), the Lorentz factor, the absorption, the multiple scattering (Chapter 3.1.1), the multiplicity factor accounting the different planes with the same spacing, and the temperature. The situation is dependent on the geometry and the required accuracy in the given conditions. In grazing-incidence geometry, when integrated intensity is collected the following corrections are required: Normalization vs. a constant incident flux, a correction for the Lorentz factor, a correction for the size of the irradiated area, absorption correction from the windows, and correction due to the anisotropy of the resolution function of the instrument. When the irradiated area is not determined by the slits but the sample edges, further correction are needed. In addition, there are systematic errors due to the inadequacy of the scattering theory\cite{289}. Several factors are usually negligible, when working at a rather small and limited scattering angle region, when the peak broadening due to the small crystalline size dominates, or when relatively qualitative information is enough to the conclusions needed. For a recent review in the case of $\pi$-conjugated polymers, see the text of Breiby and Samuelsen\cite{290}.

Here we consider symmetric parafocusing Bragg-Brentano reflection geometry and refer to symmetric transmission, or grazing-incidence geometry (Chapter 3.4) when applicable. Five aspects can be mentioned.

(i) The scattering due to the air background (also when the sample is in vacuum or in helium atm) has to be subtracted. In transmission mode the sample holder is to be taken into account too.

(ii) In all geometries the measured scattering intensity has to be divided by the polarization factor $P(\theta)$. The form of the factor depends on the used radiation, see Chapter 3.1.1.

(iii) The absorption correction due to the scattering angle dependent scattering path is to be considered. This correction is not significant for small angles in transmission geometry but for wider angles, when scattered rays travel longer path inside the sample. The corresponding absorption correction is given by\cite{275}

$$I(\theta) = \frac{l_{\text{meas}}(\theta)}{\mu \left(1 - \frac{\cos \alpha}{\cos(2\theta - \alpha)}\right) \left[\exp\left(-\frac{\mu T}{\cos(2\theta - \alpha)}\right) - \exp\left(\frac{\mu T}{\cos \alpha}\right)\right]}.$$ (3.2.1)
where $\mu$ is the linear absorption coefficient and $T$ the thickness of the flat sample. $\alpha = \theta$ for symmetric transmission geometry, and $\alpha = 0$ for the transmission geometry for SAS.

(iv) The detector related geometrical corrections have to be calculated for the different purposes separately. For instance, for the flat HISTAR® detector and SAS used at our laboratory the following approximate correction is presented by Ulla Vainio [291]:

$$I(l) = I_{\text{meas}}(l) \frac{d\theta}{d\theta_l} = I_{\text{meas}}(l) \frac{\arctan \left( \frac{x_q}{R} \right)}{\arctan \left( (l+1) \frac{x_q}{R} \right) - \arctan \left( l \frac{x_q}{R} \right)}, \quad (3.2.2)$$

where $l$ is the running number of the pixel (from the origin at the virtual position of the primary beam) and where $(x_q/R) = \tan 2\theta$ is the wideness of the pixel nearest to the origin divided by the distance between the sample and the detector.

(v) Apart from corrections for polarization, absorption and instrumental broadening, there is a group of other correction factors commonly known as Lorenz-factor. We may describe how Lorentz correction applies in particular to Papers I-VI. First one should account for the changes in the scattering volume with the scattering angle. When usual scanning measurement is made, both incident and excident angle change. The change due to incident angle is, however, taken care of by the absorption factor and one needs only to consider the changes in the fact that the illuminated volume which is "seen" by the detector through the receiving slits. When we use position sensitive detector or slits that are wide enough to allow the whole sample to be observed at any angle, this correction reduces to unity. This is the case for example in all the experiments here. A second component arises from the random orientation of sample, that is a given structure takes up all orientations in space with equal probability. Thus, given any scattering vector $q$ it becomes increasing unlikely that $q$ resides in a particular volume element of the reciprocal space. Due to this "powder-averaging" the intensity contained in this volume element is spread evenly on a spherical shell and is therefore diluted by the factor inversely proportional to the surface area $4\pi q^2 = \sin^2 \theta$.

Moreover we should also consider how the intensity is detected and presented. By definition, a unit intensity within the previously mentioned shell whose area is $4\pi q^2$ and thickness $\delta q$ should produce a unit intensity per pixel on an ideal detector (a detector where each pixel has the same solid angle to the sample). However, if we have a flat detector, which is a general case in this thesis, the distance to the detector changes as $R/\cos 2\theta$. Thus intensity per pixel diminishes as $\cos 2\theta$. Combining this with the powder averaging term gives the total Lorentz correction factor $\sin^2 \theta/\cos 2\theta$ to multiply the experimental intensity curves. Note that we have not included the radial spreading of the intensity pattern $\delta q = \cos \theta \delta \theta$ nor the angle between detector plane and scattered beam. The reason is that these two do not reduce the average number of counts per pixel (when using the type of detectors as in here, i.e. gas filled position sensitive detector or image plate) but merely redistribute them radially. Therefore they belong to section "instrumental broadening", Chapter 3.2.2.

Finally note that the Lorentz factor varies depending on sample conditions and experimental practise. Originally Lorenz correction referred corrections to account the Bragg angle dependence of integrated intensity\(^\text{12}\) whatever the case\(^\text{270}\). For randomly oriented powder crystallites it is given by

$$\frac{1}{2 \sin^2 \theta \cos \theta} = \frac{1}{\sin 2\theta \sin \theta} - \frac{1}{q^2}, \quad (3.2.3)$$

where $2\theta$ is the scattering angle. So the factor is reduced to $q^2$, which is valid at small angles. It is applied for obtaining integrated intensities (structure factors) of Bragg reflections\(^\text{13}\). After the Lorentz correction (and other applicable corrections) these are obtained from the peak areas in the radial intensity curves, which are azimuthal averages (intensity per pixel as a function of radius) from the 2D XRD patterns.

\(^\text{12}\) The integrated intensity is the characteristic of the specimen. Instead, the maximum intensity is easily altered by slight variation of experimental conditions. Lorenz correction describes how the integrated intensity corresponding a small volume contributes to the whole scattering when it is oriented randomly. This does not account how the intensity (or, more accurately, flux) is detected but assumes that the whole integrated intensity is detected.

\(^\text{13}\) For perfectly parallel and monochromatic incident beam the diffraction condition (Chapter (3.1.2)) is satisfied whenever the Ewald sphere of reflection cuts the reciprocal lattice point. The detected beam may not be perfectly parallel and the incident beam not strictly monochromatized and a flat detector may be applied. Then the Lorentz correction allows the geometry of the Ewald sphere crossing by the reciprocal node to be taken into account.
3.2.2 Instrumental Broadening

The further treatment besides those mentioned in Chapter 3.2.1 is to get an idea of a pure diffraction line from the measured profile, extract this contribution and then interpret the pure line profile in terms of lattice imperfections. The latter topic is discussed in Chapter 3.5.2. The first issue depends much on the working conditions but here we discuss about typical issues still considering an archetype, Bragg-Brentano geometry, and referring to the other cases when necessary.

In general, the instrumental broadening, $G$, smears the pure intensity pattern approximately as

$$I_{\text{meas}}(\vec{x}) = I(\vec{x}) * G(\vec{x}) ,$$

(3.2.4)

where $I_{\text{meas}}$ and $I$ are the measured and the pure scattering intensity, respectively.

Based on the convolution theorem the "pure" intensity is obtained as

$$I(\vec{x}) = F^{-1} \left\{ \frac{F \{I_{\text{meas}}(\vec{x})\}}{F \{G(\vec{x})\}} \right\} .$$

(3.2.5)

Although the instrumental profile may be obtained using Fourier transforms, a careful subtraction of instrumental effects is considerably time-consuming. Several aspects such as eigen system analysis, iterative folding, or even maximum entropy method for solving the double-inverse problem of removing instrument broadening from XRD profiles are discussed. The shape, size, and the intensity distribution of the primary beam are to be directly measured, too.

Classically there are six standard instrumental weight functions dedicated to the Bragg-Brentano geometry introduced originally by Alexander. These functions are partly valid for the geometries used in the present work as well and with comments they can be discussed in the more general context. The order in many of materials discussed in the Chapter 2 is so poor that the instrumental weight functions are small compared to the materials distortions and further approximations can be safely done.

The basic instrumental weight functions are due to (i) source (primary beam), (ii) flat specimen, (iii) axial divergence, (iv) specimen transparency, (v) receiving slit, and (vi) misalignment.

The approximative total instrumental profile $g(\varepsilon)$ is in turn the convolution of the distinct functions:

$$g(\varepsilon) = g_s * g_u * g_w * g_v * g_r * g_m ,$$

(3.2.6)

(i) The source weight function may be approximated by a Gaussian intensity function as

$$g_s = \exp\left(-k_s^2 \varepsilon^2\right) ,$$

(3.2.7)

where $k_s = 1.67/FWHM$ of the primary beam. The synchrotron sources have more exact distributions available. This effect broadens diffraction peaks symmetrically. It takes the deviation from the spot-like focus into account, a thing which may be included in the source function too. This effect is important both in the transmission and grazing-incidence geometry. The source is the most important instrumental function and is illustrated in Figure 16a.

(ii) The effect of flat specimen surface arises from the varying displacements of different portions of the flat specimen surface from the focusing circle to which the specimen surface is tangent. The ideal sample should be curved. The corresponding weight function is

$$g_u = |\varepsilon|^{-\frac{1}{2}} ,$$

(3.2.8)

where the angular limits are from $\varepsilon = 0$ to $\varepsilon = -(\gamma \cot \Theta/14.6) \text{deg}$, where $\gamma$ is the horizontal beam divergence. This effect is small except for small Bragg angles $\Theta$ or when the beam divergence $\gamma$ is large. The effect of flat specimen is present also in grazing-incidence geometry. Because it is not focusing in papers II, V, and VI, (unlike in Seeman-Bohlin geometry) it can be disregarded safely.

(iii) Vertical divergence weight function may take the form

$$h(\varepsilon) = f(\varepsilon) * g(\varepsilon) = \int f(\varepsilon') g(\varepsilon - \varepsilon') d\varepsilon' ,$$

where $h(\varepsilon)$ so represents the measured and $f(\varepsilon)$ pure diffraction line for which the diffraction theory is valid. The variable $\varepsilon$ measures the angular deviation of any point from the theoretical scattering angle $2\Theta$. The auxiliary variable $\varepsilon'$ has the same dimension.
where the axial limits are from $\varepsilon = 0$ to $\varepsilon = -(\delta^2 \cot \theta / 4 \cdot 57.3) \text{deg}$\textsuperscript{15}. This term is appreciated for a diffractometer without soller slits. The important aspect is that the vertical divergence of the beam has generally asymmetric effect on the measured intensity. This is illustrated in Figure 16b.

Figure 16 A calculation of the peak broadening due to the instrumental effect in the scattering intensity curve in transmission geometry. (a) Source weight function according to Equation (3.2.7). (b) Vertical divergence weight function, Equation (3.2.9). (c) Calculated scattering curves: Pure scattering intensity curve according to Equation (3.5.3) in relative units representing Bragg reflections of lamellar strucutre, when $\varepsilon_a$ and $\varepsilon_o$ 5% and 2% and $N=40 \ a=20$, without an instrumental effect (dotted line), the same pure scattering convoluted by the source function presented in the point (a) (dashed line), and the same convoluted by both the source and the vertical divergence functions presented in the points (a)-(b) (solid line). The curves are normalized with respect to the integrated intensity. (d) Corresponding cumulative scattering intensities.

(iv) Specimen transparency\textsuperscript{297} weight function is because of the penetration of the specimen of the finite linear absorption coefficient $\mu$ (of the solid material) by the beam. This can be presented by

$$g_a = \exp(k_x \varepsilon), \quad (3.2.10)$$

where $k_x = (4\mu R / 114.6) \sin 2\theta$, where the limits vary from $\varepsilon = 0$ to $\varepsilon = -\infty$, and where the thickness of the specimen is assumed to be $t \gtrless (3.2 / \mu)(\rho / \rho') \sin \theta$. Here $\rho$ and $\rho'$ are the densities of the solid material composing the powder and that of the powder including interstices, respectively. This effect is present for grazing incidence geometry making the depth profiling difficult. It is larger for thick samples with small absorption coefficient in Bragg-Brentano geometry, which was basically the case in our earlier studies before the present work\textsuperscript{298}. For transmission the absorption is also addressed in the background subtraction.

(v) Receiving slit weight function is present in GIXD setup and it is a rectangle in profile with a width $w_r$ which equals the angle subtended by a receiving slit at the centre of the coniometer arc. It covers the angular limits from $\varepsilon - w_r / 2$ to $\varepsilon + w_r / 2$ for any angular position. Besides the source function, this is another effect which widen peaks symmetrically, whilst all the others listed functions make the line profile asymmetric and shift the peaks from their theoretical positions.

(vi) The misalignment function arises from the residual misalignment of the specimen. Again according to Alexander, is found to take the form

\textsuperscript{15} The profile corresponds to uniformly divergent beam, where $\delta$ is the vertical divergence. In practice the form of $g_a$ would vary depending on experimental technique. There are no general profiles concerning of wide-range of experimental conditions.
which is an empirical formula where \( k_v = 2/w_{vk} \), where \( w_{vk} \) is FWHM of the spectral profile. Since \( w_{vk} = \tan \theta \) is small for low angles, this function is peaked at wide angles. In grazing-incidence geometry the misalignment is obviously most prominent.

Besides the functions above there are at least two additional factors which should be kept in mind.

(vii) Spectral impurity may appear because of the improper adjusting of the monochromator. Nonetheless, when the beamline optics works as defined to work, the spectral impurity is rarely a problem, at least when the higher harmonics are cut.

(viii) Detector resolution (when using position sensitive detector) may be the bottleneck when considering very sharp peaks or, on the other hand, when low scattering angles are treated and the distance between the sample and the detector is not large enough.

The coherence length is discussed in papers III-V. In these cases a synchrotron beamline with high quality optics were employed and the instrumental effects due to the beam divergence and the spatial resolution of the detector are taken into account both by measuring the width of the beam using a narrow slit and calculating them based on the beam line drawings.

3.3 Crystalline and Amorphous Polymers

3.3.1 Crystalline Polymers

This thesis focuses on the long chain polymer molecules with a regular axial repeat but with the different degrees of lateral packing regularity between molecules, varying from crystalline to LC and to isotropic liquid melt. Here both the distinction and the difference between the ordered (partially) crystalline and amorphous weakly ordered matter is somewhat blurred and these characters coexist.

When LCPs are studied, the lack of single crystalline oligomers may be marked. LCP:s are studied because of their polymeric and LC nature that practically prevents the formation of single crystals. On the other hand, \( \pi \)-conjugated polymers are studied because of their opto-electronic properties or/and their combination with LCP character and stability. The combination of these properties is hardly or never present in oligomers. Thus, LCPs represent wholly own field of study and single crystals of "corresponding" oligomers are fully different material not a more sophisticated versions of the present work.

The unsubstituted rodlike polymers are mostly crystalline and also their variants induce Bragg type peaks (papers I-VII). The concept of crystal is applicable, when not oversimplified. E.g. crystallite is a convenient description but in system where the order exists at different length scales it has limited utility. For hairy-rodlike polymers, due to their tendency to form fibres, the lattice parameters are obtained from the fibre XRD patterns by investigating Bragg reflections. The analysis of which way atoms are packed in the unit cell is based on the collected integrated intensities of XRD peaks subjecting them to the sequence of analysis, see particular example for PF2/6\textsuperscript{154}. The lattice parameters are introduced for the frozen-in LCs in papers III-VII. Their variations due to the external effects, like temperature, reflect the structural freedoms (paper V) and order-order transition (OOT). The disappearance of sharp reflections is directly related to the ODT (papers V and VII). In the papers I-V, and VII the supramolecular matter is rather disordered at the atomic level so that only the effective period results in the WAXS peaks (paper V). The structure analysis based on a priori information and the GIXD data of PF2/6 in thin films is discussed in Chapter 5.4.2.

The XRD line broadening related to the crystal imperfections (Chapter 3.5) plays a crucial role when working with \( \pi \)-conjugated polymers. According to Scherf and List\textsuperscript{111} the avoiding of chemical imperfections related to the crystalline defects is an issue of the work with PF. Despite the locally induced disorder, the high mesomorphic order was obtained in papers III-V, which in turn illustrates the fact that the order in the different length scales can be independently tailored. This is one important result of this thesis.

For determination of the degree of crystallinity of semi-crystalline material, the intensity of the crystalline component is separated from the total intensity of the sample. This separation (for the lamellae material) is dealt detail in refs. 299 and 300. It is delicate, because the coexistence of aligned and nonaligned amorphous component in the data of rodlike polymers. The subtraction of the amorphous part has been done in paper V by using the nonaligned amorphous component of the exactly same image plate data, which ensures the exactly same measuring and sample preparation conditions and neglecting the aligned amorphous component, which is small. We consider ordered system revealing an amorphous character, too, but the distinct crystalline and amorphous domains are neither expected nor seen in SAXS data.
The other options would be to prepare a corresponding wholly amorphous sample, which would be here impossible because the self-organized structure is always present, measure that identically and subtract that data from the data of crystalline matter or, on the other hand, prepare an independent model and calculate the amorphous data from that, a method whose reliability is difficult to test. The current case is advantageous because there is no overlapping of the XRD peaks and because the background is very low. The determination would be then made using e.g. Ruland's method or by comparison between model and experimental data. In paper V, however, the purpose was to present a correlation function without the amorphous part (Chapter 3.6.3).

Interesting question on the role of crystalline vs. amorphous part remains regarding the fine details of the correlation function along the normal (x) direction: The thickness of the first layer, \( l_1 = 4 \, \text{Å} \), is estimated from the first minimum of the correlation function and the thickness rest is \( d_{300} - l_1 = 12 \, \text{Å} \). It is not clear which one describes the thickness of the polymeric, stacked part, and which one the less ordered, side chain rich part, of lamellae. The linear crystallinity which is the ratio of \( l_1 \) to \( d_{300} \) (~ 0.17), was calculated. After that, the volume fraction of stacks could be determined as a ratio of the absolute crystallinity calculated by WAXS. It could be estimated if the reflections are separated from the amorphous background in absolute units using amorphous sample which cannot be prepared for current system. Absolute intensity would not be required if the data reach up to large q-values (8 Å\(^{-1}\)). Samples were not isotropic either and the orientation distribution (Chapter 3.3.2) for texture correction was unknown and somewhat meaningless to measure, because it varied from case to case and samples were not evenly oriented. Comparison of the experimental data between amorphous and crystalline models would be also difficult, because both models would be difficult to construct due to charges and the relatively large size of the system. Again, unlike coiled polymers, rodlike PPY is not expected to form irregular matrix of large crystalline and amorphous domains but uniformly ordered paracrystalline or LC material.

### 3.3.2 Aligned Polymers

The preferred orientation manifests in XRD data as short arcs or spots instead of Debye circles which arise from macroscopically isotropic, locally ordered matter. In general, XRD provides a straightforward method to determine the orientation of the crystallites. Further, unlike standard polarized absorption spectroscopy, XRD probes the preferred orientation of crystalline and amorphous domains separately, cf. Chapter 4.1.

The XRD patterns give the orientation distribution of a reciprocal lattice vector \( r^{*}_{hkl} \) or the normal of a crystallographic plane \( \langle hkl \rangle \). Conveniently, vector \( \mathbf{w} \) is considered so that \( \Theta \) and \( \Phi \) are the azimuthal angles, between \( \mathbf{z} \) and \( \mathbf{w} \), and between \( \mathbf{x} \) and the projection of \( \mathbf{w} \) on the \((xy)\) plane, respectively, commonly used in the spherical polar coordinates. The plane normals are called poles and the pole distribution (function) \( T(\Theta) \) differs from the orientation distribution itself which is explained only when the orientation distribution of the sufficient number of plane-normals is realized through the XRD measurement. The orientation parameter, a single number, may be a more desirable illustration of the orientation instead of the whole pole distribution. The form of one of the most common orientation parameter, Hermans orientation parameter, analogous to that in the physics of LCs\(^{[18,277]}\) is given by

\[
f = \frac{1}{2} \langle \cos^2 \Theta \rangle - \frac{1}{2}, \tag{3.3.1}
\]

where \( P_2 \) is the second order Legendre function of \( \cos \Theta \) and where \( f \) gets the values 1, 0, or \(-\frac{1}{2}\) when the pole is parallel, random, or perpendicular to \( \mathbf{z} \). The degree of orientation is discussed in the terms of pole figures\(^{[270]}\), which is the stereographic projection of the pole distribution, in the context of fibre diffraction.

The considered supramolecular materials show a biaxial texture in a place of a typical uniaxial one (papers III-V). Then, highly interestingly, PF2/6 shows a “triaxial” texture in thin films, discussed in detail in Chapter 5.4.1 (paper VI). The degree of orientation\(^{[270]}\) of the aligned samples may be deduced from the widths of the XRD arcs or poles (Chapter 3.3.2). Though the orientation of LCs can be determined using birefringence or fluorescence polarization (Chapter 4.4), XRD provides information which may be deduced from the bare crystalline part, not from a sample as a whole. The degree of alignment is quantitatively treated in the present work. Because of the crude alignment method (shearing) in the papers III-V, the degrees of axial and in-plane orientation in each sample were different even in the different parts of the sample, which would have made the accurate determination pointless. Further work based on the results of paper VI was already started during the course of this work but it is not any longer included in this thesis. There are now significantly better aligned samples (ref. 369), and therefore the interest was shifted to them.

An example, the degree of orientation for type I of PF2/6 (paper V) is determined in the Chapter 5.4.1.
3.3.3 Amorphous Polymers

Amorphous polymers and polymers in the melt state generate diffuse scattering. This is either due to local intra- and intermolecular short-range order (extending over a few atomic radii) or larger scale density fluctuations of nonparticulate matter, like a polymer dispersion\(^1\). Here we discuss about the amorphous short range order, while larger scale fluctuations are discussed in the context of SAS in Chapter 3.6.

Besides completely amorphous matter, both semi-crystalline polymers, such as PANI which consist of distinct crystalline and amorphous domains, and crystalline polymers, such as PPY, reveal secondary diffuse scattering background and a broad amorphous halo at \(2\theta \approx 22^\circ\) corresponding the average atomic distance 4 Å. The amorphous scattering does not arise from the distinct completely amorphous domains only, but from local intra- and interchain order, whether there is long-range order present or not. The diffuse scattering contains the superposition of local inter- and intrachain order.

The amorphous halo is seen in papers III-V, too. Because of the dense packing and very stiff nature of PPY the material is not expected to contain distinct crystalline and amorphous mesodomains and we point out that no evidences of them were seen at low scattering angle either.

The discussion on the amorphous component serves to highlight a dispersion\(^1\) character of the crystalline part (distinct regions) in an amorphous host matrix or vice versa. This is an idealization which ought to be evaluated on a case-to-case basis. The rigid polymers can be more accurately thought to reveal oriented crystalline, oriented noncrystalline, unoriented crystalline, and unoriented noncrystalline phase. Compared to the flexible polymers, the rigid polymers exhibit much higher intrachain order and thus meridional Bragg reflections (papers III-VI).

The local structure, where the intrachain aspect plays a role, is probed by the radial distribution function (RDF) analysis\(^2\).\(^6\).\(^7\).\(^3\).\(^0\).\(^2\) This approach reflects the nature of noncrystalline matter illustrating the behavior of LCPs. As is well-known, the RDF for a polymer is fundamentally the same as that for liquid where the environment of an atom is not the same as that of the next one but can be described as a statistical way using pair distribution or pair correlation function, the normalized pair density. For the system consisting of the atoms of one kind it is given by

\[
g(\vec{r}) = \frac{n_2(\vec{r})}{\langle n \rangle}, \quad (3.3.2)
\]

where \(n_2(\vec{r})\) is the atom density at point \(\vec{r}\) around an arbitrarily chosen atom (from the center of atom). The average number of atoms found is equal to \(n_2(\vec{r}) d\vec{r}\), where \(d\vec{r}\) is the volume element separated from the arbitrary atom by \(\vec{r}\) and \(\langle n \rangle\) the average number density of atoms.

The term RDF originates from the fact that in the first approximation the value of the function of the isotropic material depends only on the distance, not on the direction, from an arbitrary atom. For uniaxially oriented polymers with cylindrical symmetry, the cylindrical distribution function is often used. Function \(n_2(\vec{r})\) is zero for \(r=0\) and has its first maximum at the distance which corresponds to the first coordination shell and subsequent minima and maxima with gradually diminishing values related to further shells. So \(g(\vec{r})\) approaches unity for large distances. Several atoms are further addressed by further redefinitions and for the isotropic polymer RDF is obtained from the interference function

\[
i(q) = \langle n \rangle \int_0^\infty \left[ \hat{g}(\vec{r}) - 1 \right] 4\pi r^2 \sin qr \frac{dr}{qr}, \quad (3.3.3)
\]

A problem in the studies of amorphism is the infinite integration limit in \(q\), which leads to the truncation error due to the finite experimental \(q\)-range. Therefore the measurements should be performed using as wide region of scattering angle as possible. Practically this means the use of shorter wave length, e.g. Mo-tube instead of Cu-tube. Mo \(K_{\alpha}\) reaches up to 15 Å\(^4\).

For the aligned polymers this consideration must be done with respect to the orientation axes. The alignment direction related enhancement in the amorphous scattering indicates whether this arises primarily from intra- or interchain correlation. In papers III-V the amorphous scattering is not only uniaxially but biaxially distributed, which suggests the different nature of amorphism not only originated from the interplay and uniaxial distribution of inter- and intrachain correlation but also from the side groups. It is very important to notice that the introduction of the latter is the clue which makes the developed materials free floating due to its amorphous nature but simultaneously highly ordered due to the self-organization phenomenon of competing interactions.
The scattering discussed so far originates from the short range, crystalline (Chapter 3.3.1) or other particular or nonparticular order (Chapter 3.6). Moreover, there is also always a scattering at all \( q \) because of the thermal density fluctuations. This arises from the random motion of the atomic, molecular, and microphase domains which momentarily coverage and create density fluctuations. Unlike the other contributions, the thermal density fluctuation occurs at all length scales. When the number of atoms existing in the certain volume is bigger than that in the same volume at some other place the scattering is generated no matter what the size of the volume is.

The microphase separated polymers (Chapter 2.2.2) show strong inhomogeneities in their melt state driven by the interchain segment correlation, s.c. correlation hole, which results in the broad SAS peak at finite nonzero angle\(^{[304]}\). These concentration fluctuations above the ODT are seen in the hydrogen bonded comblike supramolecules\(^{[305]}\). The hairy-rodlike polymers resemble block-co-polymers\(^{[8,9]}\) and in this thesis the correlation hole was indeed observed above the ODT and described in papers \( \text{V} \) and \( \text{VII} \).

The probing of the amorphous nature is the second pillar of the LCPs and design of opto-electronic phenomena requires structural understanding at the short length scales. Usually experimental interference function is compared to that obtained from molecular modelling and then the RDF is calculated from both functions with similar truncation conditions. For \( \pi \)-conjugated materials these studies are rather scarce. However, Winokur \textit{et al.}\(^{[306]}\) compared RFDs instead of interference functions and use exceptionally high maximum \( q \)-value (20 \( \text{Å}^{-1} \)). Unfortunately, the rigorous RDF approach has not been used here because the emphasis of larger structures. This would be difficult, because, as pointed out by Winokur\(^{[302]}\), physically correct models for comparison with the RDF data are difficult to apply to polymers with shallow torsional potential, like LCPs, \( \pi \)-conjugated polymers, and polyelectrolytes. The studied supramolecules apply to all these classes. Also compared to the pure polymers, an additional effect, the concentration fluctuation is present in the mixtures making the interpretation even more challenging.

### 3.4 Surfaces and Interfaces

Thin films are studied in papers \( \text{II} \), \( \text{V} \) and \( \text{VI} \). Because the applications of \( \pi \)-conjugated polymers require thin films, the XRD studies of films, surfaces, and interfaces are decisive\(^{16}\). In this respect, paper \( \text{VI} \) represents a work where numerous X-ray reflections were able to be detected. Also, like the earlier reports\(^{[7,11,307]}\), paper \( \text{VI} \) shows differences in film and fibre morphology due to the surface confinement.

In this thesis, the films are investigated by grazing-incidence X-ray diffraction (GIXD) (paper \( \text{II} \), \( \text{V} \), and \( \text{VI} \), by glancing angle diffraction\(^{17}\) (paper \( \text{II} \)) and by X-ray reflection (paper \( \text{VI} \)). When SAS is considered, the term grazing-incidence small-angle X-ray scattering (GISAXS)\(^{[308,309]}\) is used. Rather small angles but primarily Bragg peaks are discussed in paper \( \text{II} \) and technique may be denoted as GIXD, rather than GISAXS as it is called there. The basic geometry used in these studies is depicted in Figure 17.

The incident, reflected, refracted, and scattered beams are characterized by the wave vectors \( \overline{k}_\text{i} \), \( \overline{k}_\text{r} \), \( \overline{k}_\text{a} \), and \( \overline{k}_\text{s} \) respectively. In glancing incidence, the scattering vector equals to \( \overline{k}_\text{s} = \overline{k}_\text{i} - \overline{k}_\text{r} \). Any variation in the scattering length density results in proper GIXD reflections. Like XRD, the X-ray reflection arises from scattering of the photons by electrons in the material followed by the interference of the scattered photons. Therefore, there is no fundamental difference between XRD and X-ray reflection. The reflection is denoted as "grazing" when the angle of incidence is at or below the critical angle of the substrate or any scattering planes in the film. Correspondingly, using the notation of Figure 17, then the scattering vector equals to \( \overline{k}_\text{s} = \overline{k}_\text{i} - \overline{k}_\text{r} \). The wave vector of the incident beam, \( \overline{k}_\text{i} \), equals to the direction of the beam and the plane of incidence is defined by this vector and the surface normal. This is vector \( \text{x} \) in papers \( \text{V} \) and \( \text{VI} \) and \( \text{Vz} \) plane in Figure 17. The reflected beam is not necessarily in the plane of incidence. If the surface is not perfectly flat, or, if it contains inhomogeneities, the off-specular reflection or diffuse scattering comes into existence off the specular direction typically a few degrees.

In GIXD, a point-focused incident beam impinges on the flat surface of the film specimen at or below a critical angle of surface of the specimen or its substrate below the film. The primary beam penetrates into the bulk but is almost totally reflected from the surface of the specimen or from the surface of the substrate. It is still pierced though the film assuming the critical angle of the film is smaller than that of the substrate and the used incidence angle between them. The maximum gain is ideally received at the critical angle of

---

16 The only reason to work first with shear aligned bulky films instead of aligned thin films was limited experimental opportunities.

17 In glancing angle XRD the incident angle is larger than that used in GIXD. This increases the scattering path but does not reduce the background. Note that in Figure 2 in paper \( \text{II} \) the reflected wave is consequently at the wider angles than the proper XRD reflection.
the substrate. Therefore, it is most advantageous to work at the critical angle and keep the incident angle strictly constant during the experiments\textsuperscript{18}.

The detection in GIXD is performed in the upper half (practically at quarter) space in the exit direction. Because of the used geometry, (i) the direct beam spillover (in the case where the sample is smaller than the beam so that the sample edges limit the beam), (ii) evanescent wave along the surface, and (iii) the total reflection of the primary beam are observed. (iv) The displaced (by the amount of the incident angle) origin of the scattering is seen. Still, some (v) background may appear at wider angles due to the roughness of the surface, which result in the local deviations in the incident angle. Finally (vi) the proper GIXD reflections arising from the proper microscopic scattering planes are seen at wider angles. The variations in the larger scale morphology are reflected at smaller angles for which the term GISAXS is used.

The advantage of the grazing-incidence and/or exit angle is to substantially reduce the background (thermal, diffuse, defect, Compton etc.) contribution due to the bulk/bulky substrate with respect to the elastic contribution of the surface/film onto the substrate. The advantage is also to significantly lengthen the X-ray path and thus the scattering volume inside the film and so to enhance the detected signal. However, both the position and energy resolution at the reciprocal space is worse than in the other XRD techniques.

GIXD is generally used in order to study microstructures\textsuperscript{[310]} or strain\textsuperscript{[311]} or interfaces\textsuperscript{[312]} in thin films and unlike microscopies, XRD at surfaces allows the detection of large macroscopic areas\textsuperscript{19}. The requirement of flat surfaces and films limits the use of the method. On the other hand to be useful in thin film devices, \pi-conjugated polymer has to meet this requirement so the applicability of GIXD already itself is a certain indirect indication of the feasibility of the polymer.

A kinematic approach may be mostly sufficient to analyze the data. It is valid for weak photon-electron interactions, when the scattered wave amplitude is relatively small so that the interaction between the incident and scattered waves can be neglected. This fails for the regime of total reflection where radiation field within the surface is the superposition of the incident and outgoing waves. When regarding the region outside this part of reflectivity curve -which is usually the most important part of the study- or when considering GIXD, where the scattering angle region is generally much larger than the angle of incidence, the kinematic theory may be employed\textsuperscript{[313]}, assuming that the interaction of hard X-rays with the matter is weak enough. The dynamical theory has to be utilized for perfect crystals near Bragg scattering\textsuperscript{[264,265]}, which refers to the glancing angles, too. In article VI, we have assumed that when at least one of the angles in consideration, like scattering angle, is much bigger than the incident angle, the kinematic approximation does not crucially fail\textsuperscript{[313]}.

The X-ray reflectivity is employed to characterize films and interfaces, especially diffuse interfaces by probing the deviation of the intensity curves from the simulated ones. The specular reflection gives information on the depth dependent scattering length density, while the off-specular about the surface topology and in-plane inhomogeneities. The specular X-ray reflectivity is measured in paper VI. Incident and (detected) exitant angles are changed and kept equal, part of the energy is reflected at each interface of the substrate and the sample, and the rest is transmitted. Material is described by the refractive index $n$

\[ n = 1 - \delta + i \beta = 1 - \frac{\lambda^2 \rho}{2\pi} + i \frac{\lambda \rho \omega}{4\pi}, \] (3.4.1)

\textsuperscript{18} Due to the quasi-2D character the normal direction is unattainable and some information may be lost. Therefore, the sample should be slightly rocked.

\textsuperscript{19} In the GIXD experiments of this thesis, the area of the beam is mostly not limited by the slits but the sample edges.
where $\rho$ is the scattering length density and $\rho_{\text{abs}}$ the linear absorption coefficient of the matter. The imaginary part is responsible for the absorbed radiation. Above the critical angle the reflectivity decreases rapidly and plays a major role at small angles of incidence in the vicinity of the critical angle.

The rest of the energy, which is transmitted at the boundary, corresponds to the Fresnel’s coefficient of the transmitted beam and $T=1-R$. The reflectivity is unity when the incident angle equals that of the critical angle of the substrate. By analogy with SAS measurements, for one interface, the reflectivity curve can be imagined as an extension of the Porod’s law (Chapter 3.6) applied to the flat surface and parallel interfaces. For $k_w \gg k_w$, the reflectivity implies

$$R = \left| \frac{k_w - k_{w1}}{k_w + k_{w1}} \right|^2 \approx \frac{1}{16} \left( \frac{1}{2} \right)^4 - q^{-4}, \quad (3.4.2)$$

where $k_w$ and $k_{w1}$ are the normal components of the incident and refracted X-rays, whereas $k_w$ for critical angle of the substrate. Fresnel’s coefficient, is the fraction of the amplitude that is reflected.

**Figure 18** The schematics of two interfaces showing the changes in magnitude of the amplitude of the X-ray when it is reflected or refracted at the given interface. “1” is the magnitude of the incident beam and $t$ means the thickness of the films but $t_k$ is the transmission coefficient. See paper VI.

The overall Fresnel’s coefficient for three materials marked respectively by 0, 1, and 2 and two parallel interfaces indexed by 01 and 12 (Figure 18) is in turn a sum of all amplitudes of all the beam contributions emerging from the 10 interface given by

$$r = t_{01} r_{12} t_{10} \exp(-i2\phi) + ... + t_{01} r_{12}^{m} t_{10}^{m} \exp(-i2m\phi) + ... =$$

$$r_{01} + \left[ t_{01} r_{12} \exp(-i2\phi) \right]^{m} = t_{01} + r_{12} \exp(-i2\phi) \left[ 1 - r_{12} \exp(-i2\phi) \right]^{m} \exp(-i2\phi), \quad (3.4.3)$$

where $m$ is the number of times the beam has been reflected at 12 interface and where $4\phi$ is a phase shift of the beam at the interface 12 with respect to the beam which is reflected at the first interface 01. Note that $r_{01} = -r_{10}$ and $t_{01} t_{10} = 1 - r_{01}^2$, which represents the conservation of energy. The reflectivity reaches its maxima when the rays which emerge from the 10 interface have been reflected at the 12 interface one or more times. These rays differ in phases by a factor $2\pi$ from each other and interfere constructively. The consideration of multilayers follows the same principles. Computational difficulties arise when the interfaces become fuzzy and the number of layers large. In our studies the difficulty was in turn that the chemical nature and the density of PF2/6 and PI are close to each other and therefore these two layers contribute almost as one bulky layer in the reflectivity data.

In general, the obtained well-defined reflectivity curves (paper VI and ref. 396) indicate a good macroscopic quality of the PF2/6 films. This was expected, because a nonuniform film would lead to short circuits in LEDs, which is not a problem for PF. Instead, the supramolecular counter part does not show similar quality but the reflectivity curves are fuzzier and not shown in paper V. The local quality was studied using scanning near-field optical microscope (SNOM) in paper II but short-circuits are observed when PPY(CSA)$_2$(HRES) is used as an electron transport layer in OLED. The test use in PLEDs has been reported in ref. 123 (Appendix) but this detail has been disclosed. Our experimental arrangement (paper VI) contained an ITO layer, too. There are detailed previous studies of multilayers reflectivity of uniform and patterned indium tin oxide[314]. ITO had a strong contribution also in our studies, cf. the discussion in ref. 396.

---

20 The critical angle of the radiation is $\theta_c = \sin^{-1} \frac{1}{\sqrt{\rho}} = \lambda / 2 \rho \nu \approx (1.61/m \text{rad} / \lambda / 4 \sqrt{\rho / c / \text{cm}})$. For polymers $\delta$ is the order of $10^4$, whether X-rays or neutrons are used, and therefore the critical angle is of the order of milliradians.
3.5 Lattice Imperfections

3.5.1 Peak Broadening due to Finite Crystallites

All the articles, I-VII deal with the periodic system (cf. Chapter 3.6) where the order varies between the levels of organization and where the effects of the lattice imperfections on the reflection widths are a focus of interest. This is not only because of similarities between small and wide-angle scattering analysis of periodic materials but also because of the interest to build soft material where the interplay between order and disorder are controlled. The lattice imperfections influence the widths of the reflection orders and this is illustrated for the lamellae below. LCPs differ from crystals and these concepts have to be modified. Especially, a crystallite cannot be understood as a tiny single crystal as is the case of the crystalline materials but rather as an effective size of the ordered domain with smooth boundaries or order within wholly continuous LC. Note that there are shear aligned block-co-polymers that are called 'single crystals' [315], which is somewhat confusing. For a perfect crystal without the lattice distortions the widths of all reflection orders in reciprocal phase are equal and of the form

\[ \Delta q = \frac{2\pi}{D}, \]

(3.5.1)

where \( D \) is the size of crystallite and where the exact prefactor depends on the form of the crystal. The heights of the XRD peaks are reduced due to the lattice imperfections of the first kind characterized by the Debye-Weller factor \( \tilde{D} \)

\[ \tilde{D} = \exp\left(-2M\right), \]

(3.5.2)

where \( M \) is proportional to \( \tilde{s} \). Since this effect refers to the thermal imperfection of the first kind - which reduces the height but does not change the form of the Bragg peaks - and not to the increasing disorder of LCPs in the thermal transitions, it is postponed in the following discussion.

For comparison, the scattering intensity is directly calculated using a simplified expression

\[ I(q) = 1 + 2\sum_{m=1}^{N-1} \frac{N-m}{N} \exp\left(-\frac{q^2 \sigma_m^2 + \sigma_m^2}{2}\right) \cos(qma), \]

(3.5.3)

where the first factor \( (N-m)/N \) describe the crystallite size and the latter parts the distortion and the lattice parameter fluctuations. \( N \) is the number of lamellae and \( a \) is the lamellae period, \( \sigma_m \) is the standard deviation of the interplanar separation vector measuring the variation in the lattice vectors, i.e. the distortions of the second kind, and \( \sigma_e \) that of each lattice parameter in each crystal. Cf. Chapter 1 in ref. 273.

We continue to consider lamellae and the peak broadening in intensities in the phenomenological terms: Here crystallite size and paracrystallity and strain in Chapter 3.5.2. The effect of crystallite size itself is the most obvious and important factor behind the peak broadening. Here we assume that the radiated scattering volume comprises a large number of tiny single crystals, crystallites. As described in Equation (3.5.1), there is an inverse relation between the ideal reflection width and the size of the crystallite. In the lamellae case (papers I-V, and VI), the reflection width due to the crystallite size is given by

\[ \left(\Delta q\right)_L = \frac{5.6}{aN}, \]

(3.5.4)

where \( a \) is the lamellar period, and \( N \) their number. Note that this relation holds for all the diffraction orders, which is illustrated in Figure 19 (page 42). Obviously, the coherence length of a crystal (\( L \)) estimated by Scherrer's formula is related to Equation 3.5.4 by

\[ L_{\text{Nat}} = aN \approx \frac{5.6}{\left(\Delta q\right)_L} \approx \frac{K\lambda}{\Delta 2\theta \cos \theta}, \]

(3.5.5)

where \( \lambda \) is the wavelength, \( 2\theta \) a scattering angle so that \( \Delta 2\theta \) is the breadth at half-maximum intensity. This is the general form of any reflection but the prefactor takes different values for different reflections unless crystals are spherical. The prefactor \( K \) of unity is used thorough the articles III-V and represents the case of
infinite lamellae comprising of a crystal which is flat in the direction of reflection. Prefactor $5.6/2\pi (0.89^{0.87} \text{ or } 0.9^{0.87})$ is applied for lamellae elsewhere. For cubics the value of 0.94 is to be used\[^{270}\].

Originally Sherrer formula was derived with the Gaussian line profile for the isotropic mixture of cubic perfect crystal crystallites of uniform size consisting of parallel platelets. The basic assumptions of the derivation are Gaussian line profiles and small cubic crystals of uniform size\[^{270}\]. Then and only then, $L$ equals exactly the number times the spacing of the layers. Otherwise, its predictions become somewhat blurred and definition for the size of crystallites, $L_{hkl}$, an effective crystallite dimension which is the volume average of the crystallite dimension normal to the reflecting planes. Therefore, $L_{hkl}$ ought to be called an effective crystallite dimension, as pointed out by Klug and Alexander\[^{270}\] and not the size of crystallite. Nonetheless, it can be employed in comparable studies, for instance between articles III-V and the work of Trondheim group\[^{235,236}\], if the conditions are otherwise comparable. Even more accurately, $L_{hkl}$ can be denoted as the volume ($V$) average of the crystallite dimension $T$ normal to the reflecting plane

$$L_{hkl} = \frac{1}{V} \int T dV = \frac{1}{A(T)} \int T dV = \frac{\langle T^2 \rangle}{\langle T \rangle},$$

where $A$ is the projected cross-sectional area of the crystal parallel to the reflecting planes.

### 3.5.2 Peak Broadening due to Lattice Imperfections

The peak broadening is discussed in papers III-VI. When the data is corrected for polarization, absorption, and background (mostly air scattering) and when the Lorentz correction and appropriate other factors are accounted for, the peak broadening of the pure XRD line may be treated. In practice, the peak broadening is reliably evaluated only when the instrumental broadening is substantially smaller than the broadening due to the sample itself. Besides effect of crystallite size (Chapter 3.5.1) two appropriate though idealized lattice imperfection types which usually occur in polymers to varying degree.

1. There are two types of lattice imperfections called the displacement disorder.

   The thermal vibrations realise the crystal imperfection of the first kind, cf. Equation (3.5.2). The ideal or an ideal average lattice is imagined to exist throughout the crystal but the actual positions of the atoms are slightly displaced from these ideal positions. The displacements of the first kind are usually small compared to the interatomic positions. The crystal imperfection of the first kind may also be a substitutional disorder where some atoms or molecules are replaced by the foreign constituents but this issue is omitted here.

   Paracrystallinity represents the second effect of displacement disorder and distortions of the second kind. Originally the paracrystals are introduced by von Hosemann\[^{316}\], and they are understood as a kind of crystallike objects where unit cell edges and an electron density distribution vary from cell to cell. Self-organized macromolecules, like block-co-polymers are often regarded as paracrystals\[^{317}\]. There is no statistical average of the regular lattice and the long-range order is lost. Paracrystals have, however, a spherically symmetric \textit{a priori} distance statistics of the centres of the smallest units. By comparison the true amorphous matter (see Chapter 3.3.3) shows neither the long range order nor three dimensional lattice nor a spherical \textit{a priori} probability of nearest neighbours. There are no sharp interfaces between the definitions: In the case of the imperfections of first kind the distance between the nearest neighbour atoms fluctuates moderately and the semblance of crystalline order persists to longer distances, \textit{i.e.} the average position of the atoms follow long range crystalline order, while in the paracrystals there is no average lattice present and when the fluctuation is large enough the system is termed liquid instead of paracrystal. Crystals, of course, may also have only a slight perturbation in long range order - the concept is rarely pure. There are several variations of paracrystals, too.

   The gaussian displacement disorder reflects a decay of the Ornstein-Zernike type correlation function.

$$\Gamma(r) = \exp \left( -\frac{r}{\xi} \right),$$

where $\xi = a/2\pi^2\epsilon_f^2$. Note that the form of the distribution function is not relevant, however. Cf. the formulas of the correlation length, Equations (3.6.6) and (3.6.15).

The line broadening due to the paracrystals has a characteristic dependence on the diffraction order. Here we rely on the concepts of Baltá-Calleja & Vonk\[^{273}\]. When the distances between the lamellae are assumed to be normal distributed and when $a$ is taken as an average period, the lattice or displacement disorder within the crystals is given by
\[(\Delta q)_d = \frac{4\pi^2 \varepsilon_d^2 n^2}{a}, \quad \text{(3.5.8)}\]

where \(n\) is the order of a reflection and where a dimensionless parameter \(\varepsilon_d = \sigma_d / a\) is the reduced variance of the interplanar separation vector (\(\sigma_d\) is the standard deviation) measuring the percential variation in the lattice vectors, see Figure 19.

Figure 19 A calculation of the peak broadening due to the defects in the scattering intensity curve. (a) Scattering intensity curve according to Equation (3.5.3) in relative units representing Bragg reflections of lamellar structure, when \(\varepsilon_d\) and \(\varepsilon_e\) are 5% and 2% (solid line) or 2% and 0.2% (dashed line), respectively. \(N=40\), \(a=20\). The first selection gives five well-defined diffraction order and more linear reflection full width half maximum (FWHM) dependence, as in the case discussed in papers III-V, whilst the latter selection is corresponds to that of a model compound, polyethylene[316]. As is the case in peak width analysis, no amorphous component is taken into account. (b)-(c) Reflection FWHM as a function of diffraction order presenting independent contributions, the effect of crystal size, Equation (3.5.4) \((\Delta q)_s\) (solid line), the effect of paracrystallinity, \((\Delta q)_a\) Equation (3.5.8) (dots), and the effect of microstrains, \((\Delta q)_e\) Equation (3.5.9) (triangles) as well as their combinations, the square root of their sum of squares, \((\Delta q)_t\) Equation (3.5.10) (dashed line) and the FWHM of the Gaussian fitting of the each calculated Bragg peak presented at the point (dotted line). Case (b) corresponds to that presented as a straight line in the point (a) and case (c) that presented as a dashed line. The microstrains are dominant in the case (b) (Cf. papers III-V) and paracrystallinity in the case (c). Note that the sum of square of the distinct components is a good approximation for small \(n\) yielding slightly smaller values than those of calculated from the intensity curve. This should be case for every \(n\). However, as seen in point (a) for larger \(n\), the Bragg reflections become somewhat blurred because of the tails of the neighbour peaks and the simply determination of FWHM for every peak without subtracting the contribution of the tails yield too small FWHM values. This error may be treated using Warren Averbach method.

(2) The effect of lattice parameter fluctuations are realized in the microstrains. Microstrains may be caused by rapid cooling of the specimen. This is discussed in the papers III-VI. Instead of paracrystals, microstrains do not perturb the long range order.

Ideally the line broadening due to the microstrains has linear dependence on the diffraction order. The fluctuation of lattice parameters from crystals to crystals is

\[(\Delta q)_e = \frac{4\pi \sqrt{2\ln 2} \varepsilon_e n}{a}, \quad \text{(3.5.9)}\]

where \(\varepsilon_e\) is the reduced variance of each lattice parameter in each crystal, see Figure 19.

(3) Combination of the effects. The discussed effects naturally coexist and the combination of their effect on the line broadening may be in the first instance approximated by the sum of square rule

\[
(\Delta q)^2 = (\Delta q)^2_s + (\Delta q)^2_e + (\Delta q)^2_a, \quad \text{(3.5.10)}
\]

which is illustrated in Figure 19. This is a good estimation if the fluctuations are small and when nothing but a few first diffraction orders are considered. There are generally few works, like that of Prosa et al.[234], where e.g. PATs show as many as 5 diffraction orders. Papers III and V present 5 diffraction orders, too.
The discussion above gives the qualitative understanding to the peak broadening for mesomorphic lamellae. Moreover, state-of-the-art peak analysis of synthetic high polymers [273] and self-organized hairy-rodlike polymers [234] is discussed in the terms of Warren-Averbach method used for metal alloys [318], based on Fourier transformation or Fourier series expansion of the reflections. The peak broadening due to the dislocations that is indistinguishable from paracrystallinity can be dealt with.

There are several variations of Warren-Averbach method. In short, the “basic form” of the method takes each reflection separately having the origin at the reflection center and assumes that each profile is a convolution of the crystal size and the distortion contribution. This assumption is valid for small \( q \) when the zeroth order reflection is approximated by disregarding the exponent term in \( S(q) \) which leads to the peak broadening for large \( q \), cf. Equation (3.5.3). When the function is considered near to the each reflection order \( q = 2\pi n/a + q' \) the exponential term containing \( q' \) is left out resulting in a series expansion of the \( n \)th (sufficiently sharp) reflection

\[
I(q') = 1 + 2 \sum_{m=1}^{N-m} \frac{N-m}{N} \exp\left(-2\pi^2 n^2 \left(\sigma_m^2 + \sigma_m^2 m^2\right)\right) \cos(q'ma).
\]

(3.5.11)

The first factor \((N-m)/N = A_m^n\) is related to the crystallite size, whilst the latter part, the exponent factor, describes the distortion and lattice parameter fluctuations. Although this form of the first factor is directly related to the lamellar model and \( N \) lamellar planes, the term is generally the overlap volume for the crystal and its ghost shifted by \( m \) Bragg distances (of the lowest order reflection) in the normal direction to the Bragg planes. The \( m \)th Fourier coefficient of \( n \)th reflection is

\[
A_m(n) = A_m^n \exp\left(-2\pi^2 n^2 \left(\sigma_m^2 + \sigma_m^2 m^2\right)\right),
\]

(3.5.12)

and the logarithms of coefficients are plotted against the square of the diffraction order \( n^2 \)

\[
\ln A_m(n) = \ln A_m^n - 2\pi^2 n^2 \left(\sigma_m^2 + \sigma_m^2 m^2\right).
\]

(3.5.13)

The slope of the curve, Equation (3.5.13), is determined for every Fourier coefficient \( m \) and the slopes are plotted as a function of \( m \) in order to distinguish the contributions from paracrystallinity and microstrains. The crystal size is obtained from the intercepts of the plots by extrapolating \( A_m^n \) or from the slope of the curve at small values [268]

\[
\frac{dA_m^n}{dm} = -\frac{1}{N}.
\]

(3.5.14)

The Fourier coefficients are obtained from the integral

\[
A_m(n) = \int_{-\pi/a}^{\pi/a} dq' I(q') \cos(q'ma).
\]

(3.5.15)

Before the use of method the background is subtracted and the tails are added to the reflections and the tails of the other reflections are removed, which can be done using preliminary fitting of s.c. pseudo-Voigt functions, for example, to describe both the peaks and the background [234]. Since the integrated intensities of the diffraction peaks are dependent on the structure factor and conditions, the Fourier coefficients for different diffraction orders are normalized to be comparable by scaling the coefficients of each reflection so that the zeroth order coefficient is unity \( A_0(n) = 1 \).
3.6 Small-Angle Scattering

3.6.1 Applicability of Small-Angle Scattering

Small-angle X-ray scattering (SAXS) combined with wide-angle X-ray scattering (WAXS) is the primary investigation method of this thesis. Small-angle scattering (SAS)\cite{271,272,275} is used to study relatively large structures and noncrystalline materials. The size of these objects is of the order of 10 Å or larger and information is obtained using either X-rays or neutrons at low detection angles, typically \(2\theta < 2^\circ\). In practice, X-ray scattering studies are divided into two categories. There are studies of the short range order accomplished via the determination of the radial distribution function (RDF) \cite{306,270,302} (Chapter 3.3.3) and the studies of the larger density fluctuations\cite{31}. Amorphous materials, such as liquids, glasses, or glassy polymers barely reveal sharp diffraction maxima, while the stronger scattering effects are present in multicomponent materials, such as polymer blends, or single-component materials with well-defined molecular segments, such as block-co-polymers. On the other hand, while X-rays give high intensity and high energy and angular resolution, neutrons provide advantages based on the scattering event from the nuclei instead of core electrons, the lower kinetic energy of particles (\(\sim 10\) keV) compared with the energy of hard X-ray photons (\(\sim 10\) keV), and the magnetic moment of the neutron. Due to the time associated with the wave period being of the order of time period of atomic movements, neutrons give information on atomic and molecular motions and unpaired electrons of certain atoms.

This work is limited to SAXS, which requires both specific experimental method of measuring and that of analysis: First, the standard arrangement of SAXS utilizes transmission geometry, whilst grazing-incidence, GISAXS, is used for thin films. The first geometry is used in the papers I, III-V, and VII, while the latter geometry but GIXD, rather than GISAXS, is utilized partly in the paper V and solely in the papers II and VI. Secondly, since the intensity of the primary beam is much higher than that of scattered beam even a minor tail can seriously disturb the detection of the observed scattering. This is particularly realized for SAXS, because neither the tail of the primary beam nor the considered reflections extend out to wider angles. Also, due to the low order of the typical samples, the SAS reflections are inherently weak. Thirdly, the high angle-resolution needed distinguishes SAXS from the most diffraction studies. For these reasons careful collimation and large distance between sample and detector are essential requirements.

There are four prototype systems that are widely studied using SAXS.

(i) In dilute particulate system polymers, colloids etc. are uniformly dispersed in the second material. The system is assumed to be sufficiently dilute so the positions of the particles are uncorrelated. There is no difference between classical particle-solvent pairs and particle-solvent pairs with supramolecular interactions but the scaling laws and the treatment of SAS are generally valid.

(ii) In the nonparticulate two-phase system two materials are also randomly mixed but neither of them is considered the host or dispersed matrix. An archetype of such system is a blend of two immiscible polymers. Also, typical semiflexible and semicrystalline polymers form irregular matrix of crystalline and amorphous domains. Hence, such two-phase system can actually contain only one kind of molecules. The crystallinity distribution of semicrystalline polymers has an effect on SAXS\cite{320} provided that the size of the crystallites corresponds to the \(q\)-range measured by SAS.

(iii) In a soluble blend two components are dissolved molecularly in the thermodynamic sense. Here miscible polymer blends or isotropic disordered block-co-polymers are illustrative examples. The boundary between a dilute particulate system and a soluble blend is not well-defined. If the shape and size of the particle is the main interest, the theory of the dilute particular system is appropriate, whereas the approach of the soluble blend is convenient for discussion of the thermodynamic properties. Resembling system is discussed in the paper VII.

(iv) In a periodic system the macromolecules form well-defined microstructures of the order of nanometers. The prototypes are hierarchical biological molecules, such as collagen, or amphiphiles, such as silver behenate, both used as calibration samples for SAS. This case is dealt with in all the papers I-VII. In such case the usual XRD analysis (WAXS) is more or less applicable, even if the standard experimental arrangement is very different. The degree of the order is often much below that of crystals and the effects of the lattice imperfections (Chapter 3.5.2) are a particular focus of interest. Some additional assumptions of the sample or the problem are usually made, too. The details of the size of less than 10 Å are many times ignored, for instance. Hierarchical systems, like those in the present work, are important exceptions.

\footnote{21 Using high energy (80 keV) flux it is also possible to use transmission geometry in order to study the local structure of amorphous materials and reach an atomic level resolution but this is rather unusual. See e.g. ref. 319.}
3. X-ray Scattering

WAXS, too, is important in the papers III-V. The periods of interests are small compared to those of e.g. block-co-polymers studied using ‘pure’ SANS. Although the size of the discussed structures is clearly over 10 Å, the reflections distributed over large q-range give decisive information. The distinction between the considered scattering angles is blurred and may also be unnecessary. SANS/WAXS just forms one tool in the context, where the hierarchy is probed from intramolecular to several intermolecular levels and finally to the level of the macroscopic alignment. Also experimentally, SANS/WAXS[321-324] used in this thesis form a sole facility where one sample and one transmission geometry though two detectors in-situ were used. This justifies the used approach in many instances and makes the combined use a powerful tool.

3.6.2 The Assumptions of Small-Angle Scattering

The two basic assumptions of the general treatment of the SAS, not bound to the existence of well-defined objects occur for all heterogeneities in the colloidal range.

(i) The statistical isotropy in the system arising from the structure itself or some change, like rotation of the particles, in time. This means that the autocorrelation, Equation (3.1.22), in reciprocal space depends only on the magnitude of the distance albeit this does not hold for the electron density or the scattering length density in ordinary space. Consequently, the phase factor can be replaced by its average as stated in the fundamental formula by Debye[325]

\[
\left\langle e^{-i\pi \tau} \right\rangle = \frac{\sin qr}{qr} . \quad (3.6.1)
\]

The Debye formula is not restricted to any scattering angle region but is valid for all isotropic scatterers. Accordingly, the scattering intensity, Equation (3.1.20), for the continuous 2-phase "polymer and matrix" system is

\[
I(q) = \int \rho(\bar{r}_1) \rho(\bar{r}_2) \frac{\sin qr}{qr} dV_1 dV_2 , \quad (3.6.2)
\]

where \( r = |\bar{r}_1 - \bar{r}_2| \) is the distance between the scatterers.

(ii) The lack of long-range order that is to say no correlation between two points separated far enough. This requirement has a connection to the treatment of correlation function (Chapter 3.6.3).

3.6.3 Correlation Functions in Small/Wide-Angle Scattering

As most of physical experiments, the scattering experiments, especially those at low scattering angle, are mostly discussed in the terms of correlation or response functions, of one kind or another. They afford the convenient vehicle to bridge the gap between the local and macroscopic description.

The common correlation function of the form of Omstein and Zernike[326], \( \Gamma \), is thought to be a (order) parameter which measures the persistence of memory without strict physical interpretation. In real space the correlation function is related to the order parameter density \( m \) as

\[
\Gamma(\bar{r}) = \langle m(\bar{r})m(0) \rangle - \langle m(\bar{r}) \rangle \langle m(0) \rangle , \quad (3.6.3)
\]

where the parentheses denote ensemble average. A translationally invariant system with isotropic fluctuations (no intrinsic direction) is considered. The lowest order approximation of the series form of the free energy of the system may be given by

\[
G = \int d^3r \left[ c_1 \nabla m(\bar{r})^2 + c_2 m(\bar{r}) \right] = \int \frac{dk}{(2\pi)} \left( c_1 k^2 + c_2 \right) |m(k)|^2 = \int \frac{dk}{(2\pi)} G(k) , \quad (3.6.4)
\]

where the latter part is the Fourier transform of the first part and where \( m(\bar{r}) \) and \( m(\bar{k}) \) form a Fourier pair. If the average value of the free energy residing in the Fourier mode is \( k_B T \), the correlation function in the reciprocal space, a Fourier pair of \( \Gamma(\bar{r}) \) is

\[
\Gamma(\bar{k}) = \left\langle |m(\bar{k})|^2 \right\rangle = \frac{k_B T}{c_1 k^2 + c_2} , \quad (3.6.5)
\]
where \( k_B \) is the Boltzmann constant, \( T \) temperature, and \( c_1, c_2 \) parameters which may depend on temperature. The correlation function in the real space is obtained as

\[
\Gamma(\vec{r}) = r^{-P} \exp\left(-\frac{r}{\xi}\right),
\]

where \( \xi = \sqrt{c_1/c_2} \) is the correlation length and \( P = d - 2 \), where \( d \) is the dimension of the system.

It is too simple to talk about just correlation length but it may be related to density, conformation, or orientation, for instance. The form above, however, may be a kind of generic start\(^{327} \) to describe various electronic or liquid crystalline systems related to the scalable phenomena in matter in the first instance. In principle, characteristic decay of Equation (3.6.6) is seen in the papers III-V, too.

For practical purposes we may start from the assumption (ii) presented in the previous Chapter. Since the auto-correlation, Equation (3.1.22), tends from its initial value (maximum) toward a constant and because of the requirement of no long-range order this constant is achieved for a finite distance, the structure is described by a finite region only. The rest contains no information. This means that a constant value through the total volume makes on contribution (except at zero angle not accessible by the experiments). For this reason it is convenient to consider (electron) and scattering density fluctuations rather than the density itself and redefine the auto-correlation\(^{22} \) as

\[
\Gamma_q(\vec{r}) = \Gamma_p(\vec{r}) - V \rho^2 = V \gamma(\vec{r}).
\]

The average of the product of two fluctuations is the correlation function (of small-angle scattering) \( \gamma \) so defined and with the following general property:

\[
\gamma(\vec{r}) = \langle \eta(r_1)\eta(r_2) \rangle,
\]

where \( \gamma(0) = \bar{\eta}^2 \), and \( \gamma = 0 \) for larger \( r \). The assumption (ii) (Chapter 3.6.2) requires that \( \gamma \) is zero for the finite, colloidal \( r \). This does not fail even for the prototype (iv) of Chapter 3.6.1.

By the help of Debye form of the phase factor (Equation (3.6.1)) and Equation (3.6.7) related to the Equation (3.1.22) the scattering intensity can be written in the form of Debye and Bueche\(^{328} \)

\[
I(q) = \int V 4\pi r^2 \gamma(r) \frac{\sin qr}{qr} dr.
\]

The intensity is then an extrapolated rather than measurable value corresponding to the square of the total number of the irradiated electrons in the scattering volume \( V \). In other words, it is interpreted in the case where each electron in the volume \( V \) acts in coherence in the region defined by \( \gamma \) yielding

\[
I(0) = \int V 4\pi r^2 \gamma(r) dr \quad \text{for } q \to 0.
\]

The correlation function is obtained by the inverse Fourier transform of that

\[
\gamma(r) = \frac{1}{V} \frac{1}{2\pi} \int q^2 I(q) \frac{\sin qr}{qr} dq.
\]

This corresponds to the invariant concept, Equation (3.1.23) in its original formulation. This means that though the intensity pattern is altered upon the shift of the system the mean square fluctuation of the electron density directly related to \( \gamma(0) \) remains unchanged implying

\[
\gamma(0) = \frac{1}{V} \frac{1}{2\pi} \int q^2 I(q) dq = \eta^2 = \frac{1}{V} Q \quad \text{for } r \to 0,
\]

when the Debye formula is unity.

The general feature of the autocorrelation is that the scattering length density is twice included in the integral. If we consider the case of two phase regions (like in paper V) with different \( \rho \) it does not matter

\(^{22}\) Porod's original notation\(^{271} \) is \( \eta^2 = \rho^2 - V \rho^2 = V \gamma(\vec{r}) \) while the presented one is widely used in XRD context\(^{277} \).
which one of the particular domains has which \( \rho \), but the autocorrelation and thus the scattered intensity takes the same form. This feature corresponds to the Babinet's principle in optical diffraction. The fractions of the components do not matter either. If we denote them by \( \varphi_1, \varphi_2 \), the average (scattering length density) electron density is \( \overline{\rho} = \varphi_1 \rho_1 + \varphi_2 \rho_2 \), which is directly related to the mean square fluctuation and thus the invariant of the system so that
\[
\eta^2 = \langle (\rho - \overline{\rho})^2 \rangle = \langle \rho_1^2 \varphi_1 \rangle + \langle \rho_2^2 \varphi_2 \rangle = \frac{1}{V} Q .
\]

Hence, the Babinet's principle holds and also it is true that a constant \( \overline{\rho} \) throughout the volume has no effect on scattering features and, as discussed earlier, may be subtracted. This fact makes it difficult to say, for instance, whether the substructure in lamellae seen in the fluctuation of \( \gamma \) along the \( x \) axis (paper \( V \)) originates from the PPY part or side chain part of the matter. On the other hand, if the scattering length densities of the fractions are known, for instance based on the chemical composition, and if the scattering measurements are made in absolute units, the invariant can provide the relative amounts of the two phases.

There are several alternative formulations for the correlation function concepts for SAS and instead of the introduced Porod's original notation, a somewhat different formulation introduced by Baltá-Calleja and Vonk\cite{273} was utilized in papers \( III-V \). We still continue to denote autocorrelation using capital lambda while in their reference it refers to the three-dimensional correlation function and gamma to the one-dimensional one.

The correlation function is defined as the quotient of the autocorrelation and that for \( r = 0 \) as
\[
\gamma(r) = \frac{\Gamma(r)}{\Gamma(0)} = \frac{\int \rho(\overline{u}) \rho(\overline{u} + r) d\overline{u}}{\int \rho^2(\overline{u}) d\overline{u}} = \frac{\langle \rho(\overline{u}) \rho(\overline{u} + r) \rangle V}{\langle \rho^2 \rangle V} ,
\]
where \( \gamma(0) = 1 \). The correlation length is the integral breadth of the correlation function as
\[
\xi = 2 \int_0^\infty \gamma(r) dr .
\]

Although the correlation function by itself does not provide any new physics (after the intensity), it is particularly useful when illustrating the relative and directional order of microphase separated matter giving such good tool to make the LC interplay between ordered crystal and disordered liquid - which is just one of the essences of this thesis - more concrete. In particular, as pointed out by Baltá-Calleja and Vonk\cite{273} it has a number of applications in the cases, like lamellae stacks that realize electron density variations in one direction. Usually the order in such systems is so poor that the correlation function dies rapidly and its resolution is not good enough to make the detailed three-dimensional interpretation possible.

For the system considered in papers \( III-V \), the one-dimensional linear normalized correlation function of ref. 273, defined as
\[
\gamma(r) = \frac{\int dq q^2 I(q_1) \cos(qr)}{\int dq q^2 I(q)} ,
\]
where the decay of Equation (3.6.6) is seen, is being used in a form
\[
\gamma_j(r) = \frac{\int dq q_j^2 I_j(q_j) \cos(q_j r)}{\int dq q_j^2 I_j(q_j)} ,
\]
where \( j = x, y, \text{or} z \), where this has the value 1 at the origin, and where the intensity is
\[
I_j = I(q_j) - I_{am}(q_j) ,
\]
where \( I_{am}(q_j) \) is in turn the isotropic intensity due to the amorphous matter and \( r \) is the (scalar) distance. Mesomorphic material may contain aligned and nonaligned crystalline component and amorphous isotropic but also amorphous aligned component.
As described in the theoretical background in the paper VII, the self-organization in the supramolecular hairy rods are treated as if they are rod-coil block-co-polymers. On the other hand, we consider the correlation function of Equation (3.6.17) in paper V and it differs from those calculated to block-co-polymers. Even the strong segregated materials of sharp two-domain interface may not allow such ideality in the triangular shape which is seen in papers III-IV and paper V. In short, the order in microphase separated domains - a coherence length with respect to the period- is considerably better, a fact which is also seen in the high number of the repeat distances obtained from the peak-width/position ratio.

A good resolution allows us to recognize the impact of the suggestive features in three dimensions: Lamellae with long range order as well as shorter range order due to the components of the layers in normal direction; well-ordered stacks in equatorial direction; and finally, in the meridional direction. The meridional component of less ordered (with respect to the other chains) and monomer units are ‘modulated’ by component suggestively arising from two monomer units and one CSA, which is plausible, because nominally every second monomer was protonated. This shows a combination of three-dimensional local and overall order of hairy-rodlike supramolecule of π-conjugated polymer which is fluidlike also at low temperatures and consequently less ordered in the direction of the rodlike polymer backbone.

### 3.6.4 Scattering Intensity Curve

When employing broader angle region, ultimately SAXS/WAXS (papers III-V) it is the asymptotic power law- behaviour of the scattering intensity not only the magnitude and direction of the scattering vector of Bragg peaks which contain the information. Simultaneously, the scattering arises both from the well-defined and less ordered objects and in very different length scales so the characteristics of the entire scattering curve are worth strictly keeping in mind.

An archetype is illustrated in Figure 20. A plateau, Guinier characteristics (cf. page 50) is observed when approaching the infinite particle size region near the zero angle. At very wide angles the contribution of individual atoms are seen and the intensity, again, barely depends on the scattering angle.
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**Figure 20** The schematics of asymptotic behavior of the scattering intensity. The power laws for a polymer system appear as straight segments in a double-logarithmic plot. The different regions are related to the molecular mass (power zero), Gaussian chain (power minus two), expanded chain (power minus five to three), rodlike molecule (power minus one), thickness of the molecule (power minus four), and single atoms (power zero), respectively. \( R_g \) refers to the region where the radius of gyration may be determined.

When the thickness of the polymer dominates a characteristic \( q^{-4} \) of three dimensional objects is seen. Besides SAS, this is seen in reflectivity curves in paper VI and in Chapter 3.4. The one-dimensional rod leads to the minus one characteristic. The increasing size leads ultimately to the bending and for example Gaussian distributed (monomers) and chain with power minus two curve. Excluded volume effect is related to the minus five to three curve.

The asymptotic behaviour (Figure 20) is an idealisation related to the shape and number of the different levels of organization. The transition points between the regions are not as clear cut as in the schematics. Nonetheless, when successful they probe the fundamental scaling of the less defined regions in polymeric matter. *E.g.* the differences from \( q^{-4} \) behavior are directly related to the dimension (euclidian or fractal) in matter. The scaling of the well-defined structures, like a long period as function of the number of the monomers is in turn based on the magnitudes of the scattering vector of the well-defined peaks. An example related to the present work is performed in ref. 199.
First Part of the Scattering Curve

The first part of the SAS curve concerns particle scattering of a dilute particulate system. This is important for π-conjugated polymers: As discussed in paper V, the strict dissolution of rodlike polymers is subtle and the visually clear solution\textsuperscript{[137,329]} can actually reveal an effect of dense packing. The stiffness of the chain and the excitations may be studied in the different forms of solutions (Chapter 4.2.3).

The particles are thought to be embedded in a continuous matrix and assumed to lack all internal structure. Therefore, (Chapter 3.6.3) the scattering length density \( \rho(r) \) can be replaced by the excess of the scattering length density \( \eta(r) \) in the particle over the average \( \langle \rho \rangle \) is essentially same as the scattering length density of the background. For vacuum, \( \eta(r) \) equals to \( \rho(r) \) and is here denoted in that way, i.e. \( \rho(r) \) stands for the excess scattering length density in the particle.

For a solid sphere of radius \( R \) with a uniform density \( \rho_0 \) \[ 0() = \] for \( R \leq r \), and \( () = \) otherwise\textsuperscript{23}. Fourier transform, the assumption of the isotropic sample, the intensity is

\[
I(q) = \rho_0^2 v \frac{9(\sin qR - qR \cos(qR))^2}{(qR)^6},
\]

where \( v = (4/3)\pi R^3 \) is the volume of the sample. This result, the scattering intensity of independent scatterers in an uniform matrix introduced by Rayleigh\textsuperscript{[330]}, is one of the fundamental curves of SAS, illustrated in Figure 21. According to Porod\textsuperscript{[271]} even Equation (3.6.19) illustrates all the common features of the SAS pattern arising from not too anisotropic particles. The oscillatory character, zero points, is due to the specific symmetry. The central peak is due to the all secondary waves in phase and simply added at \( q \rightarrow 0 \). Therefore, the amplitude equals the number of the excess electrons (\( \Delta n_e \))

\[
\text{single particle } I_s(0) = (\Delta \rho)^2 V^2 = (\Delta \eta)^2,
\]

and the subsequent maxima implement the periodic variation of the intensity\textsuperscript{23}. However, in paper V we study anisotropic material and the spherical approximation fails. In contrast, for thin rod of length \( L \) and cross-sectional area \( a \) the intensity is given as

\[
I(q) = \rho_0^2 v \left( \frac{2}{qL \cos \Theta} \right)^2 \sin^2 \left( \frac{qL}{2} \cos \Theta \right),
\]

where \( a \) is assumed to be very small compared with to \( L \). The rod is considered a thin line with a scattering length density \( \rho_0 v \) per unit length concentrated on the axis. The origin is located at the center of the rod and the angle between its axis and vector \( q \) is \( \Theta \) and \( q \cdot r = qr \cos \Theta \). The average of Equation (3.6.21) for all orientations, originally given by Neugebauer and discussed by Kirste and Oberthür\textsuperscript{[331]}, is given by

\[
I(q) = \rho_0^2 v \frac{1}{2} \int_0^\pi \left( \frac{2}{qL \cos \Theta} \right)^2 \sin \Theta d\Theta = \rho_0^2 v \left( \frac{qL}{2} \cos \Theta \right)^2 \sin \Theta d\Theta = \rho_0^2 v \left( \frac{qL}{2} \cos \Theta \right)^2 \sin \Theta,
\]

where \( \text{Si}(x) = \frac{\sin u}{u} du \). Furthermore, Kratky and Porod derived similar expression for a circular disc\textsuperscript{[332]}

\[ 23 \text{ The intensity of a sphere is not strictly periodic, because } I(q + T) = I(q), \text{ where } T \text{ is the period, does not hold.} \]


\[
I(q) = \rho_s^2 v^2 \frac{2}{q R^2} \left[1 - \frac{J_1(2qR)}{qR}\right], 
\]

(3.6.23)

where \(J_1(x)\) is the First order Bessel function. A modification of Equation (3.6.22) has been employed in paper V. Note that the disc does not necessarily mean a proper disk but rather a 2-D object. As shown in paper V e.g. PPY(CSA) reveals disklike behaviour in solution.

### Guinier Law

The first part of the scattering curve, also known as Guinier region, realizes the Guinier law given by

\[
I(q) = \rho_s^2 v^2 \exp\left(-\frac{1}{3} q^2 R_g^2\right), 
\]

(3.6.24)

where \(R_g\) is the radius of the gyration of particle and \(v\) is the volume of the particle. The Guinier law\(^{275}\) holds when \(q < 1/R_g\), the system is dilute, i.e. the particles in the system scatters independently of each other, the system is isotropic, i.e. the particles reveal random orientations, and the internal structure of the matrix can be ignored, its density is constant giving no effect in considered \(q\) range. The Guinier law is universal on these conditions. It is valid even if the shape of the particle is unknown, irregular or complex. When the logarithm of \(I(q)\) is plotted against \(q^2\) the initial slope yields \((1/3)R_g^2\). The intensity in Equation (3.6.24) is the average intensity per particle, whereas it is the intensity of all particles is measured. Since the particles are assumed to be independent in uniform matrix without an internal structure, the measured intensity is the sum over all particles

\[
I_{\text{measured}}(q) = NI(q),
\]

(3.6.25)

where \(N = cV/N_A M\); \(c\) is the concentration, total mass of particles per total volume of solution, \(V\) the volume of the sample in beam, \(N_A\) the Avogadro number, and \(M\) the molar mass, typically known from the GPC. If the intensity is known in relative units (in practice counts per second), the radius of gyration is directly determined using the slope of and the first term in the right part of the equation is simply regarded to meaningless constant. The radius of the gyration is then related with the physical radius. Moreover, the use of absolute units makes the determination of \(r_0\) possible, because \(I_{\text{measured}}(0) / N = I(0) = \rho_s^2 v^2\) where scattering length density in the particle \(\rho_0\) is known from the chemical structure of the simple polymers in common solvents\(^{333}\). When the intensity is determined in absolute units, the concentration of the particles in the scattering volume and thus \(N\) has to be taken into account.

The intensity is regarded as independent i.e. the particles in the system scatter independently. In practice, this means very dilute liquid solution of particles dissolved to the solvent matrix. The concentration is dependent on the molecular character. PPY, rPPY, and PmPy, and that of the CSA doped PPY were studied in solution down to the concentration of 5 mg/ml. The experimental problem was the weak and noisy signal arising from the more dilute solutions and it may be that the polymers do not form system of independent scatterers even at the lowest measurable concentration. Therefore, the measurements reflect guiding tendencies. See further discussion in paper V. The consideration of the transition point between the Guinier region seen as a plateau at smallest angles in the double-logarithmic plots was done.

The matrix is assumed to be devoid of any internal structure revealing uniform randomly distributed background. In real dispersions, there are always some inhomogeneities based on atomic and molecular clusters, which yield some phase coherence of the waves scattered from the solvent molecules. These inhomogenities can be ignored, when their size scale is much smaller than \(1/q\) and they do not result in effects at the discussed \(q\)-range. In addition, it is assumed that the solvent is not only uniform but also its different molecular orientations are randomly distributed.

When the sample fulfills the discussed conditions, the size of the particle can be determined from the measured intensity curve that is function of the radius of gyration and the particle volume. Real material consists of nonidentical particles and the Guinier law can be modified, if the particle density is not dependent on the particle size. The scattering from the different particles is still assumed to be uncorrelated and the expression for the intensity is given as

\[ R_g^2 = \frac{\int r \rho(r) dr}{\int \rho(r) dr} \]

When the particle length density is constant, \(R_g^2 = \frac{1}{3} \int r^2 \sigma(r) dr\) so that \(\sigma(r)\) equal to 1 in particle, 0 otherwise.

---

\(^{275}\) \(R_g^2 = \frac{1}{3} \int r^2 \rho(r) dr\) when the particle length density is constant, \(R_g^2 = \frac{1}{3} \int r^2 \sigma(r) dr\) so that \(\sigma(r)\) equal to 1 in particle, 0 otherwise.
\[ I(q) = \frac{1}{N} \rho_j \left[ \sum_j N_j \nu_j^3 \left[ -\frac{1}{3} q^2 R_j^2 + \ldots \right] \right] = \frac{1}{N} \rho_j \left[ \sum_j N_j \nu_j^3 \left[ -\frac{1}{3} q^2 R_j^2 \right] \right], \quad (3.6.26) \]

where \( W_j \) is the mass of \( j \)th size particle. Because particles are assumed to be uniform, \( W_j \) is proportional to the particle volume of \( j \)th size particle. Recognizing the number average of the square of the particle volume and the \( z \)-average of square of the radius of gyration, the Guinier law for nonidentical particles is

\[ I(q) = \rho_j \langle \nu_j^3 \rangle \exp \left( -\frac{1}{3} q^2 \langle R_j^2 \rangle / \nu_j^3 \right), \quad (3.6.27) \]

where the density of the particle is assumed to be constant. Nevertheless, end-to-end distance of an Gaussian coil scales as \( N^{1/2} \) and volume as \( N^{3/2} \), and the density as \( N/V \sim N^{-1/2} \), and thus the average scattering length density depends on the particle size. Volume and solvent interactions make the situation more complicated and the validity of this approximation must be thought in care.

**Central Parts of the Scattering Curve**

The central part of the scattering curve (Figure 20) is related to the character of the macromolecule and it is distinguished from the both other regions giving important parameters.

The discussion on the regions in the middle utilizes the correlation function \( \gamma(r) \) (Chapter 3.6.3) and equations therein. The scattering length (electron) density is assumed to be a constant and the correlation function is separated as \( \gamma(r) = (\Delta \rho)^2 \gamma_r(r) \), where \( \gamma_r(0) = 1 \) is a normalization and \( \gamma_r(r \geq D) = 0 \). \( D \) is the largest dimension of the particles\[271\]. The correlation function \( \gamma_r(r) \) is related to the geometry of particle only and vanishes for \( r \geq D \). The physical meaning of \( \gamma_r \) is described intuitively by the particle shifted by a vector \( r \) and illustrated in Figure 26. The volume \( \hat{V} \) in common with the particle and its "ghost" comprises all the points that give a contribution to \( \gamma_r(r) \). An average over all direction of \( r \) yields

\[ \gamma_r(r) = \langle \hat{V}(r) \rangle / V. \quad (3.6.28) \]

Then the particle is cut into rods of varying length, \( l \), called chords along the lines of equal spacing. The group of chords for all directions is described by a distribution function \( G(l) \) where \( G(l)dl \) is the probability of a random chord to be between \( l \) and \( l+dl \). Each chord with \( l > r \) has a piece \( l-r \) which is included in \( \hat{V} \). The chord distribution \( G(l) \) is equivalent to the correlation function \( \gamma_r(r) \) implying the relations

\[ \gamma_r(r) = \frac{1}{T} \int_0^T (l-r)G(l)dl, \quad \text{where} \quad T = \int_0^T G(l)dl, \quad \text{and} \quad (3.6.29) \]

\[ G(r) = \int_r^T \frac{d^2 \gamma_r(r)}{dr^2} . \quad (3.6.30) \]

Then Equations (3.6.9) and (3.6.30) yield the scattering intensity and the correlation function as

\[ I_l(q) = (\Delta \rho)^2 \hat{V} \int_0^T 4\pi r^2 \gamma_r(r) \frac{\sin qr}{qr} dr , \quad (3.6.31) \]

\[ \gamma_r(r) = \frac{1}{(\Delta \rho)^2 \hat{V}} \int_0^T \frac{1}{2\pi r} \int q^2 I_l(q) \frac{\sin qr}{qr} dq . \quad (3.6.32) \]

The normalized correlation function \( \gamma_r(r) \) equals the volume of the particle as

\[ V = \int_0^T 4\pi r^2 \gamma_r(r)dr. \quad (3.6.33) \]
Given the invariant $Q$, Equation (3.6.12), the volume takes the form $V = 2\pi^2 I_q(0) / Q$, so the volume of the particle can be derived from the diffraction pattern alone. The correlation length, on the other hand, is

$$
\xi \equiv 2\int_0^D \gamma(r)dr = \frac{T^2}{T} = \frac{1}{Q} \pi \int_0^\infty I_q(q)dq ,
$$

being the weight average of a chord. If the lines are drawn in all directions, the number average $\overline{r}_i$ of the chords equals the correlation length and it can be derived from the intensity. The scattering intensity of the central part is in turn deduced from a power series of Debye factor as

$$
I_i(q) = \overline{\Delta \rho}^2 V \int_0^D 4\pi r^2 dr \gamma(r) \left( 1 - \frac{q^2 r^2}{3!} + \frac{q^4 r^4}{5!} - \ldots \right) = (\Delta \rho)^2 \left( 1 - \frac{q^2 \overline{r}^2}{3!} + \frac{q^4 \overline{r}^4}{5!} - \ldots \right) ,
$$

where $\overline{r}^2$ describes the average differences between the points independently within the particle volume. E.g. when the center of mass is taken as a reference point for two random particles, $\overline{r}^2 = (r_1 - r_2)^2 = r_1^2 + r_2^2 = 2R^2$ and the relation to the radiuses of gyration is $r_1^2 = r_2^2 = R_g^2$.

**Final Slope**

The asymptotic behaviour of the scattering curve at larger $q$ is

$$
I(q) \sim q^{-\alpha} ,
$$

which can be shown, because sine, cosine, sine integral, and Bessel function in the intensity Equations 3.6.19, 3.6.21, and 3.6.23 are finite for large $q$. This s.c. Porod's law is an asymptotic form of Equation (3.6.19) for large $q$ and it does not hold for a sphere with a uniform density when $\cos 2qR \neq 0$. It is independent on the particle size of randomly oriented particles, when $qd >> 1$, where $d$ is an arbitrary dimension. It can be deduced starting from Equation (3.6.9) in spherical coordinates. The application of Porod's law is to determine the surface area of the mass unit but is also gives information about dimensionality. The exponent $\alpha$ is four for three-dimensional (spheres), two for the two dimensional (disks), and one for one-dimensional (rods). For ideal two phase system Porod's law is given by

$$
I(q) \rightarrow \frac{2\pi(\Delta \rho)^2 S}{q^4} ,
$$

where $S$ is the total interface area of the phases. The 2D objects realize the law

$$
I(q) \rightarrow \frac{2\pi \sigma^2 S}{q^2} ,
$$

where $\sigma$ is the electron density per unit area. Correspondingly, the 1D case is

$$
I(q) \rightarrow \frac{\pi (\rho_0 L)^2}{qL} ,
$$

where we consider a rod of length $L$ and uniform electron density $\rho_0$. Unsurprisingly, the Equations (3.6.38) and (3.6.39), respectively, correspond to scattering curves of PPY(CSA) and PPY in paper V.

---

25 For the determination of the specific surface Equation (3.1.23) can be employed instead of the measurements of absolute intensity: $S/V = \pi \lim I(q)q^4 / Q$. 26
4 Polarized Photoluminescence in the Studies of Soft Nanoscale Condensed Matter

4.1 Polarized Light from Aligned Polymers

Polarized PL has been studied in papers III-IV, and VI. The purpose has been to use optical anisotropy as a probe of axial alignment (and vice versa) together with XRD. In principle, every polymer in the material contributes to PL, whether amorphous or crystalline or LC. In contrast, amorphous domains of the same material do not give rise to XRD reflections in the first instance. This makes discussion complicated.

Polarized PL has a conceptual technological importance, too. Polarized light is conventionally formed using isotropic light source and a separate polarized filter. The disadvantage is the reduced intensity due to the filter. Instead, aligned polymeric semiconductors produce polarized light due to aligned transition dipole moments and no additional filters are needed, which increases power efficiency. The lack of filters also itself reduces costs and weight. Organic materials are also light and their preparation is easy. The EL polymers can also be deposited from solution by simple spin-coating and they have usually good thermal and mechanical stability. They allow the full color spectrum due to chemical tuning. The use of PLEDs was first demonstrated in [334], whilst the first polarized PLED made from a stretch-oriented PAT was reported more recently[224].

Aligned π-conjugated molecules show also other anisotropic opto-electronic properties, such as optical dichroism or directional differences in charge carrier mobility[10], independently of the emission. When PPY is blended with a viscoelastic polymer, such as polyvinylalcohol (PVA), this blend can be stretched resulting in optical dichroism[335], which is observed in stretch-oriented PPY/PVA films[340], too, and ascribed to a larger delocalization length of the ordered chains, which lie in the alignment direction.

The rubbed PI layers, prepared using cloth rubbing, polarized ultraviolet light, or hot air, have long been used as standard alignment layers in LCDs[336] where low molecular weight liquid crystals (LMWLCs) are utilized. However, throughout the thesis only the LCPs are dealt with. There are four main methods to aligned polymers for polarized light. (i) Mechanical alignment, (ii) alignment on pretreated substrates (paper VI), (iii) LB techniques, and (iv) LC self-assembly and the alignment of LCs (papers III-IV). The results of the same alignment are studied in paper V and in Chapter 5.4 but using XRD. Also in the case (ii) LCPs are usually required[225]. Two related concepts are (v) luminescent quest molecules in an aligned host matrix and polarizing excitonic energy transfer (EET) [337-340] and (vi) circularly polarized (CP) emission[226,341].

(i) In mechanical stretching or rubbing, a polymer is blended into the viscoelastic host polymer. When the blend is stretched, the rigid polymers are aligned. The soft films tend to relax into an unoriented equilibrium state. Strong rubbing also degrades the polymer. One concept for the fabrication of polarized PLEDs[342] uses PE-MEH-PPV blends prepared by mixing MEH-PPV with UHMW polyethylene in xylene. The solution is poured onto a glass surface where it forms a gel. Films are then tensile drawn, which results in alignment and polarized EL, when the substrate is a hole injector and when these layers have an electron injector deposited on top. It is claimed that this is valid for any solution or gel processing.

(ii) Rubbing of the substrate of the polymer film results in aligned structures[342]. The rubbing substrate cannot be removed after alignment but this is usually not needed. The degree of alignment can reach very high values. PI (paper VI) and PTFE are typical choices. PI can be further doped to tune the transport properties. A process for fabricating polarized PLEDs[343] using the friction transfer method is known and this method itself has been patented[344]. In the friction transfer method crystalline materials are grown on a highly oriented PTFE substrate deposited with a second layer. The third, grown layer becomes oriented, i.e. the overlayer does not eliminate the orienting ability of the aligned PTFE chains. In polarized PLED, the third layer is an aligned luminant polymer, such as PPP or PPV, and the second layer conducting polymer, such as PEDOT or PANI, used as a charge transport layer. This construction is then deposited with another charge transport layer.

(iii) Some shish-kebab-type polymers align in LB deposition[145]. Due to instability, the films should be cross-linked after deposition, which is generally difficult to combine with alignment, and no such films are reported yet.

(iv) In contrast to the stretched blended materials, the aligned state of LCs represents their thermodynamic equilibrium. LMW LCs can be aligned using flow, electric or magnetic field. Despite the fact that LMW LCs are polarizers in LCDs there are few examples, where they are used as a light source.

In LCPs, the flexible side chains are introduced to the π-conjugated backbone resulting in an LC phase (Chapter 2.2.8, papers I-VII). Light emitting LCPs can be aligned using e.g. mechanical methods. This methodology has been developed for LC PF[346]. A method of manufacturing polarized polymeric EL
materials is demonstrated for LCPs\textsuperscript{349,350}. This method comprises the use of rubbed PI and LCP, and it is used in paper VI. In the prior method, a luminant LCP material with hole and/or electron injecting materials, can be mixed with PI and the composite is aligned like PI itself. This structure is combined with the appropriate electrodes. There are also uniaxially aligned PL LCP, where rubbing substrate has been used\textsuperscript{347}.

(v) Luminescent guest molecules or polymers are also aligned, when their host matrix is mechanically aligned, which leads to polarized emission with suitable materials. In polarizing EET, luminescent guest molecules, or polymers, are located in an aligned host matrix containing sensitizers. Unpolarized light is absorbed by randomly distributed and randomly oriented sensitizer molecules resulting in excitation, which is passed on to the aligned guests and recombined, leading to polarized emission. If both guest and host belong to the LMW LCs, this structure can be sandwiched and switched by electric field between in-plane and out-of-plane alignments. For polymers, the PL EET system is developed containing a uniaxially aligned UHMW PE host, a substituted poly(p-phenylene-ethylene) (PPE) guest as a luminescent polymer, and selected sensitizers (coumarines)\textsuperscript{337}. This concept combines low degree of polarization in the absorption and high degree of polarization in the emission\textsuperscript{348}. Therefore, the composite material can utilize a larger part of the excitation light than the aligned molecules alone but still showing a high degree of polarization in emission. This leads to high PL efficiency.

(vi) The approach where \( \pi \)-conjugated polymer is incorporated into the aligned blend approach may be further developed by using block-co-polymer instead of a generic viscoelastic host. In one specific application synthetic modification of PPE is used for domain specific incorporation into polystyrene-b-polysisoprene-b-polystyrene (SIS) triblock copolymer with a cylindrical morphology. The orientation of the host via roll cast templates leads to an axial alignment of the guest PPE and polarized PL \textsuperscript{349,350}.

(vii) CP light can be produced using assembled molecules, such as PATs. CP light can in tum be transferred into linearly polarized light or, on the other hand, CP light can be used as such in LCDs containing chiroselective molecules or polymers. In these cases, conjugated polymers, especially PATs, are modified using chiral side groups\textsuperscript{341}.

4.2 Primary Photoexcitations in \( \pi \)-Conjugated Polymers

4.2.1 Excitons, Polaron Pairs, Excimers, and Aggregates

The \( \pi \)-conjugated polymers contain molecular segments, chromophores which emit photons after the decay of the excitation. In the terms of molecular orbital theory, photoexcitation involves an excited state generated in a fluorophore by a photon promoting an electron from the highest occupied molecular orbital (HOMO) or ground state to the lowest unoccupied molecular orbital (LUMO). Different types of decay pathways exists for the radiative relaxation process of this excitation, fluorescence or phosphorescence, and for the nonradiative transitions, internal conversion into phonons or intersystem crossing (ISC) (where the electronic state of the system is changed) or, on the other hand, by photochemical reactions.

Most fluorescence will result in radiation in the visible spectrum where the relaxation of excitation competes with nonradiative processes. The intensity of emission is much below that used in excitation and the energy of the emitted photons lower than used in excitation. The loss of efficiency is described by a PLQY (Chapter 4.5) and the energy by the redshift (Stokes shift). The PL spectrum of organic molecules is broad due to the vibronic structures and general inhomogeneity. The smallest energy corresponds usually to \( \pi \rightarrow \pi^* \) excitation. That is the case in PF2/6. By comparison, the molecules where it corresponds to the \( n \rightarrow \pi^* \) transition are usually weakly fluorescent. This mostly refers to the heteroatoms and heterocyclic aromatic compounds. However, PPY shows fluorescence in the solid state, see refs. in Chapter 4.2.2.

The excitations in \( \pi \)-conjugated polymers\textsuperscript{28,44} should be described via many-body physics\textsuperscript{351} which is exceedingly difficult. A few guidelines of primary photoexcitations and their relations to the molecular and intermolecular or supramolecular structure are discussed. According to Conwell\textsuperscript{352}, the intramolecular excitons and intermolecular polaron pairs are the primary photoexcitations in \( \pi \)-conjugated polymers. How they may relate to the structure has to be considered.

The (singlet) excitons, bound electron-hole pairs with opposite spins, are created by initial photoexcitation of a \( \pi \)-conjugated moiety. The decay of the photoexciton occurs through radiative (PL) and nonradiative processes. In the structure the excitons in \( \pi \)-conjugated polymers are spatially spread over several monomers (6-7 for PPV\textsuperscript{152}) and occupy a single chain.

In general, when a photon excites an electron into the conduction band, it leaves behind a hole in the valence band. In the single-body picture the energies of these two excitations could simply be added. Since the electron and hole are charged particles (and if we consider rather low temperature where no free charge carriers screen them) they may lower their energy by binding together by the Coulomb attraction. Such a
bound electron-hole pair is called exciton. The excitons are characterized by their radius. If the binding is considered weak and the electron and hole are at a large distance (much larger than the lattice spacing) from each other the exciton is called Mott-Wannier exciton. If they instead are tightly bound and sit on the same site (on the scale of a few Ångströms), they form a Frenkel exciton. In general, Mott-Wannier excitons reflect semiconductive character while Frenkel exciton takes place in an insulator. In \( \pi \)-conjugated polymers the former have stronger interchain character but they are not referred to be of charge separated polaronic species (see below), whereas the latter is a purely intrachain excitation. Most of the excitons in PPY, for instance, are of the Frenkel type\(^{[105]} \).

Excitons have two characteristic total spin states. The singlet excitons (S) has total spin \( S=0 \) (antisymmetric spin function), whereas the total spin of the triplet (T) (symmetric spin function) excitons is \( S=1 \). It is expected that the non-degenerate ground state of the \( \pi \)-conjugated molecules generally has \( S=0 \). There is, however, a discussion on the triplet ground state\(^{[353]} \).

Since the radiative recombination of an exciton has to conserve spin, the singlet excitons decay through fluorescent emission but the triplet excitons do not result in fluorescence. Nonradiative singlet quenching occurs via singlet-singlet annihilation or singlet-triplet annihilation or singlets may become triplets via intersystem crossing (ISC). All these processes decrease the emission yield. Singlets may also disappear by creating another singlet in another, different molecule via process called energy transfer. The life time of a singlet is typically of the order of 300 ps. Longer half-life favors ISC.

Polaron pairs, unlike excitons, consist of an excited electron and hole separated onto adjacent chains. The polaron pairs consist of a negative and a positive polaron (cf. Figure 3) bound by the Coulomb attraction and localized by the characteristic chain deformations. On the other hand the thermal energy tends to separate the pair to chains which are further apart. The polaron pair has an attraction greater than \( kT \). Otherwise the polaron will separate. Polaron pairs are also called indirect excitons or charge transfer excitons, since, in principle, the pair could be located at the different conjugation segments rather than in different chains.

The excited dimers, called excimers, consist of a pair of identical molecules which repel each other in the ground state but become attractive, if one molecule is excited. The dimer does not have a stable ground state and the interaction occurs between a chain segment in its excited state and a chain segment with its ground state. These molecules must have a contact distance of the order of 4 Å, in order to induce an overlap but still maintain their molecular identity. This distance is so large that only the most loosely bound electrons take part in excimer formation. If the distance is increased the excimer disappears. In practice, the red emission seen in solid state disappears in dilute solution. Also no ground state absorption is associated with the red emission.

Exciplex, instead, consists of a pair of non-identical molecules with similar interaction character to excimers. Also in reality, an excimer is stable without an exact match and especially in the case of long conjugation lengths, where the properties depend a little on the lengths, the polaron pairs behave as excimers. The excimers arise from excitations fully located at one partner and excitation then resonate between partners realizing s.c. Förster energy transfer for symmetry reasons. It may also happen that the charge transfer state in the particular polymer has an energy near the excited state and resonates between the partners, too. Altogether, the attraction of the partners is due to the interaction between (i) the excitons on two partners, (ii) two charge transfer states, and (iii) the excited state on one partner and the charge transfer state on the other partner.

Physical aggregates differ from the excimers because of their stable associated ground state. So, the interchain interaction occurs between two chains in their ground states. The coupling between the chains is stronger than in excimers. The aggregate can consist of \( \pi \)-conjugated segments on only two polymer chains, a dimer, or spread over several chains. The different spectra in dilute solution, concentrated solution, and in solid state, indicate the formation of an aggregate.

The isolated chain exciton transition is seen in solution while the aggregate leads to the existence of additional absorption at lower energies and a lower frequency emission in thin films. The excimers and aggregates have a broad emission spectrum and the stable ground state may result in some phonon feature in the latter case. The excimers are lower energy configurations than single chain excited states. However, there may be also energy transfer from single chain excitons to the aggregates or excimers, which is related to the emission after excitation at energies which are much below those of single chain exciton absorption.

In PLEDs the excitation is made by subsequent injection of electrons and holes yielding EL.\(^{[6,30]} \). The discussion on the exciton formation via charge recombination in EL is omitted. However, in the usual scenario the spin statistics implies a 1:3 probability to the formation of singlets and triplets in OLEDs, respectively. In PF (paper V) it is suggested that less than one triplet is formed for each singlet due to the higher cross section for singlet than triplet formation upon charge carrier recombination in EL.\(^{[354]} \).
4.2.2 Photoexcitations in PPY, PPY(CSA), and PF2/6

The photoexcitations in PPY are known in detail\cite{58,87,92,97,108}. PPY exhibits blue PL in solution and green in solid state films. The blue has a maximum at 2.9 eV and green a broad maximum at 2.3 eV and a shoulder at 2.6 eV. The excitation profiles are near the absorption spectra and the absorption peak position changes only slightly from 3.4 eV to 3.25 eV when going from the solution to the film. The Stokes shift is only of the order of 0.5 eV with respect to the excitation maximum in solution whilst the peak in solid state is much redshifted (0.9 eV).

The blue PL in solution is due to the fluorescence because of the decay of the first excited singlet state (S\(_1\)). The lifetime is about 10 ps. The green PL might originate either from the decay of the first excited triplet state (T\(_1\)), or that of the intermolecular photoexcitations, excimers or aggregates. The latter possibilities have proved incorrect based on the protonation photophysics of PPY\cite{87}. The arguments are that the solution PL does not show coexistence of excimer and monomer PL at any concentration\cite{56} and there are no big differences in the absorption band profiles between the solution and the solid-state. Also the intermolecular photoexcitations should result in lower quantum yield but the PLQY of PPY is higher in the solid-state than in solution\cite{87} (Chapter 4.5).

The interpretation of green PL lies on both delayed fluorescence phosphorescence and of lifetimes 1.1 ns and 4.8 ns, respectively. The amplitudes and lifetime values of these components are highly dependent on the wavelength of PL so that the lifetimes of the components vary from 0.4 ns and 2.3 ns to 1.1 ns and 4.8 ns for delayed fluorescence and phosphorescence, respectively. The shorter lived component has a maximum at 2.6 eV matching with the spectral position of the solution fluorescence while the main PL maximum at 2.3 eV is related to the the longer lived component arising from the radiative decay of a first excited triplet. These components are very much overlapped but generally the delayed fluorescence increases with increasing excitation pulse energy while phosphorescence dominates at lower energies (<100\mu J/pulse). Excimers are not present, except for curiosity at low temperature (20 K)\cite{108}.

Absorption spectra of PPY has a maximum at 3.2 eV and shoulders at 3.0 eV and 3.4 eV equally spaced in energy corresponding to the vibrations of C=C and CCN bonds\cite{56}. After initial CSA complexation with x=0.25 or 0.5 the entire spectrum becomes redshifted by 0.1 eV. After further complexation the maximum blueshifts up to 3.4 eV and the shoulder features become less prominent. Finally, the absorption spectrum of PPY(CSA)\(_{1.0}\) is featureless and corresponds to that observed for PPY solution. This situation is seen in the case of further complexation, too. However, when axially aligned films are considered (Cf. 4.3), the absorption maximum of the component parallel to the c axis is redshifted with respect to the perpendicular component. This behaviour depends on the degree of alignment. Some smaller redshift is also observed in aligned PPY blend\cite{105} and is suggested to be due to the larger delocalization length in the oriented chain related to a small number of delocalized excited states with high polarizability in chain direction, i.e. Mott-Wannier excitons generated by transferring one electron to a neighbouring chain\cite{105}. These excitons are generated by light linearly polarized perpendicular to the chain. This result is based on the electroabsorption measurements of stretched PPY-PVA so the analogy may fail. Nevertheless, see an example of PPY(CSA)\(_{0.5}\)(HRES)\(_{0.5}\) in paper III and PPY(CSA)\(_{0.5}\)(OG)\(_{0.5}\) after partial cleavage in paper IV. This is concluded in\cite{123} (see Appendix).

In PL, CSA complexation simply reveals some blueshift of the maximum at 2.3 eV. At higher complexation, x=0.75 or 1.0, a new blue feature appears at 2.7 eV approaching what is seen in solutions. The shoulder becomes more distinct for PPY(CSA)\(_{1.0}\)\cite{87}. The further complexation with amphiphiles does not change the shape of the PL spectrum compared to the PPY(CSA), which is described in papers III and IV. Unlike absorption, polarized PL does not result in shifts. Instead, PLQY is much reduced.

The photoexcitations of PF2/6\cite{355,356} have been widely studied, too, especially with the energy transfer dopants like benzil\cite{357} or porphyrines\cite{156,358} and at low temperatures\cite{157}. The schematic Jablonski diagram of PF2/6 describing the primary energy levels and optical transitions related to singlet, triplet and charged (polaron pair) excitations is presented in ref. 111. According to these authors, the absorption of a photon in PF2/6 results in the promotion of an electron in \(\text{p}^+\) to \(\text{p}\) state and \(\text{p}\) to \(\text{p}^+\) transition. This is seen as a broad featureless absorption maximum at 3.3 eV. PF2/6 reveals blue PL spectrum with two peaks at \(\sim 2.9\) eV, 2.8 eV and smaller maxima at \(\sim 2.6\) eV, 2.4 eV, and 2.2 eV. The overlap between the absorption and emission spectra is small. The shapes are essentially not dependent on the polarization direction but they are somewhat redshifted upon annealing (paper VI). These peaks are interpreted as prompt fluorescence and the highest peak at 2.88 eV\cite{357} corresponds to the decay of the first singlet to the ground state. The possible peak at 2.15 eV\cite{357} is due to the phosphorescence arising from the decay of the lowest triplet exciton. PF2/6 does not show prominent polaron features in optical spectroscopy because of low energetic disorder and traps which could stabilize them. The low energetic disorder is related to the relatively high charge carrier mobility, generally observed in this class of polymers\cite{10}.
4. Polarized Photoluminescence

4.2.3 Photoexcitations vs. Morphology in π-Conjugated Polymers

The π-conjugated structure favours the fluorescence ultimately because the energy states allowing a suitable gap and because of the quasiparticle formation. Upon quasiparticle formation there is a change in the equilibrium configuration of the molecule and the quasiparticles move in a rapid fs to ps time scale to the lower energy segments of longer π-conjugation so that the PL spectrum is redshifted. The excitations tend to migrate so that their recombination occurs spatially in a lower energy site which is not the one they are created in. This occurs via energy transfer (EET or electron transfer) or by exciton hopping leading to the spatial relaxation. The intermolecular structure not only the local electronic structure effects on the PL process by preventing or facilitating their movement or by facilitating their movements to the quench sites where the nonradiative processes occurs. This can be optimized in a systematic though very laborious and time-consuming way by applying synthetic chemistry, structural studies, and quantum mechanical modelling combined[3]. In papers III-IV, some optimization was performed in a less elegant way by screening the best examples by trial and error. The drawback of the work is that the supramolecules of PPY never reproduce the PL of pure PPY. This is suggested to be due to sulfonic acid and is thus an inherent disadvantage of the current material compared to polyfluorenes, for instance.

The impact on PL is related to two issues, the increasing of conjugation length and the control of the electronic environment by substituents. They reflect some phenomenological tendencies which may hold also for charge transport in PLEDs.

The increase in the extent of π-conjugation increases the mobility of π-electrons and many times the fluorescence. The increase in planarity and rigidity indirectly enhances fluorescence because that is related to the conjugation length and so helps to increase the mobility of π-electrons. For instance, it is suggested[86] that the planarity of PPY is affected by CSA complexation so that PLQY is reduced but no significant difference in the ground and excited energy levels is seen. In the solid state pure PPY is essentially stacked[89] but upon CSA protonation the interchain interactions are reduced allowing the pyridine units to revert back to their more twisted state and thus lower energy configuration. This results in blue shift and decrease of PLQY as in solution. This is seen mostly for \( x=0.75 \) and 1.0 while \( x=0.25 \) and 0.5 show more green PL and almost as high PLQY as pure PPY. As described in paper V, PPY(CSA)\(_{0.25}\) and PPY(CSA)\(_{0.5}\) do not show significant twisting but equatorial stacking peak which disappears for further CSA protonation. The \( x=1.0 \) case is soft which may support this assumption but the complexes for which \( x, y \approx 0-0.5 \) are relatively hard. So the softness and the stacking seem to be more related to the CSA than the amphiphiles. This proves the expectation[87] on the existence of the planar regions for \( x=0-0.5 \) and the solution like behavior and higher triplet formation for higher CSA complexation. The same is seen for the further amphiphile complexation so that the same spectral phenomena are seen depending on the CSA complexation independently on amphiphiles, albeit the PLQY is reduced much more (Chapter 4.5). Hence, the twisting argument is expected to hold in papers III and IV. This argument, however, is qualitative, because XRD probes a different length scale and do not measure the skeletal disorder.

All the constituents -covalently bonded or external additions- which enhance exciton mobility usually increase fluorescence. This, however, is a much more complicated issue than the increase of rigidity and the substituents may easily just act as fluorescence quenchers. Depending on the Förster transfer[359], the overlap of the absorption spectrum of the dopant end emission spectrum of the polymers, the energy transfer dopants alter the emission by the radiative or nonradiative energy transfer by photon or phonon, respectively, from the quasiparticles of the polymer to the dopant and back before their recombination.

Added molecules may make the backbone more planar and thus increase the conjugation length and so the mobility of the excitons. This all depends on the nature of defects, too. From that point of view, this case is also demonstrated in ref. 87 where PPY(CSA), shows better PLQY compared to the other sulfonic acids or m-cresol for the mentioned torsion angle argument. Sometimes, a simultaneous introduction of electron donor and electron withdrawing substituents may enhance fluorescence. However, that is not true in the present supramolecules (Papers III and IV) where e-donating species, like hydroxyl groups, and e-withdrawing groups, like sulfonic or carbonyl group, are combined. Large bulky atoms, like bromine usually decrease the efficiency. The end bromines of PPY[35,91] (paper V) do not have a considerable effect. However, sometimes Ph-Br is finally added in order to prevent the end bromines in PPP which is somewhat analogically synthesized via coupling by starting from Br-Ph-Br[216]. Instead, large bulky side groups weaken intermolecular interactions and may also increase the intrinsic rigidity of the backbone.

Besides the morphology of the polymer and dopants the surrounding materials have an impact. For instance, charge carrier polymers are employed to enhance the EL by assisting an effective carrier injection compared to the metal interface, by confining the carriers within the EL layer and thus increasing the radiative recombination property, as well as by shifting the recombination zone out of the metal and thus preventing the quenching the excitons at the electrode interface.
4.3 Linearly Polarized Photoabsorption

The aligned rodlike polymers reveal anisotropic absorption processes, dichroism, and polarized PA\textsuperscript{[105]} which have been utilized in papers III-IV, and VI. Besides PA the electro-absorption is widely used to study orientation of common π-conjugated polymers like poly[2-methoxy,5-(2′-ethyl-hexoxy)-p-phenylenevinylene] (MEH-PPV\textsuperscript{[360]} and also aligned PPV\textsuperscript{[101]}. In this work the studied materials were not expected to show CP light.

The transitions between electronic states, described as a superposition of one-electron transitions and a generalized definition of transition charge density. The electron transition moments can be employed to determine the symmetry of the molecules related to the molecular states and the macroscopic orientation of the specimen. The linearly polarized light, electric vector oscillating in one direction perpendicular to the propagation direction, was considered and for convenience, the polarization direction of the light is directed along a particular molecular axis. In the present papers the polarized photoabsorption has been employed to probe the axial alignment along the \(z\) direction which corresponds to the direction of shearing (papers III-V) or the rubbing direction of PI (paper VI). The natural choice of consideration was axis \(c\). Since, the transmission geometry was used, the propagation direction of the light then equates to the normal direction of the sample, denoted as vector \(x\) in the mentioned papers.

The dichroism is seen as a different probability of absorption as a function of the relative orientation of the molecule and the electric field of the probe light, and is understood to arise from the aligned electron transition dipole moments \(\vec{M}_j\) in molecules. The origin of the transition dipole moments is in the transient oscillations in the molecular charge density induced by the interaction with the electric field of the probe light. Experimentally, the absorption probability \(W_f\) for the \(f\)th transition is proportional to the square of the projection of \(\vec{M}_j\) into the direction \(\vec{e}\) of the electric field of the probe light, and now \(\vec{e}\) lies along \(y\) or \(x\).

\[
W_f \sim (\vec{M}_j \cdot \vec{e})^2 = |\vec{M}_j|^2 \cos^2 \varphi ,
\]  

(4.2.1)

where \(\varphi\) is the angle between the transition dipole \(\vec{M}_j\) and the unit vector \(\vec{e}\) within the molecule-fixed coordinates \(x\), \(y\) and \(z\). The strength of the dipole moment is simply the length of the vector

\[
D_j = |\vec{M}_j| ,
\]  

(4.2.2)

and its experimental manifestation (given the transitions are not forbidden) the dichroic ratio is defined as a quotient of the components of the probe light absorbed for a given energy and transition

\[
d_j = \frac{E_\parallel (\psi_j)}{E_\perp (\psi_j)} .
\]  

(4.2.3)

So the molecular transition can be characterized by its energy and its direction related to the transition moment and we can obtain both. In the simple structural framework, for the aligned rodlike polymers, besides the photon energy corresponding to the transition we consider the axis with the highest \(d_j\) it is the \(c\) axis in the papers III-IV, and in paper VI which on the average is best aligned with \(z\). Several other parameters are commonly used to describe originally the same phenomenon. A couple is used in paper VI.

4.4 Linearly Polarized Fluorescence/Photoluminescence

The detailed physical description of PL of aligned π-conjugated polymers, like MEH-PPV\textsuperscript{[361]} is known. In the solid state, both the energy transfer and the reabsorption and (also light scattering and obviously the nonideality/misalignment of the polarizers) cause depolarization of the emission so the material must be highly aligned in order to achieve polarized PL. If the cooperative phenomena with the near environment are neglected, the spatial anisotropy in PL may be qualitatively described. Outside the dilute solution assumption this cannot be generally done.

The anisotropy of PL is defined as a ratio of the polarized component to the total PL. Like the anisotropic absorption properties of rigid molecules, the fluorescence polarization is understood regarding the rodlike moieties as oscillating dipoles having an oscillating dipole moment of the form

\[
\mu = \mu_0 \cos \omega_0 t ,
\]  

(4.3.1)
The high efficiency in the PL properties in solid state photoluminescence quantum yield (PLQY) such as branched and the deviations are readily used to determine the molecular structure of more complicated molecules, such as branched \( \pi \)-conjugated polymers \[362\]. These dipoles are however not generally colinear and the electric dipole of a fluorophore does not need to be exactly oriented with the \( z \) axis in order to absorb light along this axis. Instead, the probability of absorption is proportional to \( \cos^2 \phi \) where \( \phi \) is the angle between the absorption dipole and \( z \) axis, which is seen as a photoselection is seen, that is to say the polarized excitation which arises from the excited molecules symmetrically distributed around the \( z \) axis. The existence of that limits the degree of anisotropy that is independent of the energy of the emission.

The experimental effects arising from the spectrometer in the papers \( \text{III-IV} \), and in paper \( \text{VI} \) are taken into account by correcting the spectra using G factor

\[
G = \frac{I_{\text{hv}}}{I_{\text{hh}}} ,
\]

where \( I_{\text{hv}} \) and \( I_{\text{hh}} \) denote the intensities measured as a function of energy for the optically isotropic matter, for instance green-emitting Coumarin solution in papers \( \text{III and IV} \), and blue-emitting solution in paper \( \text{VI} \), placing that between crossed (horizontal-vertical) and parallel (horizontal-horizontal) polarizers with the respect to the experimental facility. In the current arrangements the monochromator before the first polarizer had vertical slit and the aligned polymers were assigned \( c \) axis vertically. The \( G \) factor is, unlike the intrinsic anisotropy, energy dependent.

### 4.5 Solid State Photoluminescence Quantum Yield

The high efficiency in the PL properties in \( \pi \)-conjugated polymers are one of the reasons to work with them and important in PLED applications. Basically, the radiative decay of singlet excitons - the process by which light emission occurs in \( \pi \)-conjugated polymers - should be detected\[363\]. High PL is needed for PLEDs and therefore photoluminescence quantum yield (PLQY) \( \Phi_{\text{pl}} \) has been studied here. Also, PPY and PF2/6 are very efficient in this sense. PLQY is well-known for several hairyrods, such as PATs (1-10% in solid state) \[223\] or selected fluorene co-polymers\[364\] where, for instance, a large variation between solution, 45-60%, depending on the conditions, and solid state, 35%, have generally been observed.

There are several methods to determine the (absolute) solid state PLQY. Primary methods are introduced by Greenham\[365,366\], de Mello\[367\], and Pålsson and Monkman\[368\]. The latter which is a modification of that introduced by de Mello is applied in paper \( \text{III and IV} \) and it employs a spectrofluorimeter in combination with an integrating sphere. In this work, a PTFE coated integrating sphere was mounted on a fluorimeter so that the entry and output ports were in a perpendicular angle configuration (in the spectrometer plane) which meant that the design geometry of the fluorimeter was also used in the integrating sphere measurements. The sample material was coated onto a 10 mm diameter quartz substrate and mounted about 20 mm into the sphere from a holder in the entry port facing the excitation light beam. The measured spectra were background corrected by subtracting the spectrum obtained using a blank substrate and subsequently corrected for the wavelength sensitivity of the fluorimeter and the spectral response of the sphere. The spectral response of the sphere was determined using a calibrated tungsten lamp and the fluorimeter as the detector. The spectral correction factor of the fluorimeter was also obtained using the calibrated tungsten lamp. These two normalisation curves were then used to correct the recorded luminescence spectrum of the sample. This correction is applied to all subsequently measured emission spectra in the measurement of the sample PLQY. PLQY was calculated using equation\[368\].
4. Polarized Photoluminescence

\[ \Phi_{PL} = \frac{E_i(\lambda) - (1 - A) \cdot E_o(\lambda)}{L_i(\lambda) \cdot A}, \tag{4.4.1} \]

where \( E_i(\lambda) \) and \( E_o(\lambda) \) are respectively, the integrated luminescence as a result of direct excitation of the film and secondary excitation. The latter emission is due to reflected excitation light from sphere walls hitting the sample, which in turn is not directly in the path of the excitation beam. \( A \) is the film absorbance which is determined by

\[ A = \frac{L_o(\lambda) - L_i(\lambda)}{L_o(\lambda)}. \tag{4.4.2} \]

\( A \) is found by measuring the integrated excitation profiles, i.e. the emission signal measured across the excitation wavelength (± 5 nm), for two situations: \( L_i(\lambda) \) is the integrated excitation when the film is directly excited and \( L_o(\lambda) \) is the integrated excitation when the excitation light first hits the sphere wall as previously explained. \( L_e(\lambda) \) is the integrated excitation profile for an empty sphere.

The pure PPY and PPY(CSA), where \( x \sim 0.25-0.5 \) reveal high PLQY \([58,85,87]\) (>20%) values in solid state, which are twice as high as those in solution. Instead, higher protonation \( x \sim 0.75-1.0 \) results in the drop in PLQY mirroring the solution formation like the more blue solution like emission instead of solid-state type green (Chapter 4.2.3). In order to obtain high PLQY the pure PPY must be of high quality which cannot be easily achieved at all. In the early studies relatively low PLQY values of 5% were obtained \([69,79]\). In the papers III and IV PLQY of further complexes and that after the cleavage \([123]\) (Appendix) were studied. In general, PLQY of the complexes is always much lower than that of PPY or PPY(CSA) and therefore they have little to provide comparison to the polyfluorenes, for instance. The explanation may be that the amphiphiles provide efficient quenching sites. Instead, after cleavage the PLQY raises substantially but of course do not exceeds that of the pure components. In the papers III and IV it may be assumed that amphiphiles quench the exciton in singlet exciton quenching. The PL peak is only very slightly shifted by the further complexation (after CSA complexation).

The PLQY of PF2/6 is high in the solid state. Rothe et al.\([356]\) observed values of 20 % for the same material as used in paper VI but there are also results of PLQY of 50-60% \([111]\) for PF2/6. In the present study a value of 32% was observed\([369]\).
5 Self-Organized Hairy-Rodlike Polypyridine, Polyaniline, and Polyfluorene

5.1 Self-Organized Supramolecular Hairy-Rodlike Polypyridine

5.1.1 Self-Organized, Aligned, and Cleaved Structures

The first section of this thesis concerns self-organized supramolecular hairy-rodlike polymers. The first primary outcome of this section is presented in Figure 23. This comprises (a) the formation supramolecules, (b) the self-organization of supramolecular hairy-rodlike polymers, their (c) overall alignment, and (d) the cleavage of the side groups as well as physical characterization thereof. The procedure has certain problems.

Figure 23 (a) Supramolecule of poly(2,5-pyridinediyl) (PPY), camphorsulfonic acid (CSA), and pentyresorcinol (PRES), and their suggested interactions. (b) Self-assembled local structure. White layers denote side chain regions. (c) Aligned structure. The structure is characterized by alternating polar and nonpolar layers, the stacking of main chain rings, and the length of the repetition unit of the rigid main chain along a, b, and c axes, in the normal, equatorial out-of-plane, almost in the equatorial, equatorial in-plane, and in the meridional direction, respectively, forming a monoclinic unit cell with lattice parameters a, b, and c, α = 90°. Additional order, c', is present along c axis corresponding to the tentative length of PPY. (d) Solid films where the side chains have been cleaved. Adapted from paper V.

The first step, the formation of supramolecules has an obvious and serious difficulty. In order to prepare complexes, the molecules must be mixed and a common solvent has to be found. The problem is that unsubstituted rodlike polymers are almost fundamentally soluble only in strong acids. Acids, on the other hand, are chemically reactive towards most amphiphiles. Therefore, a great deal of chemical optimization was required to select common and inert solvent to this particular purpose. Still, although formic acid is employed throughout this thesis, it is not inert toward the used alkylresorcinols. When the evaporation is done in minutes, no serious damage is obtained, as revealed by FTIR spectroscopy. Selected alkylresorcinols are not stable themselves either. E.g. PRES should be stored under nitrogen. The feasiblity of the solvent options and their reactions in complex formation were studied elsewhere [121].

The second step, the self-organization has also obvious and even more fundamental difficulties and limitations. The core limitation is described in theoretical view on the self-organization of supramolecular hairy-rodlike polymers of Subbotin et al. [9] and in the theoretical discussion in paper VII. The supramolecular character results fundamentally in macrophase separation without a careful balance between interactions. This means that there are limited options to select the number of monomers in the coil, the ratio between the volumes of a coil monomer and the backbone section between two consecutive branching sites and thus only very few side groups are feasible.

The second step relies on the concepts known from block-co-polymers. On the other hand, the amphiphiles can be regarded as solvents and the concepts of lyotropic solutions can be visited. Since the accessible window of uniform solution in classic theory of rodlike polymers [137,177] is particularly narrow, it is also from this side plausible that only limited concentration range can be considered. Theoretically, it is possible to highlight the general tendencies to which direction the system is to be adjusted. However, in order to experimentally obtain the uniform self-organized phase, extensive experimental optimization procedures must be performed. Also, obtained structures may not necessarily be thermodynamically stable but only frozen-in and may tend to macrophase separate still. When the self-organized phase is obtained, a second optimization procedure in order to maximize the degree of local order is carried on.

This type work comprising self-assembly of PPY(MSA)1.0(OG), was presented earlier [298,370] but neither further steps nor strict structural interpretation or optimization were discussed. The morphology of PPY(MSA)1.0(OG)2.0 was speculated but it was not shown to be lamellar until in paper I. Some previous conclusions [370] are also inaccurate or false interpreted in the light of this thesis. First of all, a WAXS peak at 1.8 Å⁻¹, which corresponds to the equatorial 020 reflection of P3HT [1,2], was suggested to be due to the co-crystallinity of three compounds. Because the presented WAXS peak of PPY(MSA)1.0(OG)2.0 is in the...
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stacking direction of PPY, identically seen for example in PPY(CSA)$_{0.25}$ without any amphiphile, this cannot be the case. Secondly, PPY(MSA) is soluble in m-cresol and, unlike previously thought, three hydroxyl groups are not required for the structure formation but e.g. OP with one hydroxyl group can be employed. Moreover, the measured curve presented in the insert of Figure 6 does not correspond to sample as stated in the figure legend of ref. 370. The correct sample was PPY(MSA)$_{1.0}$, not PPY(MSA)$_{1.0}$(OG)$_{2.0}$.

5.1.2 Axial Alignment in Thin Films

The third step described in Figure 23, the thermotropic shear alignment, has an obvious problem. It requires necessarily bulky samples. All the published work with PPY has been carried out by shear oriented films, thickness of 10 μm or more. This is far too much to any (even speculative) thin film application. Shear alignment has clear problems regarded to the surface quality. Moreover, in our studies the shearing conditions were not always easy to reproduce, which means that the discussion on the degree of alignment is somewhat meaningless. Instead, the work with PF2/6 has been done employing the rubbed substrates and films thinner than 100 nm.

The fourth step, the cleavage of the side groups utilizes the macrophase separation in vacuum and high temperatures. The major problem of this step is that this can be properly done only in thin films (<100 nm) while thicker films allow only partial cleavage.

As described in the papers II and V (and also in III and IV) supramolecular hairy rods do self-organize in the thin films of 100 nm or less, too, and the natural question on the use of rubbed substrates arises. Therefore, alongside our PF2/6 studies PPY-based complexes were also aligned using PI substrates. This proved to work relatively well but we have not optimized this yet. An unpublished example is shown in Figure 24.

Figure 24 Polarized PL spectra of axially aligned thin film (<60 nm) of PPY(CSA)$_{0.5}$(OG)$_{0.5}$. The excitation light (360 nm) was taken from the maximum of the excitation profile and was linearly polarized in the meridional z direction which is parallel to the crystallographic c axis along the polymer rod. (a) Polarizer after sample along the c axis. (b) Polarizer perpendicular to the c axis. The complex was aligned using rubbed PI and annealing at 120°C for 10 minutes.

5.1.3 Aligned Hierarchic Structures of Rodlike Polymers

The second primary outcome of the first section comprises the structural hierarchy in aligned supramolecular system of rodlike π-conjugated polymers. This is clear from the Figure 3 of paper III. The selection of the OP in it and its use as a discussed combination, the morphology of PPY(CSA)$_{0.5}$(OP)$_{1.0}$ (Figure 25), and systems alike are described in papers III-V, and in ref. 123. The further details are discussed here.

The order where the rodlike backbones tend to form organizations where the chain ends are distributed in planes whose spacing corresponds to the end-to-end distance of the chains, has been observed for few PLC materials. These are lyotropic poly[5,7-dodecadiyne-1.12-diol-bis[(4-butoxy-carbonyl)-methyl]urethane] [371] and smectic poly(α-L-glutamic acid) derivative owing to monodispersity in chain length [372]. However, this work presents such system for supramolecular PLC and also for π-conjugated polymer, which is unique. In purview of this work two classes of material selections revealing supramolecular hierarchy were formed, characterized, and interpreted. It is first noted that PPY is polydisperse (Mw/Mn = 1.2-1.6) [107].

The optical micrographs of PPY(CSA)$_{0.5}$(OP)$_{1.0}$ showed highly birefringent and essentially uniform fluid at 60°C, which suggests the formation of complex, see Figure 26. The other compositions were studied letting x vary from 0 to 1 and y from 0 to 3. This is done in paper V for the other materials. They all are macrophase separated. Also, the discussed composition exhibits irreversible macrophase separation upon further heating. However, because CSA is hygroscopic, a careful drying and thus heating at 60°C overnight is required.
The complex formation was supported by FTIR spectroscopy. While the FTIR spectra of the constituents of the complex are well-known, the spectrum of the complex is more complicated. Nevertheless, by making a comparison by the spectra of the constituents and the spectrum of the complex, first PPY(CSA), and then PPY(CSA)(OP), the arising or diminishing features and non-superposition due to the complexation can be seen (Table I, page 64).

Now the mentioned two classes are observed. First, as described in paper III and V, relatively spotlike meridional reflections are seen in the samples of small side chain concentration, x,y~0.25. In fact these are also observed for PPY(CSA)0.25, when no proper side chains are present. These features appear sometimes upon heating for the samples where x,y~0.5. These samples are rather brittle but it is still possible to induce orientation by using strong stress. All other peaks, 100, 020, and 004 (Cf. paper III and V) are also seen clearly indicating the layers, \( \pi - \pi \) stacking, and the short range order within the chains. Nevertheless, the normal reflections are considerably broadened and as a consequence the coherence length is decreased (paper V).

More importantly, as is described in papers III-V, streak meridional reflections definitely indicate nematic organization for PLC PPY(CSA)0.5(OP)1.0 complex. Since all the other features, normal order due to the alternating layers of polar and nonpolar parts of the complex, equatorial order because of the \( \pi - \pi \)-stacking, and the meridional order related to the monomer units are simultaneously present, the hierarchy is evident. In this case the coherence length based on the reflection 100 is still very high, of order of 750 Å. As described in paper V, this is qualitatively the same as that of the other material combinations and among the best selections. As described in paper V, the period deduced from the meridional reflection \( q' \approx 70 \) Å corresponds to the effective length of used PPY calculated from the SAXS curves of its solution and to the correlation length deduced from the reflection 004.
Table 1 Selected characteristic FTIR peaks of PPY(CSA)$_{0.5}$, OP, and PPY(CSA)$_{0.5}$(OP)$_{1.0}$ are seen in the fingerprint region. Br$^{39,373}$ of PPY and Br and I$^{35,373}$ of nPPY are also observed in the X-ray fluorescence spectra. The FTIR result for PPY is equivalent with ref. 82. *For substitution at <1000 cm$^{-1}$ N of pyridine is treated as a substituent$^{374}$. Despite the vacuum drying of CSA (60$^\circ$C overnight) (and all the components) tiny traces of water exist.

<table>
<thead>
<tr>
<th>mnd PPY</th>
<th>rr PPY</th>
<th>CSA</th>
<th>PPY(CSA)$_{0.5}$</th>
<th>OP</th>
<th>PPY(CSA)$<em>{0.5}$(OP)$</em>{1.0}$</th>
<th>Suggestive interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>~3050 cm$^{-1}$ (w)</td>
<td>~3050 cm$^{-1}$ (w)</td>
<td>2964 cm$^{-1}$ (s)</td>
<td>2965 cm$^{-1}$ (w)</td>
<td>2956 cm$^{-1}$ (w)</td>
<td>2956 cm$^{-1}$ (w)</td>
<td>~3400 cm$^{-1}$ (broad) H-bonded hydroxyl</td>
</tr>
<tr>
<td>~3015 cm$^{-1}$ (w)</td>
<td>~3015 cm$^{-1}$ (w)</td>
<td>2892 cm$^{-1}$ (w)</td>
<td>2892 cm$^{-1}$ (w)</td>
<td>2887 cm$^{-1}$ (w)</td>
<td>1884 cm$^{-1}$ (w)</td>
<td>Ar in general</td>
</tr>
<tr>
<td>1747 cm$^{-1}$ (s)</td>
<td>1740 cm$^{-1}$ (m)</td>
<td>1678 cm$^{-1}$ (w)</td>
<td>1614 cm$^{-1}$ (w)</td>
<td>1597 cm$^{-1}$ (m)</td>
<td>1590 cm$^{-1}$ (w)</td>
<td>Ar in general</td>
</tr>
<tr>
<td>1586 cm$^{-1}$ (s)</td>
<td>1581 cm$^{-1}$ (s)</td>
<td>1540 cm$^{-1}$ (m)</td>
<td>1516 cm$^{-1}$ (m)</td>
<td>1516 cm$^{-1}$ (m)</td>
<td>1540 cm$^{-1}$ (w)</td>
<td>Ar in general</td>
</tr>
<tr>
<td>1458 cm$^{-1}$ (s)</td>
<td>1455 cm$^{-1}$ (s)</td>
<td>1434 cm$^{-1}$ (w)</td>
<td>1434 cm$^{-1}$ (w)</td>
<td>1396 cm$^{-1}$ (w)</td>
<td>1351 cm$^{-1}$ (w)</td>
<td>1351 cm$^{-1}$ (w)</td>
</tr>
<tr>
<td>~1225 cm$^{-1}$ (w)</td>
<td>~1220 cm$^{-1}$ (w)</td>
<td>1260 cm$^{-1}$ (m)</td>
<td>1251 cm$^{-1}$ (w)</td>
<td>1230 cm$^{-1}$ (m)</td>
<td>1203 cm$^{-1}$ (m)</td>
<td>R-Br or R-I</td>
</tr>
<tr>
<td>1074 cm$^{-1}$ (m)</td>
<td>1074 cm$^{-1}$ (w)</td>
<td>1045 cm$^{-1}$ (m)</td>
<td>1038 cm$^{-1}$ (m)</td>
<td>1174 cm$^{-1}$ (w)</td>
<td>1170 cm$^{-1}$ (m)</td>
<td>-SO$_3$ ?</td>
</tr>
<tr>
<td>1010 cm$^{-1}$ (s)</td>
<td>1010 cm$^{-1}$ (s)</td>
<td>970 cm$^{-1}$ (m)</td>
<td>970 cm$^{-1}$ (m)</td>
<td>970 cm$^{-1}$ (m)</td>
<td>970 cm$^{-1}$ (m)</td>
<td>Ar in general</td>
</tr>
<tr>
<td>~853 cm$^{-1}$ (w)</td>
<td>~853 cm$^{-1}$ (w)</td>
<td>835 cm$^{-1}$ (w)</td>
<td>835 cm$^{-1}$ (w)</td>
<td>831 cm$^{-1}$ (m)</td>
<td>821 cm$^{-1}$ (m)</td>
<td>p-coupling</td>
</tr>
<tr>
<td>825 cm$^{-1}$ (s)</td>
<td>825 cm$^{-1}$ (s)</td>
<td>820 cm$^{-1}$ (s)</td>
<td>820 cm$^{-1}$ (s)</td>
<td>785 cm$^{-1}$ (m)</td>
<td>785 cm$^{-1}$ (m)</td>
<td>p-coupling</td>
</tr>
<tr>
<td>741 cm$^{-1}$ (m)</td>
<td>741 cm$^{-1}$ (m)</td>
<td>723 cm$^{-1}$ (m)</td>
<td>723 cm$^{-1}$ (m)</td>
<td>723 cm$^{-1}$ (m)</td>
<td>723 cm$^{-1}$ (m)</td>
<td>m-coupling*</td>
</tr>
<tr>
<td>~625 cm$^{-1}$ (w)</td>
<td>~625 cm$^{-1}$ (w)</td>
<td>710 cm$^{-1}$ (w)</td>
<td>710 cm$^{-1}$ (w)</td>
<td>710 cm$^{-1}$ (w)</td>
<td>710 cm$^{-1}$ (w)</td>
<td>R-I</td>
</tr>
<tr>
<td>546 cm$^{-1}$ (w)</td>
<td>546 cm$^{-1}$ (w)</td>
<td>546 cm$^{-1}$ (w)</td>
<td>546 cm$^{-1}$ (w)</td>
<td>546 cm$^{-1}$ (w)</td>
<td>546 cm$^{-1}$ (w)</td>
<td>m-coupling*</td>
</tr>
<tr>
<td>507 cm$^{-1}$ (w)</td>
<td>507 cm$^{-1}$ (w)</td>
<td>507 cm$^{-1}$ (w)</td>
<td>507 cm$^{-1}$ (w)</td>
<td>507 cm$^{-1}$ (w)</td>
<td>507 cm$^{-1}$ (w)</td>
<td>m-coupling*</td>
</tr>
<tr>
<td>490 cm$^{-1}$ (m)</td>
<td>490 cm$^{-1}$ (m)</td>
<td>490 cm$^{-1}$ (m)</td>
<td>490 cm$^{-1}$ (m)</td>
<td>490 cm$^{-1}$ (m)</td>
<td>490 cm$^{-1}$ (m)</td>
<td>m-coupling*</td>
</tr>
</tbody>
</table>

After all, the result is interpreted as a structure where the rodlike chains are organized in "head-to-head" manner due to the formation of π-π stacks which cannot be accommodated by bromine end groups. Then the polydispersity results in less densely filled and less densely ordered zones which may contain the residual dopants and amphiphiles (Figure 28). Note, in particular, that PPY is not tilted but both c axis and reflection q’ (Figure 27) are seen in the same, meridional direction, along the z axis. It is plausible that the peaks arising from the order of the rodlike chains are related to this shearing direction. Note also that the simultaneous very good equatorial order is an evidence of strong inherent stacking tendency (paper V).
5.2 Hexagonal Cylindrical Phase of Polyaniline

PANI has been considered in paper II. One of the important issues is that the procedure steps (a) and (b) in Figure 23 can be generalized. This is seen in the work of PANI where, however, a problem of solubility had to be overcome. Analogous to the previous work where formic acid was used as solvent for PPY, formic acid was tried to use for PANI, too. Surprisingly, complexation by CSA and hexyl resorcinol (HRES) (Figure 2, paper II) occurred also when PANI was not completely soluble. Nevertheless, it did it well when completely soluble Durham-PANI[127,128] was employed. In both cases the use of formic acid did make the proper complexation and thus well-defined morphology of PANI doped by CSA and HRES (Figure 29, paper II) possible. Nevertheless, this material is self-organized and plastiziced but no proper thermotropic PLC. So, the overall alignment, the step (c) is problematic. Also, as seen in paper II, it does not really show a decent order in thin spin coated films.

The polymeric structure of different forms of PANI[2,302,306,375-380], especially that of emeraldine base (EB) i.e. \[ \left[ (\text{C}_6\text{H}_4\text{NH-C}_6\text{H}_4\text{NH})_x \right]_n \] where \( x=0.5 \) [381,382] are well-known. The structure of CSA protonated PANI [383-385] and chiral CSA protonated PANI [386] as well as the single crystal structure of its oligomeric analogy [387] are widely discussed in literature. In particular, EB is a semicrystalline polymer of semiflexible chains. The deviations from the planarity of EB are -30° for the subsequent rings with respect to the average line chain plane in the crystalline form of EB [388]; and -15°, +15°, -25°, and +5° for three benzoidal and one quinoidal rings, respectively, with respect to the average chain plane for the amorphous form of EB [306].

Upon protonation by CSA PANI forms modest lamellar structure intercalated by the bulky acid [383]. Instead, a further complexation with HRES, leads to the well-ordered hexagonal mesomorphic structure. This was performed for the first time in summer 1999 and is presented in this thesis in Figure 30. This very discovery was the crucial base for a later study of the same cylindrical phase and several papers [389-391].

![Figure 29. Chemical structure of PANI(CSA)$_{0.5}$(HRES)$_{1.0}$](image)

![Figure 30. The chronologically first XRD patterns of the hexagonal cylindrical morphology of the sample of PANI(CSA)$_{0.5}$, complexed by one mole of hexyl resorcinol made from the dilute formic acid solution. The primary peak of the same data has been presented elsewhere[298]. See, in particular, the clear, pronounced square root three reflection $\sqrt{3}q^*$ indicating cylindrical phase. Ticks seen at the bottom represents the positions of the square root of index times the position of main reflection where the index get the values from one to nine. Corresponding values are 0.2070 Å$^{-1}$, 0.2927 Å$^{-1}$, 0.3585 Å$^{-1}$, 0.4140 Å$^{-1}$, 0.4629 Å$^{-1}$, 0.5070 Å$^{-1}$, 0.5477 Å$^{-1}$, 0.5855 Å$^{-1}$, and 0.6210 Å$^{-1}$.](image)
5.3 Self-Organized Polyelectrolyte

Poly(4-vinylpyridine) (P4VP) has been considered in paper II. Unlike in the case of rodlike PPY, the corresponding complex formation for flexible P4VP is far easier and macrophase separation is always avoided. However, when P4VP is used instead of PPY in P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0} somewhat analogous phase behavior is seen. This comprises of an isotropic phase above 180 °C and a liquid birefringent phase below that. The material melts at 100 °C that is probably related to side chain crystallization. Both transitions are described using optical microscopy with crossed polarizers (Figure 31) and DSC in ref. 298. Furthermore, ODT is demonstrated in Figure 32 using SAXS. The birefringent phase is related to the lamellar self-organized structure of P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0}. The lamellar structure is shown in the curve (a) in the insert of Figure 32. By contrast, as seen in the curve (b) in the insert of Figure 32, P4VP(\text{MSA})_{1.0} shows no well-defined structure. This is in agreement with the behaviour of PPY(\text{MSA})^{[298,370]}.

Figure 31 Optical micrographs of P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0} as a function of temperature described without (on the left) and with crossed polarisers (on the right). Above ca. 180 °C (here at 230 °C) this composition is an isotropic liquid (a) and (b)), whereas below this temperature (here at 160 °C) (c) and (d) it becomes birefringent fluid. At room temperature the system crystallizes (g) and (h). The transition temperature is (again) approximately 100 °C. The effect of the slight shearing at this temperature is presented in (e) and (f). Adapted from ref. 298.

Figure 32 The SAXS intensity patterns of P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0} indicate self-assembled structure with ODT at ca. 180 °C. Insert: (a) P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0} shows the sharp first order peak at 0.195 Å\(^{-1}\) and clear second order peak at 0.38 Å\(^{-1}\) at 124 °C, indicating lamellar structure. Data lifted for clarity. (b) P4VP(\text{MSA})_{1.0} shows no sharp peaks at low scattering angle.

In the previous work\(^{[298,370]}\) there is a discussion about the character of conductivity of the studied complexes. PPY cannot be made conductive by protonation, like PANI. Instead it has to be n-doped e.g. by Sodium. The Na-doping is widely described in the literature\(^{[69,74,106,392]}\). PPY itself is a true insulator. Instead, the present complexes show weak thermally induced conductivity which occurs only in the melt state. Otherwise they are insulators, too. Their conductivity obeys the exponential relation to the temperature and is definitely due to the ionic motion.

Figure 33 shows simple DC-conductivity characteristics of P4VP(\text{MSA})_{1.0} and self-organized P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0}. DC-conductivity level of and its complexes with gallates is low and is of course due to mobile protons and/or sulfonate species in the melt state. If the four probe configuration is applied and the voltage measured when the direct-current is supplied, their relation seems somewhat linear for P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0} but not at all linear for P4VP(\text{MSA})_{1.0}. When the current is applied for longer time the linear-like dependence seems more permanent for the self-organized matter than disordered complex which do not show such behavior. However, there is no general relation between the self-organized structure of the studied complexes and this kind of conductivity characteristic. PPY(\text{MSA})_{1.0} do not show self-organized structure but PPY(\text{MSA})_{1.0}(\text{OG})_{2.0} does. Both still exhibit the similar I-V curve as P4VP(\text{MSA})_{1.0}(\text{OG})_{2.0}. The smaller ions generally exhibit higher conducting tendency. Moderately large methane sulphonate anion combined with the head of OG might have some effect on the molecular association that could result in decreased ionic mobility. This might cause effect on the ionic motion.
Though the detailed microscopic explanation remains completely open, the observation may prove to be interesting. This complex is white or transparent conductor instead of many times colorful conductive polymers. Transparency combined to the inexpensivity is usually required in bulky coating applications such as paper, other plastics etc.

**Figure 33** Voltage stability measurement of P4VP(MSA)1.0 - complex suggesting ionic conductor character (a) and the same of the ionic conductor, P4VP(MSA)1.0(OG)2.0 (b) above crystallisation temperature (~100 °C). This curve is very similar to that of PPY(MSA)1.0 or PPY(MSA)1.0(OG)2.0 Measurements were made using a four-probe method. Adapted from ref. 298.

### 5.4 Self-Organized Hairy-Rodlike Polyfluorene

#### 5.4.1 Multiple Orientation

The second section of this thesis concerns self-organized hairy-rodlike polymers. Both their self-organized structure formation[8] and thermotropic alignment lie on the same principles as in their supramolecular counterparts. Therefore, the covalent hairy rods represent natural and necessary parallel line of research. Besides the similarities, the obvious difference and crucial benefit compared to supramolecules is that covalent materials do not macrophase separate. Also, as described in Chapter 5.1.2, one major problem in the supramolecular work in general is based on the shear alignment which is clearly not well suited for thin films used in opto-electronic research and applications of π-conjugated polymers. Therefore, thin film alignment and used rubbed PI substrates were employed.

When working aligned PF, however, another experimental problem is faced. Compared to the work with thick freestanding aligned films, the XRD characterization of the oriented thin films on PI substrate is nontrivial and GIXD set up is required. This experimental arrangement is schematically shown in Figure 34. The first problem is that PF and PI are rather similar materials. Both are rodlike polymers (Figures 6 and 10) and their densities and thus critical angles are near to each other. Secondly, PI shows reflections near those of PF/6. Although the incident angle is kept below critical angle, the penetration depth of hard X-rays may still be large up to 100 Å. For instance, PI shows a 006 reflection also at 0.8 Å⁻¹ in GIXD data[393], near to 005 of PF/6 (paper V) and a possible contribution from PI should be considered. However, as we were not able to resolve other 00l reflections of PI which should appear for instance at 0.4 Å⁻¹, this contribution appears not to be significant here. A peak at 0.8 Å⁻¹ was also observed when PF/6 was spun on glass. Thirdly, PI layer is characteristically not as flat as silicon or quartz which are conveniently used in this type studies and therefore there are stronger local variations in the angle of incidence.

**Figure 34** The schematics of the GIXD technique in the studies of aligned thin films. Refracted beam is omitted. The substrate in paper VI comprises ITO on the glass below PI (Cf. Figure 10).
A structural study of PF in thin films is discussed in the pioneer work of Kawana et al.[149]. They prepared a PF layer on a PI alignment layer and performed GIXD scan with the incident angle near the critical angle and observed a halo centered at $q=1.18 \, \text{Å}^{-1}$ ($d=5.3 \, \text{Å}$). They pointed out that this halo was not observed for the LC phase sample without an alignment layer. Also, they reported that no distinct peak was observed in their scattering geometry for LC phase regardless of the existence of an alignment layer and the origin of this halo to be unclear.

PI is widely used as windows in X-ray studies and it causes a halo as described above. So we expected that PI may easily result in strong halo compared to the very weak signal of PF. Also, any indefinable scattered radiation which is ignored in the work with bulky organic or inorganic thin samples contaminates the detected data. In paper VI these experimental problems were mostly solved by making first a measuring trip to learn how to use the facility itself. Then the conditions were further optimized by a combination of careful positioning as well as several lead masks, two successive beam stops, and a He-chamber. The decisive details presented in the measurement diary are shown in Figure 35. They allowed the results discussed thereafter. However, several things can be still improved. As Figure 35 shows, the positions of the beam stops cannot be controlled outside the hutch. This makes the rocking of the specimen unnecessarily time-consuming.

The orientation scheme of PF2/6 is the first primary outcome of the second section of this thesis. Two coexistent orientation phases have been described in paper VI. These types comprise 30° tilt respect to each other and the difference between them is illustrated in Figure 36. An example of the GIXD data indicating the multiple orientation of PF2/6 is shown in Figure 37.

Among π-conjugated high polymers any resembling phenomenon is to date reported only for PPV by Winokur[307] and for P3HT by Sirringhaus[7]. The crucial difference between the present work and these previous reports is that the present observations comprise in-plane and uniaxially aligned true thin films on the rubbed substrate, while the previous work dealt with uniaxially aligned but clearly thicker films[307] or thin films but only in-plane aligned[7]. On the one hand, for instance the work of Sirringhaus has obvious major results in the mobility relation between the different orientation types, which does not require axial alignment. Still, as pointed out by Sirringhaus, the axial alignment by itself improves greatly the axial charge carrier mobility of PF[10]. In paper VI, the multiple orientation shows thickness dependence. In general, the thickness dependent properties of PF films are described to be important e.g. in ref. 394.

There are, as is well-known, two interchain structural organizations of PANI, amorphous and semicrystalline, for instance, and their existence is also dependent on the processing conditions[395]. However, these forms do not represent proper self-organized structure and orientation of the hairy rods or "well-ordered" polymers discussed here. This is due to the fact that both the degree of crystallinity (<60%) and the coherence length of unsubstituted PANI (70 Å) remain modest. Cf. the study of self-organized hexagonal, hairy-rodlike PANI. We omit the discussion of the phenomena in generic polymers due to the scope of π-conjugated matter.
In the presented cases the degree of alignment is naturally interesting. In the current papers, this topic is not deeply investigated mainly because the alignment produced by shear varied much from sample to sample. Also, when the articles were made, the emphasis was on the qualitative demonstration of alignment and the use of alignment as a tool when obtaining more XRD information compared to the unaligned samples. Further, because the present specimens in our studies show very high dichroic ratio nearly 20, the further consideration has been postponed to more samples.

However, we may use some simple estimates for orientation with respect to the \( z \) axis. Taking the averaged integrated intensity of a given reflection ideally appearing along one plane only and comparing that to the trace seen on the other plane, we get a ratio given by

\[
\tilde{f} = \frac{I_{y\rightarrow z}}{I_{x\rightarrow z}},
\]

(5.2.1)

where the subindices refer to the planes which here are suited to the consideration in paper VI. This simple consideration obviously requires similar measuring conditions for both planes and careful background subtraction and holds practically for distinct Bragg reflections only. As an example the degree of axial orientation for the orientation type I in PF2/6 can be determined according to Equation (5.2.1). If a 120 reflection is taken, clearly seen on the \((xy)\) plane, of the orientation type I from the data of 60 nm thick film (paper VI) and calculate the integrated intensity of that reflection on the \((xy)\) plane as an average along the \( y \) and \( z \) axes and the integrated intensity of the trace of this reflection on the \((xz)\) plane as an average along the \( x \) and \( z \) axes, this ratio is about twenty. Clearly, this ratio means higher axial orientation than can ever be expected based on the photoabsorption data (cf. paper VI and Chapter 4.3). One reason is that conceptually every PF2/6 polymer in the matter contributes in photoabsorption, whether it is amorphous or crystalline or LC, while XRD reflections are in the first instance due to the aligned crystalline part only.

Figure 36 The mutual orientation of the orientation type I and type II with the respect of the surface plane. Cf. paper VI

Figure 37 The GIXD patterns of Case III of paper VI, where annealing at 175°C for 3.5 hours were used. This is discussed but not shown in paper VI. (a) \((xy)\) plane. (b) \((xz)\) plane. The black dashed lines show primary reflection planes of orientation type I, and white those of type II. The reflection 210 which belong to the type I, (marked with the black indices) is not in the same plane as the reflections -110 and 120 which belong to the type II (marked with the white indices). The proportion between the intensities of the types is roughly 2.5. The thickness of the film is around 9 nm. Adapted from ref. 369.
5.4.2 Aligned Structure of PF2/6 in Thin Films

In the paper VI PF2/6 was found to form two types of orientation from which type I mostly dominant. This urged us to discuss the structute of this type in somewhat more detail. The purpose was to investigate the structural behaviour of type I in order to clarify whether the structure differs from that observed in aligned fibres\(^{154}\). No large variation was originally expected. This, however, is the second primary outcome of the second section of this thesis.

The observed relative structure factors, \(|F_{\text{rel}}|^2\), are listed in paper VI for the hexagonal (l=0) reflections. They were corrected for pixel size, \(1/\sin 2\theta\), and Lorentz factor (Cf. Chapter 3.2.1), which accounts for differences in the efficiency of scattering resulting from variations in experimental conditions. Atomic structure factor was omitted as a unity approximation, because PF2/6 is a carbohydrate. The measurements were not in absolute units but relative scattering factors were used throughout. For type I they are 30±1, 100, 30±1, 32±4, 2±2, 37±8, and 31±11, for \(n=0, 1, 3, 4, 7, 9, 12\), and 13, and for type II 1.5±0.1 and 6.7±0.5 for \(n=1\) and 3, respectively. The first case is shown in Figure 38.

Figure 38 Normalized structure factor of the different ideal PF2/6 chains of ten monomer period as a function of the magnitude of the scattering vector. 10/1 (stars), 10/2 (solid line), 10/3 (circles), 10/4 (dotted line), and 10/5 helices (triangles) calculated using Equation 5.2.4. The vertical lines represent the normalized measured structure factors of aligned PF2/6 in thin film for the orientation type I, when \(n=h^2+k^2+k^2=1, 3, 4, 7, 9, 12\), and 13, respectively. The minimum at \(n=9\) for 5/1 helix is in agreement with the measured value.

The strongest reflection at \(n=3\), not at \(n=1\),\(^{128}\), suggests the packing of the three helices in a unit cell. It is pointed out that the choice of \(Z=3\) has also been done based on the combined density and fibre diffraction experiments for hexagonal-like structure elsewhere\(^{154}\). As pointed out by Lieser et al.\(^{154}\), this selection is not compatible with 6-fold symmetry and the unit cell may be selected to be trigonal instead of hexagonal. In paper VI, it is called hexagonal-like. As comprehensively described in paper VI for type I, this packing is rotated 30° from what is conventionally expected for the orientation of the hexagons onto the surface. The lattice vector \(a\) is parallel to the surface normal (see discussion in Chapter 5.4.1) and so one of the unit cell edges is normal to the surface.

The rather large reflections \(n=1\) etc. indicate a slight deviation from the ideal (8 Å) hexagonal arrangement. A single helix chain does not posses the three-fold symmetry either. In order to illustrate this the (electron)density map perpendicular to the helical axis was constructed for the orientation type I by calculating the complex structure amplitude using the close packing positions \((x,y)\) and drawing maps using the experimental amplitudes but keeping the phases from the calculated amplitudes.

The comparison with observed structure factors, loosely speaking a variant of the direct method (Chapter 3.1.2) was applied. There were no practical possibilities to heavy atom incorporations, the most structural information originated from the intermolecular, not atomic packing, and there were reasonable initial understanding of the structure of PF2/6 preferentially consisting of hexagonal-like packing of \(5lq\) helices (i.e. \(q\) turns in 5 units) and the ideal chains of bond-angle 22.86°\(^{154}\) between neighbouring monomer bonds. Therefore, somewhat different approach was used. In the simple idea, the structure of PF2/6 consists of rigid monomer backbones and flexible side groups and depends on the bond angle \(\theta\) between the neighbouring monomers and the dihedral angle \(\phi\) describing the rotation of each unit. The monomers form periodic polymers of ten units interval. First, the different types of ideal helical PF2/6 structures were formed and compared keeping the mentioned bond angle constant and letting the dihedral angle \(\phi\) between the bonds vary. For comparison, the values of the helices having all the observed periodicity 8.18 Å (Cf. paper VI) are tabulated. This is presented in Table 2.
Table 2 The different ideal PF2/6 helices when the constant monomer-monomer bond angle $\theta$ (observed in ref. 154) is employed. Primed parameters refer to the case when the constant meridional lattice parameter $c$ (observed in paper VI) is used. $\phi$ is the dihedral angle, $L_1$ the repeat unit, and $\delta\rho$ the calculated density fluctuation after optimization of the helix positions $(x, y)$ which minimizes $\delta\rho$. The optimized position is in fractionalized coordinates.

<table>
<thead>
<tr>
<th>Helix</th>
<th>$\theta$</th>
<th>$\phi$</th>
<th>$L_1$</th>
<th>$\delta\rho$</th>
<th>$x$</th>
<th>$y$</th>
<th>$\theta'$</th>
<th>$\phi'$</th>
<th>$L_1'$</th>
<th>$\delta\rho'$</th>
<th>$x'$</th>
<th>$y'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/1</td>
<td>22.86</td>
<td>27.998</td>
<td>6.60</td>
<td>0.0566</td>
<td>0.3587</td>
<td>0.0159</td>
<td>11.9998</td>
<td>34.0038</td>
<td>8.18</td>
<td>0.1549</td>
<td>0.3555</td>
<td>0.0145</td>
</tr>
<tr>
<td>5/1</td>
<td>22.86</td>
<td>68.7442</td>
<td>8.10</td>
<td>0.1518</td>
<td>0.3532</td>
<td>0.0126</td>
<td>23.4350</td>
<td>68.5798</td>
<td>8.18</td>
<td>0.1500</td>
<td>0.3532</td>
<td>0.0126</td>
</tr>
<tr>
<td>10/3</td>
<td>22.86</td>
<td>106.3062</td>
<td>8.35</td>
<td>0.1785</td>
<td>0.3532</td>
<td>0.0148</td>
<td>33.3676</td>
<td>104.2970</td>
<td>8.18</td>
<td>0.1676</td>
<td>0.3532</td>
<td>0.0152</td>
</tr>
<tr>
<td>5/2</td>
<td>22.86</td>
<td>143.2458</td>
<td>8.42</td>
<td>0.1899</td>
<td>0.3548</td>
<td>0.0105</td>
<td>40.4870</td>
<td>141.5399</td>
<td>8.18</td>
<td>0.1782</td>
<td>0.3543</td>
<td>0.0102</td>
</tr>
<tr>
<td>2/1</td>
<td>22.86</td>
<td>180.0000</td>
<td>8.44</td>
<td>0.2360</td>
<td>0.5096</td>
<td>0.0104</td>
<td>38.5160</td>
<td>180.0000</td>
<td>8.18</td>
<td>0.2395</td>
<td>0.5096</td>
<td>0.0104</td>
</tr>
</tbody>
</table>

Then, the helices were placed in the unit cell so that the projected density along the helical axis was the flattest (showed least fluctuation, cf. Table I). As pointed out in paper VI three helices per unit cell with a three-fold symmetry was assumed. This is a crucial thing yielding the general positions to the three helices on the (ab0) plane: $(x, y)$, $(-x, x-y)$, and $(y-x, -x)$. This, together with the measured periodicity $L_1$ =8.18 Å was used as a base when constructing the density map. This period is the closest match for 5/1 helix$^{[154]}$ and the bond angle may originally chosen to meet this requirement. The chains were packed by simply minimizing the density fluctuation $\delta\rho$,

$$\delta\rho = \langle \rho - \bar{\rho} \rangle.$$  

As presented in Table 2 this was first done by letting the periodicity vary and finally it was set to be the same as experimentally observed. In the latter case the results are close to the each others, because the radius of the helix is directly related to the periodicity. The ringlike 10/1 helix and planar 2/1 configuration are self evidently wrong choices. Among the rest, 5/1 helix tend to fill the unit cell most efficiently. Also, the weak $n=9$ reflection is compatible with the chain diameter of the 5/1 helix because of the minimum in the structure factor for a single 5/1 helix is located at the position for $n=9$. This is shown in Figure 38, where the structure factors of the distinct model chains are calculated as Bessel functions using formulas

$$F^2(q) = \sum_y \exp(iq \cdot \vec{r}_y),$$  

and

$$\sqrt{\left| F^2(q) \right|} = \sqrt{\frac{1}{2\pi} \int_0^{2\pi} \exp(iqr_y \cos \varphi) d\varphi} \sim \sum_y J_0(qr_y).$$  

where $J_0$ denotes zeroth order Bessel function (the effect of short range order) and where $r_y$ is the component of interatomic vector normal to chain axis.

In paper VI the electron density map for the Case I was calculated using the observed diffraction intensities to derive the magnitudes of the structure factors. A density projection on $ab$-plane using Fourier synthesis$^{[396]}$ was formed for the experimental amplitudes $|F_{i00}|$. 10/1, 10/3, 5/2, and 5/1 helices were tried with ideal lateral close packing and with the phases obtained from these different models. It was deduced that the 5/2 helix fitted best the unit cell close packing motif. In paper VI the structure of PF2/6 chain was also calculated using molecular mechanics. The calculated structure is less dense than based on XRD, though the discussed cases - aligned fibre, thin aligned film, and calculation in vacuo - represent a slightly different environment and somewhat different results are expected. The computational result, however, was completely consistent with 5/2 helicity suggested by the fibre diffraction$^{[154]}$ and therefore PF2/6 is assumed to favor the 5/2 helix. Since 5/1 helicity may not be completely excluded, Figure 39 shows the corresponding map when a 5/1 helix is employed.
Density maps of 5/1 helix of the PF2/6 in real space on (ab0) plane. (a) Model based on the monomer size presented in ref. 154. (b) Calculated map where the phase has been taken from the model (a) and where the relative structure factors amplitudes were taken from the measurement. The initial angle of the placement of PF2/6 with respect to the surface plan was taken at one degree intervals from zero to 360° and the presented map is an average of the calculated results. The actual form of the image depends on the values used for the original (x,y) and the rotation of the helix. No significance should be put on the fine details of the picture. The helices are arranged in layers which are again tilted with respect to the originals layers. As seen on the paper VI and this Figure, the crystallization of the helical structures relies on the formation of “triplets” of the helices which together possess the three-fold symmetry which itself is not clearly compatible with 5-fold symmetry.

In both case, the observed lateral packing has unusual features for helices which lack of suitable symmetry of a lattice (which are 5/q helices\(^{[154]}\)). Commonly, either triclinic unit cell with Z=1 or unit cell with equal number of left and right handed helices is found\(^{[396]}\). However, in PF2/6, the suggested number of helices is three in a hexagonal or a closely hexagonal unit cell. It is stressed that the map is not unique but depends on the choice of phase angles. Also the trigonal symmetry has been maintained. Nevertheless, it is concluded that the arrangement as suggested by the map is far from the “usual” packing where each chain would be surrounded by six neighbors. Instead, a more distinct motif of the three helices is indicated by the reflection intensities \(|F_{001}|^2\). The map agrees more with the 5/2 helix, which has a smaller cross section diameter compared to 5/1\(^{[154]}\). Still, both the map presented in paper VI and that presented in Figure 39 produce qualitatively similar result where the initial triplet of helices is slightly rotated.

The crystallization of the helical structures seems to rely on the formation of triplets of the helices making the three-fold symmetry possible. Also, in this respect, there seems to be no difference between type I and II apart from the fact that the type II has more direct indication of the helicity (Cf. paper VI). The nature of the orientation type may in turn be related to these differences discussed in Chapter 5.4 so that the more convenient form of orientation, type II, is suggested to be a consequence of the helicity, whereas the slightly less ordered phase realizes itself as a type I. Thus the crystallinity seems to affect the orientation.

The 5/2 helix approximate 5 sided structure which does not allow for long range order but there is a tendency to pack on a triangular lattice. Some packed 2D arrays of metal pentagons show a triangular lattice repeat despite the lack of obvious angular order\(^{[397,398]}\). On this basis one might say PF2/6 to represent a frozen LC rotator phase: Orientationally-disordered crystals consist of molecules that lie on a crystalline lattice, but which retain orientational degrees of freedom. At high temperatures the molecules rotate freely when their state is called the rotator phase. (For instance, in the nematic phase the molecules can rotate about one axis, but are mobile in three directions, while in the smectic phase the molecules can again only rotate around one axis, but are only mobile in two directions.) The consideration is obviously not limited to the PLCs and besides rodlike materials\(^{[389]}\) solid-rotator transitions have been widely studied in the case of proper liquids, like 1,17-heptadecanediol\(^{[400]}\). Also paper VII may be understood to present such transition even if as a function of composition.

In conclusion, the frustration of packing locally may be a cause for the rather large coherence lengths (cf. Table I in paper VI) and the suggested three chain unit cell is an anomaly. This is studied in detail later by the powder diffraction and advanced modelling combined\(^{[401]}\).
6 Conclusion

This thesis is concerned with the supramolecular and covalent hairy-rodlike π-conjugated polymers. The interdisciplinary view and methods comprising physics, chemistry, and materials science have been consolidated and employed. The following results and outcomes of the work are summarized as concluding remarks.

First of all, this thesis is aimed at developing of the well-ordered supramolecular LCPs. In particular, locally highly ordered, supramolecular hairy-rodlike π-conjugated polymer materials family has indeed been developed and characterized. A complex structural hierarchy - the head-to-head organization, self-organized layers, and rodlike polymers within the layers - unique in π-conjugated polymers, has been found. Several new phases have been discovered and the phase behavior has been studied in parallel with the theoretical predictions. Alongside the structural work the materials selection and composition have been rather successfully optimized with respect to photoluminescence. The achieved liquid crystalline phase has been used for overall alignment of all the levels of hierarchy. The orientation of all the levels has made the detailed structural characterization possible and the axial alignment has resulted in polarized photoluminescence. The axially aligned bare rigid chains have been achieved by cleaving the supramolecular side groups, and simultaneously the diminished photoluminescence quantum yield has lifted up to the high level of pure polymer.

Altogether, the general concepts originating from the tradition of supramolecular science and the physics of block-co-polymers and π-conjugated materials have been integrated in a way hitherto not known. There are enormous amount of different supramolecules but specifically a π-conjugated unsubstituted polymer was considered here. This may have implications for processing routes and controlled nanoscale structures of rigid rodlike polymers, in particular electroactive polymers.

Secondly, the structural nature of hairy-rodlike polyfluorene in axially thin films has been clarified in detail when important rubbed polyimide substrate and thermotropic alignment have been applied. In order to overcome the background of the alignment substrate, a careful experimental work has been performed. Multiple orientation, scarce among π-conjugated polymers, and first in polyfluorenes and in axially aligned thin films has been identified. These findings may be considered in the design of polarized LEDs.

The previously found 5/2 helix (ref. 154) was observed. A strong tendency to pack on a triangular lattice is an anomaly which should not allow long range order which, however, was found. The polyfluorene may be understood as the representative of a frozen liquid crystal rotator phase and the frustration of packing locally may be cause for the rather large coherence lengths.

In addition, an unambiguous experiment and observation of hexagonal self-organized supramolecular phase of polyaniline has been performed. Self-organized white polyelectrolyte has been discussed.

For future reasons, a large documented database comprising scattering and chemical information and practical aspects of the studied materials and methods and other tools and documents was created and partially discussed in the papers and this book.
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Appendix

A Method of Aligning Polymer Chains

A detailed description of the materials work of papers III, and IV, and partially of paper V can be found in this reference. A summary is presented here.
Summary of the Papers I-VII

I Polypyridines which are stable and good charge transport materials having high photoluminescence quantum yield have been studied. It is found that poly(2,5-pyridinediyl) forms supramolecules that form lamellar self-organized structures due to bonding between pyridine and sulfonic acid unit and polar nonpolar effects combined. The examples of the lamellar nanoscale structure are demonstrated using synchrotron radiation and small-angle X-ray scattering method.

II Rodlike poly(2,5-pyridinediyl), wormlike polyaniline, and flexible poly(4-vinylpyridine) are nitrogen-containing polymers that in bulk phase with selected amphiphilic oligomers form self-organized comb-shaped supramolecules due to protonation, hydrogen bonding and polar-nonpolar effects combined. By contrast, the formation of luminescent or conductive self-organized structures is studied here in thin spin-coated films. The structures have been characterized using glancing-angle and grazing-incidence X-ray diffraction. The uniformity has been studied and the possibility for macrophase separation excluded using atomic force microscopy and scanning near-field optical microscopy. The self-organization in the films of good macroscopic quality has been demonstrated.

III A hierarchical self-organization in hairy-rodlike supramolecules of a conjugated polymer is reported. The supramolecules consist of poly(2,5-pyridinediyl), acid dopants, and hydrogen bonded alkyl side chains. A thermotropic smectic state with exceptionally large coherence length is formed without additional solvent. This allows facile overall alignment resulting in rather high dichroism and polarized photoluminescence. Solid (not liquid crystalline) films of aligned polymers are formed by cleaving side groups from the supramolecules which retain the optical anisotropy together with the high photoluminescence quantum yield of pristine polymer.

IV A directed self-organization in supramolecules containing rodlike polymers is reported. The hairy-rodlike supramolecules consist of poly(2,5-pyridinediyl), camphorsulfonic acid, and hydrogen bonded amphiphilic side chains. Locally they form highly ordered lamellar structures in which the polymers are stacked. The liquid crystalline state allows facile overall alignment yielding absorption dichroism and polarized photoluminescence. After alignment, cleavage of the amphiphiles results in pristine films which retain this optical anisotropy with the high photoluminescence quantum yield.

V Detailed small/wide-angle X-ray scattering and grazing-incidence X-ray diffraction investigations of hairy-rodlike supramolecules of poly(2,5-pyridinediyl), acid dopant and hydrogen bonded amphiphilic side chains are reported. In solution, the polymers are dissolved rodlike particles, whilst the complexation causes the formation of loose aggregates. When the side-chains are introduced, polymers self-assemble into hierarchic liquid crystals in the solid state. The fractions of the constituents varied over the whole regime of microphase separation and the bulk material was studied as a function of temperature. Depending on the composition, glassy, smectic, and disordered phases and corresponding order-order and order-disorder transitions were found. Thermotropic or plasticized material have been aligned both in-plane and uniaxially. Diffraction patterns of aligned liquid crystalline complexes show axial $h00$, $020$, $040$, and $004$ reflections, and additional small-angle reflections along the (meridional) polymer axis. In particular, the small-angle reflections show both nematic and smectic type organization and additionally the two dimensional patterns reveal hierarchic organization - liquid crystallinity within the liquid crystallinity. The data - including accurate lattice parameters and the coherence lengths in three directions - and interpretation of the structural behavior over a wide range of concentration and temperature are presented. After alignment the self-organized part of the material reveals essentially only aligned component in diffraction patterns. The behavior of the aligned and nonaligned amorphous component in scattering patterns is discussed and taken into account when considering the correlation functions of the scattering intensities in all three directions. In a particular result, a triangular correlation function and a very large correlation length is seen along the smectic axis. The interpretation of the features of the correlation function is given. The self-organization was also studied in thin films and all the major characteristics seen in thick films were found. Moreover, an aligned solid (not liquid crystalline) structure can be formed by cleaving the side chains from the aligned liquid crystals. Based on the grazing-incidence X-ray diffraction patterns, in thin films this pristine material is suggested to be almost pure polymer.
VI The detailed structural investigation of hairy-rodlike poly(9,9-bis(2-ethylhexyl)-fluorene-2,7-diyl) in aligned thin films is presented here. Formation of a thickness dependent triaxial texturing has been identified in thermotropically aligned films. X-ray reflectivity measurements reveal good macroscopic quality and polarized photoluminescence and dichroic ratios in absorption indicate clear axial alignment. Grazing-incidence X-ray diffraction shows axially aligned mesomorphic structure with a distinct arrangement of helices. Large correlation lengths indicate a high local lateral order. Both the experiments and the computational results produced using molecular mechanics methods suggest 5/2-helicity. Further options have been discussed, too. The polymer chains are parallel to the substrate in the c direction. The hexagonal-like cells are flattened in the direction of the surface normal and, in particular, reveal two kinds of coexistent crystallites, a multiple orientation where the greater proportion of the crystallites have a crystal axis a perpendicular to the substrate surface, whereas a smaller proportion is aligned with the crystal axis a parallel to surface. In thinner films the former class of orientation is usually dominant, whilst the proportion of the parallel orientation type increases with prolonged annealing.

VII The structure formation and phase behavior of supramolecular hairy-rod polymers consisting of rodlike polymer chains with physically bonded side chains was investigated in the melt state using small-angle X-ray scattering. The supramolecules consisted of poly(2,5-pyridinediyli), complexed by methanesulfonic acid to form poly(2,5-pyridinium methane sulfonates), to which octyl gallates were hydrogen bonded. These hairy-rodlike supramolecules have been found to self-organize in rodlike assemblies in a square or oblique lattice or to form lamellar structures. Moreover, nematic (solid) and macrophase separated structures have been observed. These results have been collected in a phase diagram in the high polymer fraction limit and they are in a clear qualitative resemblance with recent theoretical modeling. The differences and similarities between the experiments and theory are discussed. The study shows that the recent theoretical model is able to explain many peculiarities observed in the experiment, highlights the most important mechanisms responsible for the observed phenomena, and gives the trends in which direction the experimental system has to be adjusted to get desired effects.