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1 Introduction

In the early 19th century, the long debate on the fundamental nature of light finally seemed to turn in favor of the wave description that Huygens had proposed already more than a hundred years earlier. The arguments and demonstrations put forward by Young, Fresnel, Arago, Fizeau and others were convincing enough to silence even the sturdiest supporters of Newton’s corpuscular description of light propagation. When Maxwell then gave a solid theoretical basis for the wave description, the dispute seemed to have been settled for good. But, as we now know, the picture was not yet complete. With the advent of quantum mechanics, the corpuscular description of light re-emerged. Today we understand electromagnetic radiation to possess both particle and wave character.

According to the fundamental principles of quantum mechanics, the particle-wave duality is not a character of electromagnetic fields only. In 1924 de Broglie had suggested that all particles with mass would share this property. According to his hypothesis, the particles could be treated as waves of matter with a wavelength given by the ratio of Planck’s constant to the linear momentum of the particle. This was of course in striking contradiction to the established rules of classical physics. Experimental evidence on electrons and atoms scattering in some preferred directions from crystalline surfaces soon confirmed de Broglie’s suggestions [1–3]. This new insight into the character of the microworld has not only had dramatic consequences to our fundamental understanding of nature, but it has also opened up doors to completely new types of applications. In particular, it has lead to particles being used as probes in precision measurements just like light waves are used in classical optics, but often with superior results.

Although matter-wave diffraction was observed almost at the same time for electrons and atoms, optics with electron waves soon became the most promising tool for precision measurements. The success of electron optics is mainly due to the possibility to efficiently control the motion of charged particles with static electromagnetic fields. This advantage allowed electron optics to mature already in the early 1930’s. For example, the first demonstration of an electron microscope was realized in 1932 [4], and a commercial version of the device appeared soon there after.

Compared with electrons, the control of the motion of atoms proved to be a difficult task, for which efficient methods have been available only for the last two decades. For a long time, problems were caused by charge neutrality of atoms, which does not allow compact atom optical components to be realized using static electromagnetic fields. For example, magnetic focusing of thermal atoms was demonstrated in 1951 by Friedburg and Paul [5, 6], but it turned out to be ineffective in practical applications. In addition to problems caused by the charge neutrality, implementation of diffractive elements for atomic beams is a challenging problem, e.g., due to the small de Broglie
wavelength of thermal atoms. Although Leavitt and Bills could observe single slit
diffraction of neutral atoms in 1969 [7], it was not possible to produce efficient atom
optical components until the techniques of nanofabrication were developed. In spite
of these problems, the benefits of atom optics have been well known for a long time,
which has kept the interest in the development of new means to control the motion
of neutral atoms alive. For example, the large variety of atomic species with different
masses and internal structures allows a large degree of freedom for matter-wave optics.
Even the problem of charge neutrality can in fact be taken as an advantage, since it
guarantees insensitivity to stray magnetic and electric fields that can otherwise cause
severe problems in interferometric experiments.

During the past two decades, atom optics has experienced an explosive growth not only
as regards to new components, but also in their use in practical applications. This new
activity is driven mainly by the development of tunable laser sources that allow light
forces to be utilized to control the atomic motion. It was shown already in the 1960's
and 70's that light forces can be used to efficiently deflect [8–10], diffract [11, 12],
cool [13–17], as well as trap neutral atoms [18–21]. The new results soon lead to the
realization of new types of atom optical applications such as isotope separation [8,
22–24], optical levitation [25, 26], and precision laser spectroscopy [27–29]. After
these early studies, more elaborate applications of light forces to control the motion
of neutral atoms have emerged. The various proposals to cool and trap gas-phase
atoms culminated in the development of the magneto-optical trap in 1987 [30] and in
the experimental demonstration of Bose-Einstein condensation of weakly interacting
atoms in 1995 [31–33]. Development of atomic beam splitters and mirrors lead to the
first demonstrations of atom interferometry in the early 1990's [34–37]. Atomic lenses
and collimators have provided a novel route to nanolithography [38–40], and even the
first attempts on atomic microscopy have been undertaken [41]. As the tools of atom
optics are improved, it is expected that the sensitivity and range of applications will
further increase to cover the whole spectrum of optical applications. Already, atom
lasers [42–44] and nonlinear atom optics [45] have been demonstrated to give great
promise as tools for precision atom optics in the near future.

In the present day, most atom optical applications based on light forces rely on the
near-resonant atom-photon interaction. Even a continuous-wave (CW) laser field can
in this case provide a force strong enough to control the motion of neutral atoms.
The strength of the force will, however, depend critically on the details of the internal
energy-level structure of the atoms. In particular, when dealing with atoms with a rich
internal energy-level structure, the light forces will, typically, be much too weak to be
of any practical use. This loss of efficiency is also the main reason why experiments
with molecule optics have been nearly nonexistent as compared with the rapid progress
made with atoms during the past decade. In addition to the sensitivity to the internal
atomic structure, the conventional methods of atom optics are, typically, capable of
providing only relatively small changes in the atomic velocity. This is particularly true
if coherent control of the matter waves is required. To increase the range of applications of atom optics, new components that can provide significant changes to the atomic velocity are needed.

The main goal of this thesis is to develop new types of atom optical elements that are not limited to the low velocity regime and that can even be used to control the motion of multilevel atoms and molecules. In particular, we study the use of pulsed lasers as the light source for such components. The main advantage in using pulsed lasers lies in the increased strength of the interaction between the atom and the light field. At intensities available, e.g., from typical pulsed dye lasers, the rate of momentum transfer from the light field to the atomic center of mass can exceed $10^{10}\text{m/s}^2$. The motion of atoms can thus be affected significantly even during a very short pulse of, typically, a few nanosecond duration. Also, in the case of pulsed fields the forces remain strong even at large detunings from the atomic resonance. Components based on pulsed laser fields can, therefore, be particularly useful for manipulation of multilevel atoms and molecules.

In Sec. 2 of this overview, we give a brief description of the main properties of light forces and introduce the theoretical formalism used in the later sections. We start with a classical analysis of atomic motion in a laser field that, in spite of its limitations, provides a simple description of the elementary processes related to the use of light forces. This analysis is followed by a more general description of the atomic motion needed in the study of practical components.

One of the most interesting features of atom optics is the possibility to make diffraction or interferometry experiments with matter waves. In Sec. 3 of the overview, we study the use of a pulsed standing wave as a light grating for neutral atoms. In particular, we consider the effects of the limited coherence time of a typical pulsed laser field on the momentum distribution of the deflected atoms. A simple theoretical model suitable for pulsed deflection is introduced and numerically solved for a few cases of practical interest [Paper I]. The results are compared with experimental deflection profiles of sodium atoms in Paper II.

Section 4 deals with the use of pulsed laser fields to reflect neutral atoms and molecules. The use of pulsed evanescent waves for reflection of thermal atoms is studied numerically [Paper III]. We continue by introducing a novel scheme based on a pulsed standing wave for realizing a simple reflector for neutral atoms and molecules that is insensitive to the internal structure and state of the particles. A numerical analysis of the pulsed standing-wave mirror in reflecting linear molecules [Paper IV] and thermal atoms [Paper V] is given. Finally, the main conclusions of the thesis and the possible future applications are summarized in Sec. 5.
2 Atomic Motion in an Electromagnetic Field

The effects of an electromagnetic field on atomic motion are manifested mainly through changes in the relative spatial distribution of the nucleus and the electron cloud. The detailed characteristics of these changes depend strongly on the internal structure of the atom as well as on the chosen electromagnetic field configuration. In view of manipulating the atomic center-of-mass motion, it is useful to divide the variety of possible interaction processes into two categories depending on whether energy is dissipated from the electromagnetic field or not. The first category includes processes in which the atom first absorbs energy from the field and then dissipates it in a random relaxation process, such as spontaneous emission. In this case, the atom will experience a force in the direction of the wave vector of the electromagnetic field. As will be shown below, at low intensity this force is proportional to the density of linear momentum of the electromagnetic field and is, therefore, called the radiation pressure force. The second category includes interactions that rely only on the stimulated emission and absorption processes. In this case, a dipole moment that oscillates in definite phase relationship with the driving field is induced on the atoms. Since the induced dipole moment is always in the direction of the electric field, atoms that move in a spatially inhomogeneous electromagnetic field will experience a force in the direction of the intensity gradient. This force is in close analogy to the force experienced by electric dipoles in a static electric field, and is thus called the dipole force. The direction of the dipole force can be either parallel or anti-parallel to the intensity gradient. This is a very useful property in the manipulation of the motion of neutral atoms. In particular, it allows generation of repulsive potentials that can be used, e.g., as mirrors for neutral atoms. Another key property of the dipole force is the fact that it can induce a deterministic phase shift on the atomic wave function, i.e., the coherence of the wave packet is not lost. Therefore, atom optical elements based on this force can be used for coherent control of atom beams, which is of major importance if the wave nature of the matter is to be utilized.

In general, the characteristics of the above mentioned forces, the light forces, depend in a rather complicated way on the coupled evolution of the internal and external degrees of freedom of the atoms. In a rigorous analysis, the related equations of motion have to be founded on the principles of quantum mechanics. Such an approach will, unfortunately, lead to rather complicated equations that do not immediately reveal the characteristics of the light forces. To illustrate the basic properties of the forces we start with a classical analysis of the atomic dynamics. This is then followed by a quantum mechanical treatment of the problem, the results of which will be applied in the later chapters of the thesis.
2.1 Classical considerations

In the classical model, atoms are considered as consisting of two oppositely charged point particles bound together by a force \( \mathbf{F} \) (see Fig. 1). If such a system is placed in an electromagnetic field, a force will be exerted on both charges, which is simply the Lorentz force appearing in classical electrodynamics, and written as

\[
\mathbf{F} = q_i \left[ \mathbf{E}(\mathbf{r}_i, t) + \mathbf{v}_i \times \mathbf{B}(\mathbf{r}_i, t) \right].
\]  

(1)

The two particles at the sites \( \mathbf{r}_i \) have charges \( q_i \) and velocities \( \mathbf{v}_i \), respectively. The strengths of the electric and magnetic fields acting on the charges are denoted by \( \mathbf{E}(\mathbf{r}_i, t) \) and \( \mathbf{B}(\mathbf{r}_i, t) \), respectively. By transforming to the center-of-mass coordinates of the atom, we may write Newton’s equation of motion for the two particles in a form where the internal atomic dynamics is separated from the center-of-mass motion. In the new coordinate system the relative position of the charges, \( \mathbf{r} \), and their center-of-mass position, \( \mathbf{R} \), are then given by

\[
\begin{align*}
\mathbf{r} &= r'_1 - r'_2, \\
\mathbf{R} &= \frac{m_1 r'_1}{m_2} + \frac{m_2 r'_2},
\end{align*}
\]  

(2)

where \( m_1 \) and \( m_2 \) are the masses of the charges and \( m_r = m_1 m_2 / (m_1 + m_2) \) denotes the reduced mass of the system. With the aid of the new variables, the equations of motion for the charges will transform into expressions that contain the electric and magnetic fields in the form \( \mathbf{E}, \mathbf{B}(\mathbf{R} \pm \frac{m_r}{M} \mathbf{r'}, t) \), where \( M = m_1 + m_2 \) is the total mass. At optical frequencies the electromagnetic field varies on a length scale of a few hundreds of nanometers. Since this is much larger than the typical atomic dimensions (< 1 nm), we may consider the field to be almost constant around \( \mathbf{R} \). It is then justified to expand the field amplitudes into a Taylor series with respect to \( \mathbf{r'} \), and to retain terms up to the first order only. This is, actually, the familiar dipole approximation, which is used widely throughout the field of atomic and molecular physics. Within the dipole approximation, the equation of motion for the atomic center of mass takes the simple

![Figure 1: Structure of the classical atoms considered in the text.](image-url)
form [46]

\[ M \ddot{\mathbf{R}} = \left[ \nabla \left( \mathbf{E}(\mathbf{R}, t) + \mathbf{\nu} \times \mathbf{B}(\mathbf{R}, t) \right) \right] \cdot \mathbf{\mu} + \frac{d}{dt} \left[ \mathbf{\mu} \times \mathbf{B}(\mathbf{R}, t) \right], \tag{3} \]

where \( \mathbf{\nu} \) is the velocity of the atom and \( \mathbf{\mu} \) is the induced dipole moment. In most cases of practical interest, the last two terms of Eq. (3) can be neglected on the basis of the following arguments: Firstly, the ratio of the electric and magnetic fields is, typically, on the order of \( 1/c \), and thus the second term is negligible as compared with the first term. Secondly, the total time derivative of the rapidly oscillating function averages out in the time scale of the translational motion of the atom. Under these conditions, the light force acting on the atom is then simply

\[
\vec{F} = \nabla \mathbf{E}(\mathbf{R}, t) \cdot \mathbf{\mu} \\
= (\mathbf{\mu} \cdot \dot{t}) \nabla \mathbf{E}(\mathbf{R}, t).
\]

The second form of the equation follows if the polarization direction of the electromagnetic field \( \dot{t} \) does not depend on position.

From Eq. (4) it is seen that the force exerted on the atom is proportional to the induced dipole moment and to the gradient of the electric field. In the following, we consider a monochromatic electromagnetic field with a spatially inhomogeneous amplitude, i.e.,

\[
\mathbf{E}(\mathbf{R}, t) = \frac{1}{2} i \mathbf{E}_0(\mathbf{R}, t) e^{i(\mathbf{k} \cdot \mathbf{R} - \omega t)} + \text{c.c},
\]

and assume that the induced dipole moment depends linearly on the electric field. In the complex notation, the dipole moment can then be written in the simple form \( \mathbf{\mu} = \alpha(\omega) \mathbf{E}(\mathbf{R}, t) \), where \( \alpha(\omega) \) is the atomic polarizability. By substituting the real parts of \( \mathbf{\mu} \) and the gradient of the electric field into Eq. (4), the force exerted on the atom comes out with two components,

\[
\vec{F} = \vec{F}_{\text{rad}} + \vec{F}_{\text{dip}},
\]

where

\[
\vec{F}_{\text{rad}} = \frac{1}{2} \alpha_T(\omega) \mathbf{E}_0^2(\mathbf{R}, t) \mathbf{k},
\]

\[
\vec{F}_{\text{dip}} = \frac{1}{4} \alpha_R(\omega) \nabla \mathbf{E}_0^2(\mathbf{R}, t).
\]

Here \( \mathbf{k} \) is the wave vector of the electromagnetic field, and \( \alpha_T(\omega) \) and \( \alpha_R(\omega) \) are the real and imaginary parts of the polarizability, respectively. The forces are given as averages over one oscillation period of the electromagnetic field. For atoms at rest, the following properties of the force components can immediately be identified:
• The first term of Eq. (6) is always in the direction of the wave vector of the electromagnetic field, and nonzero only when the imaginary part of the polarizability is nonzero; i.e., when energy is dissipated from the electromagnetic field.

• The second component is always in the direction of the intensity gradient of the electromagnetic field, and thus nonzero only for spatially inhomogeneous fields. Moreover, there is no net energy transfer related to the real polarizability.

The above properties indicate that \( \vec{F}_{\text{rad}} \) is caused by the radiation pressure exerted on the atoms in a closed absorption-spontaneous-emission cycle. On the other hand, \( \vec{F}_{\text{dip}} \) is analogous to the force exerted on an electric dipole in a static electric field. Since there is no net energy transfer from the electromagnetic field to the atom involved, this dipole force must be caused by redistribution of photons between the different plane wave components of the fields in the stimulated emission-absorption processes.

Let us next apply the classical electron-oscillator model to determine the dispersion relations for the polarizability components. Although the model has several shortcomings, we use it here, since it provides an easy route to deriving the main characteristics of the light forces. Within the classical model, the electron is assumed to move around the nucleus in a stable orbit. If the electron is deflected from the equilibrium distance, it will experience a harmonic restoring force, and starts to oscillate around the stationary position. Due to external relaxation processes, the oscillation is damped, and the resulting steady-state solution for the complex polarizability will be

\[
\alpha(\omega) = \frac{q^2/m_e}{\omega^2 - \omega^2 - i\gamma\omega}. \tag{9}
\]

Here \( \omega_0 \) is the natural oscillation frequency of the dipole, and \( \gamma \) describes the rate of the damping. In the following we consider two important limiting cases for the polarizability; the off-resonant and near-resonant interactions.

**Off-resonant interaction** (\(|\omega_0 - \omega| \gg \gamma\))

In the case of off-resonant interaction, the imaginary part of the polarizability in Eq. (9) vanishes. The radiation pressure exerted on the atom approaches then zero, according to Eq. (7), and is omitted in the calculations. On the other hand, by substituting the real part of the polarizability into Eq. (8), the dipole force is seen to be

\[
\vec{F}_{\text{dip}}^{\text{off}} = \frac{q^2}{4\pi m_e} \frac{\nabla E_0^2(\vec{R}, t)}{\omega_0^2 - \omega^2}, \tag{10}
\]

where the superscript refers to the off-resonant interaction. The above equation shows that the dipole force can be either in the direction of increasing (attractive) or decreasing (repulsive) light intensity. The sense of direction depends on whether the induced
dipole oscillates in phase \((\omega < \omega_0)\) or in anti-phase \((\omega > \omega_0)\) with the electric field. Also, from Eq. (10) it is clearly seen that in the limit \(\omega \ll \omega_0\) the polarizability will be independent of the field frequency. In this quasistatic case, the dipole force has the simple form \(\vec{F} = -\nabla V_{\text{eff}}(\vec{R})\), where \(V_{\text{eff}}(\vec{R}) = -q^2 \vec{E}_0(\vec{R}, t)/(4\pi\varepsilon_0^2\omega_0^2)\) is the effective potential seen by the atom in an electromagnetic field. The effective potential is the same as the Stark shift energy experienced by an atom in a static electric field, except for the factor of \(1/2\) that is due to time averaging. Since the effective potential is proportional to the static polarizability, the dipole force will be relatively insensitive to the details of the internal energy-level structure of the particles. This is an important factor especially in controlling the motion of multilevel atoms and molecules, as will be seen later. Although the static polarizability of free atoms is typically rather small, the use of pulsed laser fields may allow strong enough dipole forces to be generated for an efficient control of the atomic motion. It should also be noted that, in the quasistatic case, the dipole force will always be attractive.

Near-resonant interaction \((|\omega_0 - \omega| \lesssim \gamma)\)

In the case of near-resonant interaction, we may approximate the difference \(\omega_0^2 - \omega^2\) by \(2\omega\Delta\), where \(\Delta = \omega_0 - \omega\) is the detuning of the frequency of the applied field from the atomic resonance. Within this approximation, Eq. (9) gives the following expressions for the polarizability components

\[
\alpha_R(\omega) = \frac{q^2}{m_\nu\omega} \frac{\Delta}{\Delta^2 + \gamma^2}, \tag{11}
\]

\[
\alpha_T(\omega) = \frac{q^2}{m_\nu\omega} \frac{\gamma}{\Delta^2 + \gamma^2}. \tag{12}
\]

The above equations show that for detunings on the order of the linewidth of the transition the real part of the polarizability experiences a strong enhancement compared with the off-resonant case, but vanishes on exact resonance. The enhanced dipole force allows efficient manipulation of the center-of-mass motion of atoms even with a relatively weak laser beam that can be obtained from, e.g., a tunable CW laser source. It is obvious, however, that this effect can be utilized only for atoms with a simple internal energy-level structure. We see from Eq. (12) that the polarizability also has a strong imaginary component and, therefore, the radiation pressure exerted on the atoms will be nonzero. The spectral line for the radiation pressure is a Lorentzian centered at the resonance frequency. This is as expected, since the absorption of photons highest on resonance.

The main characteristics of the light forces are summarized in Fig. 2. Strictly speaking, the above analysis gives only a qualitative picture of the forces for the case of weak excitation. Moreover, the classical model ascribes only one resonance frequency to the atoms, and does not include the relevant line strength. With the use of a quantum
mechanical perturbation method it is possible to improve the results of the classical model to include the whole resonance structure of the atom, and also to associate the relevant line strength to each transition [47]. The results of such an analysis will, actually, be very similar to those of the classical model. The main difference is that the polarizability of Eq. (9) should include a sum over all allowed transitions with the $q^2/m_e$ factor replaced by $q^2 f_{osc}/m_e$, where $f_{osc}$ gives the oscillator strength for each transition.

### 2.2 Two-level atoms

Let us next consider the atoms as simple two-level systems described by internal eigenstates $\phi_g(\vec{r})$ and $\phi_e(\vec{r})$, where $g$ and $e$ denote the ground and excited state, respectively (see Fig. 3). The atomic motion in an electromagnetic field can now be solved by expanding the total atomic wave function in the basis of the internal states and by solving the resulting equations of motion for the center-of-mass wave function. To compare the results with the classical model, we first neglect the phase space distribution of the atoms and concentrate only on their center-of-mass motion. This is allowed if the spread of the atomic wave packet is small in both position and momentum spaces. In this limit of a localized wave packet, Ehrenfest’s theorem yields the familiar expression
for the average force exerted on the atoms

$$\vec{F} = -\langle \nabla \hat{V} \rangle = \nabla \left[ \vec{\mu} \cdot \vec{E}(\vec{R}, t) \right].$$

In the above equation, which is written within the dipole approximation, the induced dipole moment depends only on time and can be calculated using the density matrix equations of the two-level system. These equations are coupled to the center-of-mass motion through position dependent interaction terms. By using the Bloch vector formalism, the equations of motion for the atomic center of mass finally take the convenient form [48]

$$M \ddot{\vec{R}} = \frac{1}{2} \hbar (U \nabla \Omega + V \Omega \nabla \theta),$$

$$\dot{U} = (\Delta + \dot{\theta})V - \frac{1}{2\tau} U,$$

$$\dot{V} = -(\Delta + \dot{\theta})U + \Omega W - \frac{1}{2\tau} V,$$

$$\dot{W} = -\Omega V - \frac{1}{\tau}(W + 1),$$

where \(U, V\) and \(W\) are the Bloch vector components, \(\tau\) is the lifetime of the excited state, and \(\theta(\vec{R}(t))\) denotes the phase of the light field. The strength of the atom-photon interaction is determined by the Rabi frequency defined as \(\Omega = \mu E(t) / \hbar\), where \(\mu\) is the dipole matrix element for the transition. From Eq. (14a) it is seen that the force exerted on the two-level atoms consists of two components, which are proportional to the gradients of the electric field and the phase of the electromagnetic field. According to the arguments given in the previous subsection, these force components can be identified as the dipole force and the radiation pressure force. Furthermore, Eqs. (14) show that the light forces do not, in general, have an analytic position-dependent solution, but they depend on the history of the atomic trajectory. A unique position-dependent force can be obtained only in some simple cases. For example, in the case of a slowly moving atom the steady-state solution of the Bloch vector can be used in Eq. (14a) to give an expression for the light force in the simple form

$$\vec{F} = \frac{\hbar \Omega^2 \nabla \theta / \tau + \hbar (\Delta + \dot{\theta}) \nabla \Omega^2}{4(\Delta + \dot{\theta})^2 + (1/\tau)^2 + 2\Omega^2}.$$

At a slow excitation rate, the above expression reduces to that obtained by using the classical model, but with the oscillator strength included. Equation (15) also tells us that the radiation pressure exerted on the atoms by a plane wave is of the form \(F = \hbar k R_0\), where \(R_0\) is the rate of spontaneous emission. This confirms the interpretation of the radiation pressure as resulting from the net recoil experienced by an atom in a closed absorption-spontaneous-emission cycle.

Equations (14) are sufficient to determine the center-of-mass motion of two-level atoms in an electromagnetic field, but they do not provide any information about the actual...
phase-space distribution of the atoms. This can in some cases lead to wrong conclusions about the properties of the light forces. For example, it is seen from the Bloch equations that the dipole force vanishes on exact resonance. However, a more detailed analysis shows that a gradient force is exerted on the atoms even in this case. In contrast to the normal dipole force, this force is bidirectional and will split the wave function of a localized atom into two components that experience equal but oppositely directed forces. Since this leaves the center-of-mass motion of the atom unaffected, the splitting of the matter wave cannot be seen when applying the above analysis. Therefore, it is obvious that more rigorous methods are needed in the analysis of atomic optical elements based on the wave nature of atoms.

To determine the atomic phase-space distribution it is convenient to expand the total atomic wave function in the basis of the internal eigenstates as follows

$$\Phi(\vec{R}, \vec{r}, t) = \Phi_g(\vec{R}, t) \phi_g(\vec{r}) e^{-iE_g t/\hbar} + \Phi_e(\vec{R}, t) \phi_e(\vec{r}) e^{-iE_e t/\hbar},$$

where $E_g$ and $E_e$ are the ground and excited state energies, respectively. The equations of motion of the center-of-mass wave functions $\Phi_g(\vec{R}, t)$ and $\Phi_e(\vec{R}, t)$ can now be derived by substituting the above expansion into the Schrödinger equation and noticing the orthogonality of the internal eigenstates. The resulting equations are, however, unsuitable for cases involving external relaxation processes. Furthermore, the interaction terms oscillate at optical frequencies, which is inconvenient in view of numerical calculations. These problems can be avoided by using the density matrix formalism, which finally gives the following equations for the combined evolution of the internal and external atomic dynamics [49]

$$\left( \frac{\partial}{\partial t} - \frac{i\hbar}{M} \frac{\partial^2}{\partial \vec{R} \partial \vec{u}} \right) \sigma_{gg} = -i \left[ \kappa^* (\vec{R} + \frac{1}{2} \vec{u}) \sigma_{eg} - \kappa (\vec{R} - \frac{1}{2} \vec{u}) \sigma_{ge} \right],$$

$$\left( \frac{\partial}{\partial t} - \frac{i\hbar}{M} \frac{\partial^2}{\partial \vec{R} \partial \vec{u}} \right) \sigma_{ee} = -i \left[ \kappa (\vec{R} + \frac{1}{2} \vec{u}) \sigma_{ge} - \kappa^* (\vec{R} - \frac{1}{2} \vec{u}) \sigma_{eg} \right],$$

$$\left( \frac{\partial}{\partial t} - \frac{i\hbar}{M} \frac{\partial^2}{\partial \vec{R} \partial \vec{u}} \right) \sigma_{ge} = -i \left[ -\Delta \sigma_{ge} + \kappa^* (\vec{R} + \frac{1}{2} \vec{u}) \sigma_{ee} - \kappa (\vec{R} - \frac{1}{2} \vec{u}) \sigma_{gg} \right],$$

$$\left( \frac{\partial}{\partial t} - \frac{i\hbar}{M} \frac{\partial^2}{\partial \vec{R} \partial \vec{u}} \right) \sigma_{eg} = -i \left[ -\Delta \sigma_{eg} + \kappa (\vec{R} + \frac{1}{2} \vec{u}) \sigma_{gg} - \kappa^* (\vec{R} - \frac{1}{2} \vec{u}) \sigma_{ee} \right],$$

where $\sigma_{ij}$ are the elements of the density matrix $\rho_{ij}(\vec{R} + \frac{1}{2} \vec{u}, \vec{R} - \frac{1}{2} \vec{u})$ in the position representation of the center-of-mass motion. Here the Rabi frequency is defined as $\kappa = \Omega(\vec{R}, t) \exp(-i\vartheta(\vec{R}, t))/2$, and $\vec{u}$ describes the off-diagonality of the density matrix related to the spread of the atomic wave packet [50]. External relaxation processes may be included relatively easily into the above equations, as will be seen in the later sections.

Although Eqs. (17) include the internal and external evolution of the atomic wave function, they do not directly yield the phase-space distribution of the atoms. For that
purpose the equations have to be Fourier transformed with respect to \( \vec{u} \) to give the equations of motion for the atomic Wigner function [51]

\[
f(\vec{R}, \vec{p}) = \frac{1}{(2\pi\hbar)^3} \int \Phi(\vec{R} + \frac{1}{2}\vec{u})\Phi^*(\vec{R} - \frac{1}{2}\vec{u})e^{-i\vec{p}\cdot\vec{u}/\hbar}\,d\vec{u}.
\] (18)

From the definition of the Wigner function it is seen that the expectation value of an observable \( \hat{A} \), that depends either on \( \vec{R} \) or \( \vec{p} \), can be represented as \( \langle A \rangle = \int f \hat{A} \). The Wigner function can, thus, be considered as a density function of the atom, even though it can in some cases have negative values. The distribution of the atom in, e.g., momentum space can now be calculated by integrating the Wigner function over the position coordinate. Another interesting property of the Wigner function is that it allows for a relatively simple analogy with the localized atoms. Namely, by assuming the phase-space distributions to be smooth on the scale \( \hbar k \) and by calculating the expectation value over an assumedly localized center-of-mass position, the equations of motion for the Wigner function reduce to the equations (14).
3 Diffraction of Atoms by a Pulsed Standing Wave

Already in the 17th century it was noted that light deviates from its rectilinear propagation when it advances beyond a sharp obstruction. This phenomenon of diffraction, which stems from the wave nature of light, occurs also in the propagation of matter waves of particles with mass. Indeed, the beginning of atom optics can be traced back to the late 1920’s when Estermann and Stern observed how a beam of neutral atoms was diffracted to several diffraction orders when it was scattered from the surface of a single crystal [2, 3]. In this case, the diffraction is due to the periodic ordering of the surface atoms that gives rise to a spatially varying modulation of the matter waves. In classical optics such periodic structures have been know as diffraction gratings already from the late 18th century, and they have been utilized extensively in spectroscopical applications. More recently, miniaturized grating structures have evolved into an important tool of modern optics by offering an efficient way to realize components for shaping and splitting wave fronts.

In the context of atom optics the use of diffractive elements has, traditionally, been hindered by the lack of high intensity atomic beams and the short de Broglie wavelength of atoms. For example, in atom interferometry the magnitude of the splitting angle of the matter waves can have a significant effect not only on the compactness of the experiment, but also on its sensitivity. Therefore, elements with a large diffraction angle are often preferred or are even required for a practical implementation of diffractive atom optics. Such elements have appeared only after advances in the theoretical and experimental understanding of the light forces and in nanofabrication techniques have been made. For example, nanofabricated structures with feature sizes of a few hundreds of nanometers have been applied to focus atomic beams [52], to split matter waves in interferometric applications [34, 35, 53], and they have even been used as computer generated holograms for matter waves [54].

The use of light forces for splitting and diffracting matter waves was suggested already in the late 1960’s and 70’s [11, 55–57]. The most common method is to use a standing wave as a light grating for neutral atoms. In this case, the diffraction is due to stimulated absorption-emission processes that lead to transfer of momentum from the optical field to the atom in discrete steps of $2\hbar k$. Complementarily, the process can be viewed as diffraction of matter waves from a phase grating of periodicity $\lambda/2$, which gives the same spacing for the diffraction angles. At optical frequencies, the period of the standing-wave pattern is on the order of a few hundreds of nanometers. Therefore, the angular separation of the diffraction orders, which is given by the ratio of the de Broglie wavelength $\lambda_{\text{dB}}$ to the grating period, is limited to a few tens of $\mu$rads for thermal atoms. This is of the same order of magnitude as the diffraction angles obtained with nanofabricated transmission gratings. However, standing waves have the advantage of being able to produce large splitting angles even if the grating period is much larger than the wavelength of the matter waves. This is due to the fact
that the diffraction amplitudes of the high diffraction orders can be much higher than those achieved with normal transmission gratings.

An efficient use of the standing-wave grating requires that the atoms interact coherently with the light field. If external relaxation is significant during the interaction time, the coherence of the deflection will be reduced and the resulting momentum distribution of the diffracted atoms will contain a diffusive element. This has been shown both theoretically and experimentally for relaxation in the form of spontaneous emission \[12, 49, 58–65\]. The results of these studies show that if the number of spontaneously emitted photons is small during the interaction time, the momentum distribution of the diffracted atoms will consist of a double-peaked structure. The separation between the maxima in the angular distribution of the diffracted atoms is determined by the number of stimulated absorption-emission processes taking place during the interaction time.

The diffractive regime in the deflection of atoms can be achieved by tightly focusing two counter-propagating CW laser beams to form a narrow standing wave in the waist region \[62, 63\]. The interaction time for fast atoms crossing the standing wave can then be shorter than the spontaneous lifetime of the excited state. Another possibility to obtain a short interaction time is to use a pulsed laser as the light source \[59, 66\]. In this case, the interaction time may be limited by the pulse duration, which can be shorter than the spontaneous lifetime. An advantage of the pulsed laser scheme is that the intensity of the laser field can be several orders of magnitude higher than with CW lasers. This allows large splitting angles even for particles with a weak interaction with the field. It is typical for pulsed laser sources, however, that the coherence time of the laser field is shorter than the interaction time. The coherence of the deflection will thus be influenced by the phase fluctuations of the laser field. In this thesis we are interested in the effects caused by the limited coherence of the laser field on the momentum distribution of the diffracted atoms. In the following, we first briefly describe the main concepts related to light gratings and then introduce a simple method to numerically determine the effects of the phase fluctuations [Paper I]. Finally, we compare the results with experimental measurements made for a thermal beam of sodium atoms [Paper II].

### 3.1 Light grating for neutral atoms

When dealing with diffractive atom optics, it is convenient to start by considering the motion of atoms in a time-independent potential \(U_0(\vec{R})\). At low atomic velocities the internal atomic dynamics will follow adiabatically the changes in the external potential. In this case, the evolution of the center-of-mass wave packet \(\Phi(\vec{R})\) can be calculated by solving the scalar Schrödinger equation, which according to the textbook
quantum mechanics takes the simple form

\[
\left[ \nabla^2 + K^2(\vec{r}) \right] \Phi(\vec{r}) = 0,
\]

where

\[
K(\vec{r}) = \sqrt{2ME - U_0(\vec{r})}/\hbar = n_r(\vec{r})K_0
\]

is the wave number of the matter wave, \(K_0 = \sqrt{2ME/\hbar^2}\), and \(E\) is the energy of the atom. Equation (19), which closely resembles the Helmholtz equation of classical optics, describes the motion of matter waves in a “medium” of refractive index \(n_r(\vec{r})\).

This similarity in the evolution of electromagnetic and matter waves justifies the name *atom optics* for applications relying on the wave nature of atoms. The biggest difference between classical and atom optics is due to the finite mass of atoms, which yields a mass-dependent dispersion relation for matter waves.

Since the evolution of the atomic wave function is described by an equation analogous to the Helmholtz equation, the methods known from classical optics are suited also for the analysis of matter wave diffraction. In fact, the diffraction integrals formulated by Kirchhoff are even more suitable for atomic matter waves than for electromagnetic waves. This is due to the small wavelength of the matter waves, as compared with the typical feature size of the diffractive elements used to control the atomic motion. Also, atoms are usually adsorbed on or diffusively scattered by surfaces, and thus the assumption of vanishing wave function at the boundary is nicely satisfied. Following the formalism of classical optics, the diffracted matter wave can be deduced from

\[
\Phi(\vec{r}) = -\frac{iK_0}{2\pi} \int \Phi(\vec{r}_0) \frac{\vec{R} \cdot \vec{R}}{|\vec{R} - \vec{R}_0|^2} \left( 1 + \frac{i}{k_0 |\vec{R} - \vec{R}_0|} \right) e^{iK_0|\vec{R} - \vec{R}_0|} dR_{0x} dR_{0y},
\]

where \(\Phi(\vec{r}_0)\) denotes the wave function on the object plane. This is just the Rayleigh-Sommerfeld formulation of the Huygens’ principle, and gives the diffracted wave as a sum of the elementary waves emitted from each point on the object plane. Obviously, Eq. (21) will reduce to the familiar Fresnel and Fraunhofer expressions in the limit of near- and far-field diffraction, respectively.

Let us next consider the diffraction of atoms from a standing wave. The position distribution of the atoms at a given distance from the object plane can be calculated by solving the diffraction integral, Eq. (21), with a suitable object plane wave function. Since we are dealing with a light grating, this function has to be determined from the time-dependent Schrödinger equation for the total atomic wave function. Here we assume that the internal atomic motion can be neglected, and we describe the effects of the standing wave on the center-of-mass motion of the atoms with a scalar potential given by

\[
U(x) = U_0 \cos^2(kx),
\]

where \(k\) is the wavenumber of the light field. In this case, the equation of motion for the atomic wave function reduces to the scalar Schrödinger equation with the scalar
Figure 4: Position distribution of sodium atoms diffracted by a standing wave of wavelength 589 nm. The distribution corresponds to an interaction time of 10 ns and a potential depth of 11 meV. The distance from the object plane is 50 cm and the atomic beam velocity is 500 m/s. The fraction of atoms in a specific position on the observation plane is given as \( f \) on the vertical axis.

The potential (22) describing the interaction. At short interaction times the light field does not have a significant effect on the position distribution of the atoms. In this case, the standing wave acts as a pure phase grating, and the atomic wave function after the interaction with the light field over the time \( T \) takes on the simple form

\[
\Phi(\vec{R}) = \Phi_i(\vec{R}_0) e^{-i\frac{E-U(\vec{R})T}{\hbar}},
\]

where \( \Phi_i(\vec{R}_0) \) is the initial state of the atom. This corresponds to the familiar Raman-Nath approximation, which requires that the atoms do not move considerably in the direction parallel to the laser beams during the interaction time. The diffracted matter wave at a given distance from the standing wave can now be calculated by substituting the above expression to the diffraction integral. In the far field, i.e., within Fraunhofer approximation, the diffraction integral reduces to the Fourier transformation, which gives the atomic distribution as

\[
|\Phi(x, L)|^2 = \sum_{n=-\infty}^{\infty} J_n^2\left(\frac{U_0T}{2\hbar}\right) \delta(x - 2nLk/K_0),
\]

where \( L \) is the distance from the object plane and \( J_n \) is the Bessel function of \( nth \) order. Here we have also assumed that the initial state is spread out to a region much wider than the wavelength of the light field. Equation (24) shows that the atoms are diffracted into discrete angles given by the grating equation \( \Theta_d = \lambda_{dB}/d \), where \( d = \lambda/2 \) is the grating period. The fraction of atoms diffracted to the \( nth \) diffraction order is given by \( J_n^2(\frac{U_0T}{2\hbar}) \). For example, Fig. 4 shows the position distribution of a monoenergetic sodium atom beam diffracted by a standing wave of wavelength 589 nm.
The phase-grating analogy for the standing wave applies only when the atoms stay in some well-defined state that adiabatically follows the changes in the optical field throughout the interaction. Furthermore, it neglects the effects of the photon recoil on the atomic distributions and requires that the coherence of the matter wave is not lost in the interaction. In a more general case, i.e., when non-adiabatic transitions between the different internal states or external relaxation processes cannot be neglected, the wave function description of the atoms becomes unsuited for the calculations and a more general approach must be adopted. A suitable choice for such a case is to use the density matrix description for the atoms, which can take into account the statistical mixtures of the states (another possibility is to use the Monte Carlo wave function approach [67]). For two-level atoms the density matrix equations that include both the internal and external evolution of the atoms are given in Eqs. (17) (without the relaxation terms).

The diffraction profile of the atoms can now be calculated by solving the diagonal components of the atomic density matrix at a given time and by taking a Fourier transformation with respect to the variable $\bar{\mu}$, as discussed in Sec. 2 of this overview. This will give an expression for the Wigner function of the atoms, which includes the information about the atomic distribution in both position and momentum spaces. Within the Raman-Nath approximation and assuming that the interaction terms are constant in time, the Wigner function can be calculated analytically [49]. In this case, the momentum distribution of the atoms after the interaction with a resonantly tuned standing wave is given by [11, 68–70]

$$\mathcal{P}(p) = \sum_{n=-\infty}^{\infty} J_n^2 \left( \frac{1}{2} \Omega_0 T \right) \delta(p - n\hbar k),$$  

(25)

where $p$ is the momentum in the direction of the laser beam and $\Omega_0$ is the Rabi frequency corresponding to the amplitude of the standing wave. The above expression shows that the atoms are diffracted into discrete angles and that the fractional amplitude of the different orders follows the Bessel-function distribution. However, compared with the distribution given in Eq. (24) the diffraction angles are now halved.

As can be seen from Eq. (25), the rate of momentum transfer from the optical field to the atoms is proportional to the Rabi flipping frequency. For laser fields with a finite spectral width, the coherence of the atom diffraction will thus depend on the ratios of the Rabi period to the coherence time $\tau_c$ of the field and to the interaction time $T$. If the coherence time is much shorter than the Rabi period and the interaction time, i.e., $\tau_c \ll \Omega^{-1}, T$, the atoms will be deflected diffusively and their final momentum distribution will have a Gaussian shape [69, 70]. In the other extreme, for $\tau_c = \infty$, the deflection will be fully coherent and the resulting momentum distribution can be described using the diffraction analysis. In this case, the shape of the momentum distribution depends on the experimental conditions and can be described as being due to either the Kapitza-Dirac process [62,63] (see Eq. (25)), the Stern-Gerlach effect [71]
or the Bragg scattering [72]. For pulsed lasers, the coherence time will typically be in between the above regimes, and the momentum distribution will include both a diffractive and a diffusive component. This intermediate regime of the coherence time constitutes a main subject of this thesis.

3.2 Diffraction of atoms by a pulsed standing wave

In general, the diffraction of atoms from a fluctuating standing wave is a complicated problem, and the results depend on the details of the coherence properties of the light field [73]. The fluctuating parameter can be either phase, frequency, amplitude, or even all of them at the same time. Depending on the experimental conditions, various models can be applied to describe the random variable, with differing results and degrees of theoretical complexity. For example, the phase of the laser field can change diffusively in time (the so called phase-diffusion model, see, e.g., [74–77]); or it may undergo random jumps at random time intervals (the random-jump model, see, e.g., [78–80]).

In addition to the specific noise process, the momentum distribution of the diffracted atoms depends on the correlation between the phases of the two counter-propagating laser beams forming the standing wave. If the phases of the laser beams are independent, both the node positions and the phase of the standing wave will fluctuate in time. For optical fields with a large bandwidth, i.e., $\delta \omega \gg \Omega$, the deflection can then be described with the random-walk model, and the final momentum distribution will show a diffusive character. In contrast, if the phases of the counter-propagating laser beams are identical, the node positions are fixed and only the phase of the standing wave fluctuates. Obviously, this case corresponds to a standing wave formed, e.g., by folding a laser beam back onto itself by a mirror and restricting the interaction region to a distance smaller than the coherence length. Since the intensity distribution of the field is inhomogeneous, the final momentum distribution will not be strictly Gaussian even at large bandwidths. From a practical point of view, most of the diffraction experiments are done in the latter configuration, i.e., when the node positions are fixed. It is, therefore, interesting to study the effects of the phase fluctuations on the final momentum distributions in this geometry (see Fig. 5).

For pulsed lasers oscillating in several longitudinal modes, a complete analytical description of the stochastic noise processes would lead to very complicated equations for the atomic variables, which would be laborious to solve even numerically. Therefore, computer simulations based on Monte-Carlo methods are often used to determine the atomic response to pulsed laser fields. The results of such calculations might not, however, be very instructive in describing the general properties of the diffraction process. To avoid such problems, we adopt a simple approach to the stochastic processes and use the phase-diffusion model to describe the effects of the finite bandwidth of the laser field to the coherence of the diffraction. Although this model does not fully
describe pulsed laser behavior, it clearly illustrates the role of the coherence time on
the diffraction process. Moreover, it leads to a numerically convenient expression for
the final momentum distribution.

Assuming that the phase-diffusion is driven by a δ-function correlated Gaussian ran-
dom process and that the laser field has a Lorentzian spectrum with a width of δω
(FWHM), the equation of motion for the ensemble averaged density matrix can be
written as in Eqs. (17), but with a relaxation term \( -\Gamma \sigma_{ab} = -\delta \omega \sigma_{ab}/2 \) included in the
off-diagonal terms [81]. The momentum distribution of the atoms can now be calculated
in the same way as was done in the previous subsection. We first take the Laplace
transform of the density matrix equations and solve the impulse-response function for
the diagonal terms [Paper I]

\[
I(x, u, T) = e^{-\frac{\Gamma}{2} T} \left[ \cos(\omega_1 T) + \frac{\Gamma}{2\omega_1} \sin(\omega_1 T) \right],
\]

where \( \omega_1 = \sqrt{K^2 - (\Gamma/2)^2} \) and \( K(x, u) = \Omega_0 \sin(\xi x) \sin(\frac{1}{2} k u) \). We proceed by
using the impulse response to propagate the initial state through the interaction time
and take the Fourier transformation of the result with respect to the variable \( u \). This
yields an expression for the atomic Wigner function, which after integration over the
position space gives the final momentum distribution of the atoms. Assuming that the
initial state of the atomic beam is spread in position space over many wavelengths and
taking into account the periodicity of the standing-wave pattern, the final momentum
distribution can be calculated from

\[
P_f(p, T) = \sum_{n=-\infty}^{\infty} P_n(T) \delta(p - n\hbar k),
\]

where

\[
P_n(T) = \frac{1}{\lambda^2} \int_{-\lambda/2}^{\lambda/2} \int_{-\lambda/2}^{\lambda/2} I(x, u, T) e^{-i\hbar k u} du dx,
\]
Figure 6: Calculated momentum distributions for sodium atoms after interaction with a pulsed standing wave of high field intensity for two values of the laser bandwidth. The interaction time and the Rabi frequency are $T = 7\,\text{ns}$ and $\Omega_0 = 1 \times 10^{12}\,\text{s}^{-1}$, respectively. In (a) $\delta\omega = 0.94 \times 10^9\,\text{s}^{-1}$ and in (b) $\delta\omega = 18.8 \times 10^9\,\text{s}^{-1}$. The probabilities for observing atoms in the momentum states $n\hbar k$ are represented by the filled bars. The unfilled bars correspond to the momentum distributions with zero relaxation.

and $\lambda$ is the wavelength of the light field. The coefficients $P_n(T)$ can be interpreted as probabilities of the atoms to end up in the final momentum state $n\hbar k$.

From Eq. (26) we can see that the phase fluctuations of the laser field cause the impulse response to decay exponentially. In the limit $\Gamma = 0$ the impulse response reduces to that of coherent diffraction, and the final momentum distribution is given by Eq. (25). For fast relaxation, i.e. $K/\Gamma \ll 1$, the laser field loses its coherence on a time scale of the Rabi period. In this case, the impulse response is given by the rate-equation approximation [16, 81], and the deflection profile will have a diffusive character [70]. In the intermediate region, the deflection profile has both a diffractive and a diffusive component, and has to be calculated using Eqs. (26)–(28).

Fig. 6 shows the final momentum distribution of atoms diffracted from a pulsed standing wave for two values of the laser bandwidth [Paper I]. The two profiles correspond to a narrowband and a broadband operation of a typical pulsed dye laser with a bandwidth of $\delta\nu = 0.15\,\text{GHz}$ and 3 GHz, respectively. In both cases, the Rabi period is much shorter than the coherence time of the field, and thus some coherent effects are expected to be seen. For the case of the narrowband operation [Fig. 6(a)], the coherence time is long enough so that on the average only a few phase jumps will occur during the interaction time. The effect of these phase jumps can be seen in the calculated momentum distribution as a transfer of atoms mostly to the low momentum
states. If the coherence time is decreased, the number of atoms in the two side maxima will be significantly reduced. For the bandwidth value of Fig. 6(b) the momentum distribution is already mainly diffusive.

To compare the theoretical results with experiments we have performed diffraction measurements for a thermal beam of sodium atoms interacting with a pulsed standing wave [Paper II]. The experimental setup used in the measurements is depicted in Fig. 7. The atomic beam, produced by thermal evaporation of metallic sodium, is collimated using two narrow slits with dimensions $50 \mu m \times 1$ cm positioned 75 cm apart. The standing wave was produced by retro-reflecting a collimated laser beam from a flat dielectric mirror. The laser source was a pulsed Nd:YAG laser pumped dye laser (Quantel YG580 and TDL50). The transverse spatial profile of the laser beam was elongated with an approximately Gaussian intensity profile in the $z$-direction and a constant intensity across the atomic beam in the $y$-direction. The smoothness of the intensity distribution across the laser beam was improved by spatial filtering.

The atomic beam profile after the deflection was measured using a 100 $\mu m \times 1$ cm scanning slit together with ion detection. The slit was positioned 53 cm downstream from the interaction region. Atoms that passed through the slit were optically ionized in a two-step process (see Fig. 7) using an excimer laser pumped pulsed dye laser (Lambda Physik EMG 103 and FL2002) with a pulse duration of about 10 ns as the radiation source. Finally, the photo ions were accelerated to 2500 eV and detected with an electron multiplier. Advantages of this detection method include the high sensitivity of the ionization scheme to only the selected atomic species, and the possibility for a good time-of-flight resolution. In our case the velocity resolution in the $z$-direction was about 20 m/s, determined by the 1 cm width of the ionizing laser beam.

**Figure 7:** Experimental setup for measuring the deflection profile of a sodium beam by a pulsed standing wave.
Figure 8: Momentum distribution of sodium atoms deflected by a pulsed standing wave. The transverse momentum $p_x$ is given in units of $\hbar k$. The experimental data are represented by dots. The dotted line is a theoretical momentum distribution based on Eq. (27) using the upper-limit value of $\Omega = 1.78 \times 10^{12} \text{s}^{-1}$ for the effective Rabi frequency. The solid line represents the theoretical momentum distribution with the Rabi frequency and the coherence time reduced by a factor of two. The experimental error bars are indicated for one data point. The dashed line is the profile of the atomic beam without the deflecting laser pulses.

Fig. 8 shows a comparison between the experimental and theoretical momentum distributions for the sodium atoms after interaction with a resonantly tuned pulsed standing wave with a duration of 9 ns (FWHM). The measurement corresponds to an intermediate value of the coherence time, i.e. $T > \tau > \Omega^{-1}$, measured to be $\sim 0.1 \text{ ns}$. An estimated upper-limit value for the effective Rabi frequency at the peak of the Gaussian spatial distribution was $\Omega = 1.78 \times 10^{12} \text{s}^{-1}$ (calculated using the line strength $S = 25.4 \, a_0^2 c^2$ for the sodium D_2 line [82]). The measured momentum distribution is illustrated with dots in Fig. 8 and the corresponding theoretical distribution, including the effects of the Gaussian intensity profile of the laser beam in the z-direction, is shown with the dotted line.

Since the thermal atomic beam is continuously on, there will always be a large amount of atoms in the detection zone that were not in the interaction zone at the time of the standing-wave pulse. Therefore, the measured distribution is dominated at the low momentum values ($|p_x| \leq 10\hbar k$) by these non-deflected background atoms, and our measurement will only reveal the higher-momentum part of the diffracted distribution. The main characteristics of the deflection profile are, however, visible from the data at the high-momentum states. The experimental transverse momentum resolution was limited to $10\hbar k$ mainly by the width of the scanning slit, the divergence of the atomic beam, and its width at the position of the standing wave. The effects of the measurement resolution on the observed distribution are small for the high-momentum states, and were therefore neglected.
We notice that the theoretical momentum distribution (the dotted curve) is spread out more than the experimental distribution. This is as expected, since the momentum distribution is quite sensitive to the value of the Rabi frequency, which for the dotted curve was calculated by assuming that all laser modes are resonant with the atomic transition. If the hyperfine structure of the transition and the mode structure of the laser were taken into account, the effective Rabi frequency would be reduced from the estimated upper-limit value. Also, due to the multimode structure of the diffracting laser beam, the exact value of the coherence time $\tau_c$ probably differs from the inverse of the laser bandwidth. As shown by the solid line in Fig. 8, a factor of two reduction of the stated values of the Rabi frequency and the coherence time already brings about a much better fit between the experimental data and the theory.
4 Pulsed Mirrors for Neutral Atoms and Molecules

In analogy to classical optics, mirrors that efficiently reflect matter waves play a major role in applications of atom optics. Atom mirrors can be used, for example, to steer and image atomic beams, to guide and confine atoms in selected spatial regions or even to decelerate atomic beams by inelastic reflections. The large variety of possible applications has been one of the driving forces in the pursuit to develop efficient atom mirror configurations throughout the history of quantum mechanics. Indeed, the first atom mirror appeared already in 1929, when Knauer and Stern reflected a beam of He atoms with the aid of crystal surfaces [83]. However, it required the development of tunable lasers and improved understanding of the light forces until mirrors suitable for atom optics could be developed. In view of atom optical applications, the surface reflection is unattractive due to its inherently diffusive character. Furthermore, the attractive van der Walls forces result in large sticking probabilities of atoms to the cooled surfaces, which can limit the reflection efficiency to impractically low values. In contrast, atom-photon interactions are relatively simple and can be controlled accurately by varying the laser parameters. With suitable parameter values reflection efficiencies close to 100% can be achieved, which makes mirrors based on light forces ideal for applications of matter-wave optics.

Typically, atom mirrors rely on the dipole force exerted on the particles by inhomogeneously distributed optical fields, which are tuned close to a suitable atomic resonance frequency. In the case of blue detuning, the dipole force is repulsive and the optical field acts as a potential barrier for neutral atoms. In analogy to classical optics, elastic reflection can then be obtained at angles of incidence smaller than the critical angle for total internal reflection. Various field configurations based on, e.g., the use of evanescent waves [84–86] and the doughnut mode optical fields [87] have been applied to generate the repulsive potential for atomic species. In addition to the total internal reflection, light forces can be utilized also as quantum reflectors for matter waves. The simplest reflector of this type is a potential step, which, according to textbook quantum mechanics, can be utilized as a partial reflector in analogy to a single dielectric surface in classical optics. This type of reflection has been analyzed, e.g., for a red-detuned evanescent wave that acts as an attractive exponential potential [88]. An obvious generalization of the single-step quantum reflection is to apply a periodic potential as a "dielectric" mirror for matter waves. At suitable incident kinetic energies, the partial reflections at successive potential steps will interfere constructively and allow a high reflection coefficient to be obtained [72, 89–92]. Currently, atom mirrors that are based on light forces are used in various applications of atom optics, e.g., in confining neutral atoms into gravitational cavities [87, 93], as atomic wave guides [94, 95] or as mirrors in atom interferometers [96].

A common feature of the above atom mirrors is the use of CW lasers as the light source. Due to the relatively low field intensities available from the wavelength-tunable CW
lasers, the reflectivity of the atom mirrors rapidly decreases for atomic velocities on the order of a meter per second or higher. This velocity limit may be increased somewhat by applying field enhancement techniques based on, e.g., the surface plasmon effect or on the use of optical build-up cavities [97–100]. These techniques are, however, far too ineffective for the reflection of atoms with velocities in the thermal range. The use of the conventional atom mirrors is then limited to grazing incidence reflection of atomic beams or to the control of initially laser cooled atoms. Moreover, since the magnitude of the light forces at low field intensities is very sensitive to the internal energy-level structure of the atom, the use of the conventional atom mirrors is also limited to the reflection of some particular atom species only.

In this thesis, we introduce a novel type of pulsed atom mirror that extends the conventional methods towards reflection of higher initial velocities and reflection of more complex particles. When using a pulsed laser as the light source, the field intensity can be increased by several orders of magnitude compared to the case of a typical CW laser. Then the dipole forces can become strong enough to significantly affect the atomic motion up to velocities of several tens of meters per second. This allows large-angle reflection of atomic beams, or even reflection of thermal atoms at normal incidence. Also, in the case of pulsed fields the dipole forces experienced by the particles remain strong even at large detunings from the atomic resonance. Pulsed atom mirrors will, therefore, be much less sensitive to the internal energy-level structure of the atom. Consequently, atom optical components based on pulsed laser fields are attractive also for the manipulation of multilevel atoms and even molecules [101–105].

4.1 Pulsed evanescent-wave mirror

The use of evanescent waves for the reflection of neutral atoms was proposed already in 1982 by Cook and Hill [84] (see Fig. 9). Since then the evanescent-wave mirror has become one of the most widely studied components of atom optics. The studies have demonstrated the value of the evanescent-wave mirror not only as an elastic reflector [85, 86, 106], but also as a reflection grating for matter waves [107–110]. Furthermore, evanescent waves have been incorporated to atom interferometry [96, 111], and they have been used to guide atoms through hollow-core optical fibers [112, 113] as well as to trap [93, 114, 115] and cool neutral atoms [116–121]. Today, the evanescent-wave mirror has become a standard tool in atom optics with a broad range of applications in controlling the motion of slow atoms.

In this thesis, we study the application of strong-field laser pulses of a few nanoseconds duration to extend the usability of evanescent-wave mirrors to higher incident atomic velocities. When relying on the dipole force as the reflection mechanism, the depth of the optical potential at an optimal value of the detuning is, typically, proportional to the maximum value of the Rabi frequency in the laser field. Therefore, the highest
incident velocity that can be reflected grows with intensity roughly as \( I^{1/4} \). This weak dependence on the intensity is the main reason why pulsed lasers are required if atoms significantly faster than those currently manipulated with CW lasers are to be reflected. For example, to increase the reflected velocity from 1 m/s to several tens of meters per second an increase in laser intensity of more than six orders of magnitude is required. Clearly, this will require the use of pulsed lasers (compare with the 100 fold increase in intensity obtainable with surface plasmons).

At high initial velocities of the atoms, the spread of the atomic wave packet is small compared with the decay length of the evanescent wave. In this case, the phase-space distribution of the atoms can be neglected in the calculation of the atomic dynamics. For two-level atoms the center-of-mass motion can then be determined by integrating the Bloch-Ehrenfest equations, Eqs. (14), over the interaction time. Since we are dealing with pulsed laser fields with a duration on the order of, or shorter than, the spontaneous lifetime of the excited state, the steady-state solution of the Bloch vector cannot be used to determine the light forces. In addition, the coherence time of the pulsed laser field is often shorter than the pulse duration and should, therefore, be considered in the calculations. These factors complicate the calculations and do not generally allow a closed-form solution for the light forces. For such cases the atomic motion should be determined by integrating Eqs. (14) numerically. This can, however, lead to a very long consumption of CPU time. To avoid such problems we make some simplifying assumptions that allow us to determine the atomic motion during the laser pulse with numerical integration required only for the center-of-mass motion.

To simplify the physical situation we assume that the amplitude of the laser field remains constant during the laser pulse. Furthermore, we apply the phase-diffusion model to describe the effects of the limited coherence time of the laser field on the Bloch vector behavior. This leads to a simple exponential decay of the coherence terms of the ensemble-averaged Bloch vector with a characteristic time given by the inverse of the spectral width \( \delta \omega \) of the laser field [81]. To calculate the atomic motion, we first determine the Bloch vector for atoms at rest in the laser field and then use the

---

**Figure 9:** The evanescent-wave atom mirror.
solution to approximate the evolution of the moving atoms [Paper III].

Since we are dealing with a pulsed laser field, the potential barrier height will be different for atoms that start at different locations at the turn-on time of the laser field. Therefore, the maximum reflected velocity will not be constant, as in the case of CW laser fields, but will change as a function of the distance from the dielectric surface. This is illustrated in Fig. 10 for sodium atoms moving in an evanescent wave with a maximum intensity of 10 MW/cm$^2$. In this case, atoms with initial velocities up to about 35 m/s can be reflected. This is on the same order of magnitude as can be estimated by using the $I^{1/4}$-dependence for the maximum reflected velocity. From Fig. 10 we can also see that the maximum reflected velocity decreases rapidly for atoms that start beyond the decay length of the evanescent wave. This limits the effective volume from which the atoms can be reflected to a relatively small value, which can be a severe problem when using lasers with a low repetition rate. The effective interaction volume can be increased either by using longer laser pulses or higher intensities.

Another important feature of the pulsed evanescent-wave mirror is that the atoms are not reflected elastically. This is due to the fact that the force exerted on the atoms varies as a function of the initial position. Therefore, for a finite pulse duration, at least some atoms will end up at having a final velocity different in magnitude from the initial velocity and thus the reflection will be inelastic. Although this is an undesirable effect in atom optical applications, it can be useful in controlling the motion of thermal atoms. This is illustrated in Fig. 11 for a thermal beam of sodium atoms normally incident on a pulsed evanescent wave with a maximum intensity of 10 MW/cm$^2$. Clearly,
Figure 11: Modification of the thermal velocity distribution in reflection from an evanescent-wave mirror for three different pulse durations $t_p$: (a) $t_p = 1$ ns, (b) $t_p = 10$ ns, and (c) $t_p = 15$ ns. The incident velocity distribution of atoms undergoing reflection is indicated by the solid line, and the distribution after the reflection is indicated by the dashed line.

The velocity distribution of the reflected atoms can be modified by changing the interaction time. At short pulse durations the atoms do not have time to move through the whole evanescent wave and the reflection will be mostly inelastic. In this case, the atoms tend to be concentrated on the low velocities. For longer pulses, the interaction time is sufficient for a large part of the atoms entering the evanescent wave to undergo elastic reflection. The velocity distribution of the reflected atoms will thus approach their initial distribution when the pulse length is increased.

Compared with the conventional atom mirrors, the pulsed evanescent-wave mirror provides reflection angles that are larger by an order of magnitude. This is an important factor, especially, when dealing with thermal atomic beams, for which the CW mirrors are efficient only at grazing incidence. Furthermore, the velocity distribution of the reflected atoms can be modified by changing the pulse duration. In particular, at short pulse durations atoms reflected from a thermal beam tend to concentrate at low velocities. This type of reflection could be interesting for slowing down multilevel atoms, for which the usual Doppler-cooling methods are ineffective. For such a method to be practical, the number of reflected atoms per unit time should be as high as possible. At typical intensity levels, the effective volume from which the atoms can be reflected is, however, rather small (see Fig. 10). For normal incidence, this limits the number of reflected atoms in a typical thermal atomic beam to ca. 1000 atoms/s (at 10 Hz repetition rate) even if all atoms slower than 35 m/s would be reflected. Faster accumulation of atoms could be achieved by using a higher pulse repetition rate.
4.2 Pulsed standing-wave mirror

The conventional atom mirror configurations, including the pulsed evanescent-wave mirror, make use of a repulsive optical potential for the reflection of the atoms. As shown in Sec. 2, such potentials can be generated with the aid of dipole forces, but they require near-resonant light fields with a blue detuning. Unfortunately, this limits the use of the conventional atom mirrors to reflection of only simple atoms. For example, the rich internal energy-level structure in molecules makes it necessary to apply fields tuned sufficiently far below all electronic resonances to generate the dipole force. In this case of quasistatic fields, the dipole force exerted on ground state molecules will, unfortunately, always be attractive, i.e., towards the high-intensity regions of the optical field [122]. The motion of molecules through, e.g., a quasistatic evanescent wave is then analogous to the propagation of light through a medium with increasing refractive index, where total internal reflection is forbidden.

Possible solutions to the problem posed by the attractiveness of the potential are to excite the molecules to Rydberg levels, or to use a suitable quantum reflector. Although repulsive dipole forces can be obtained for Rydberg molecules [122], the need for high excitation severely limits the range of applications of such methods. Quantum reflectors, on the other hand, work with both repulsive and attractive forces, but are limited to very small incident velocities. In the following we introduce a novel scheme based on the use of a pulsed standing wave to reflect neutral particles that does not suffer from the above problems [Papers IV and V].

The geometry of the pulsed standing-wave mirror (PSWM) studied in this thesis is shown in Fig. 12. The main idea is to use each period of the standing-wave pattern as an independent mirror for the incoming particles. In the general case, the reflection will be inelastic, since the particles start at different locations at the turn-on time of the laser pulse. However, it is possible to obtain elastic reflection with a suitable choice of the field intensity and pulse duration [Papers IV and V]. To derive the optimum conditions for elastic reflection, we model the effects of the pulsed standing wave on
the center-of-mass motion of the particles with a position dependent effective potential. Furthermore, we apply the quasiclassical approximation in the calculation of the final momentum distribution of the particles. This is allowed, since the total momentum transferred to the atoms in a pulsed laser field is typically much larger than a single recoil momentum. In this case, we can neglect the $\hbar k$ scale features in the momentum distribution and use the classical equations of motion to describe the motion of the particles.

In the case of an attractive (repulsive) dipole force, particles that start within the interaction region are caught by the standing wave and start to oscillate around the antinode positions (node positions). If the effective potential depends linearly on the field intensity, the potential wells around the the antinodes will be nearly parabolic. This allows a harmonic-oscillator analysis to be applied to calculate the final velocity of the particles. For laser pulses with a square-shaped temporal profile the resulting expression for the final velocity takes the simple form

$$p_f = p_i \cos(\omega_{\text{osc}} T) - M \omega_{\text{osc}} v_i \sin(\omega_{\text{osc}} T),$$

where $\omega_{\text{osc}} = 2\pi / T_{\text{osc}}$ is the oscillation frequency and $x_i$ the initial $x$-coordinate value of the particle in the potential well. From the above equation we can clearly see that by choosing the interaction time such that

$$T = \left(n - \frac{1}{2}\right) T_{\text{osc}} \quad (n = 1, 2, ...),$$

all particles will end up having final momenta $p_f = -p_i$, regardless of their velocities and positions in the well at the turn-on time of the laser field. With this choice of the oscillation period, the PSWM acts as a long row of independent atom mirrors. Due to the symmetry of the standing-wave pattern, elastic reflection can be obtained both with attractive and repulsive forces.

An additional advantage of the PSWM compared with, e.g., the pulsed evanescent-wave mirror is the possibility to obtain a large interaction volume without compromising the strength of the dipole force. Since each period of the standing-wave pattern provides the same dipole force to the particles, the PSWM can be used to control a large number of particles even with a single laser pulse. Moreover, the standing-wave geometry gives the strongest possible intensity gradient at a given wavelength, and thus provides the strongest possible forces, too. This is very convenient, especially, when dealing with off-resonant fields that otherwise can lead to relatively small potential depths.

The fraction of elastically reflected particles for the first reflection optimum ($n = 1$) is, typically, limited to roughly 20% due to the anharmonicity of the sinusoidal standing-wave potential [Paper V]. Furthermore, the anharmonicity leads to a rapid decrease of the reflection coefficient of the PSWM at initial velocities of $v_i \gtrsim A / 2T$, where $A$ is
Figure 13: The differences in atomic motion in a pulsed standing wave with two types of temporal pulse profiles. (a) laser pulse with a fast turn on/off, (b) laser pulse with a Gaussian temporal profile. The curves represent trajectories of atoms at different initial velocities. The $e^{-2}$ width of the Gaussian laser pulse and the length of the square-type laser pulse are both 10 ns. The pulse areas are equal in both cases.

As far as elastic reflection is concerned, the first reflection optimum provides the maximum efficiency. In this case, the temporal profile of the laser pulse will not have a significant effect on the reflection characteristics of the PSWM [Paper V]. However, at higher intensities the pulse profile can have a considerable effect on the dynamics of the particles. In particular, the motion of fast particles ($v_1 \gtrsim \Lambda/2T$), which move in the anharmonic part of the potential, depends strongly on the temporal shape of the laser pulse (see Fig. 13). When using square-form laser pulses, particles can be captured only in the same period of the standing-wave pattern in which they are located at the turn-on time of the laser field. Furthermore, the capture efficiency approaches zero close to the nodes of the standing wave (attractive mode). In contrast, when using laser pulses with a smooth temporal profile, particles that start close to the nodes can still be captured by the neighbouring period of the standing-wave pattern. The reflection efficiency of the PSWM will then be optimized for particles that start in certain initial velocity groups. This will lead to a similar bifurcated final momentum distribution as a function of the initial velocity as is observed for atoms crossing a CW standing wave with a Gaussian spatial profile [125].
4.2.1 Reflection of neutral molecules

In Paper IV, we study the reflection of neutral molecules by pulsed standing waves with intensities of several tens of GW/cm$^2$. Such intensities can be generated relatively easily with many types of commercial pulsed laser systems. Here we choose the laser parameters according to typical values for pulsed Nd:YAG lasers. This is a convenient choice in the sense that single mode, high-power Nd:YAG lasers are readily available. Moreover, deflection and focusing of molecular beams have already been demonstrated using such lasers [104, 105], which provides an experimental proof on their suitability for the manipulation of neutral molecules.

In this thesis, we limit the discussion to linear molecules and linear polarization. Furthermore, we assume that the field intensity is high enough to cause alignment of the molecules along the polarization direction. In this case, the adiabatic rotational energy eigenvalues of the molecules take the simple form [102, 126]

$$U_{J,M} \approx -\frac{1}{4} \alpha || E_0^2(\vec{R},t) + E_0(\vec{R},t)\sqrt{B_c \Delta \alpha} \times (2J + |M| + 1),$$  \hspace{1cm} (31)

where $J$ and $M$ are, respectively, the total angular momentum of the molecule and its projection on the space-fixed $z$-axis defined by the polarization direction. If the electric field changes smoothly on the time scale of the rotational motion, the above eigenvalues can be used as the effective interaction potential for the molecules [103]. Since the rotational motion evolves on the time scale of $\hbar / B_0$ [127], where $B_0$ is the rotational constant, the condition of adiabaticity is typically fulfilled for laser pulses with a duration in the nanosecond regime.

As can be seen from Eq. (31), the first term in the effective potential is proportional to the intensity of the laser field, and the second term to the field amplitude. Due to this linear term, the effective potential will not be purely sinusoidal. However, a region with a nearly quadratic form can still be obtained at least at every second antinode of the standing wave. This means that the PSWM can be used as an elastic reflector for neutral molecules, but in a general case, its efficiency will be halved in comparison with the results of the previous subsection. However, at high intensities, i.e. for $\alpha || E_0(t)/(4\sqrt{B_c \Delta \alpha}) \gg 1$, and at low rotational temperatures, the second term in Eq. (31) can be neglected. In this case, the effective potential assumes a purely sinusoidal form and allows the regions around each antinode position of the standing wave to be utilized as an elastic reflector. This is the case, for example, for Rb dimers, for which the first reflection optimum occurs at intensities on the order of 30 GW/cm$^2$ when using laser pulses with a duration of 10 ns $\alpha || E_0/(4\sqrt{B_c \Delta \alpha}) \approx 30$ at 30 GW/cm$^2$) [Paper IV].

The functioning of the PSWM as a molecule mirror is illustrated in Fig. 14 for the first reflection optimum. The distributions are calculated for laser pulses with a Gaussian temporal profile. The $e^{-2}$ width of the laser pulse is 10 ns. Since the pulse duration
Figure 14: Gray-scale plot of the final momentum distribution of Rb$_2$ molecules as a function of the initial momentum in the case of a laser pulse with a Gaussian temporal profile. The $e^{-2}$ width of the profile is 10 ns. The distribution corresponds to the first reflection optimum, i.e., to an oscillation period of $T_{\text{opt}} \approx 2T$. Notice the dark line at -45 degrees indicating a strong elastic reflection of molecules with $p_i \lesssim 12000\,\hbar\lambda$.

is much longer than the time scale for the rotational motion ($\hbar/B_\lambda \approx 200$ ps [128]), the adiabaticity is guaranteed at all times. As can be seen from Fig. 14, a significant fraction (ca. 20 %) of the incoming molecules in the range $v_iT \lesssim \Lambda/2$ (in this case $mv_i \lesssim 12000\,\hbar\lambda$) are reflected nearly elastically. The velocity limit can be increased by increasing the laser intensity and the period of the standing wave pattern. However, to reach the thermal velocities, very high intensities are required. For example, for $v_i \approx 500$ m/s the required laser intensity is approximately 1 TW/cm$^2$. Such intensities can be reached by focusing a pulsed laser beam to a small spot. This will, however, lead to a reduction of the interaction volume. In addition, at high intensities the reflection efficiency will start to decrease due to multiphoton ionization.

The width of the momentum distribution of the elastically reflected molecules, $\delta p$, depends on how well the relation (30) is satisfied. In a realistic case, the laser intensity varies from pulse to pulse or may have a nonuniform spatial distribution. Consequently, the oscillation period will fluctuate around the optimum value, and the molecules will spread into a band around the final momentum state $p_f = -p_i$. For example, assuming $\pm 2\%$ fluctuations in the intensity, the average width of the distribution of the elastically reflected molecules in Fig. 14 would be $\delta p \approx 200\,\hbar\lambda$. Compared with the ability of the PSWM to reflect molecules with initial momenta as large as $p_i \lesssim 12000\,\hbar\lambda$, this spread is, however, insignificant.

The results of our numerical calculations indicate that the PSWM can be used to efficiently control the center-of-mass motion of slow molecules ($v_i \lesssim 25$ m/s) at low
rotational temperatures. Such molecules have been produced recently with photoassociation in magneto-optical traps (e.g., for Rb$_2$ [129, 130]), with buffer-gas cooling of paramagnetic molecules [131, 132], and by using time-varying electric fields to decelerate molecular beams [133]. Evidently, the use of the PSWM to control the motion of these slow molecules will be of great interest in developing new types of optical applications with gas-phase molecules.

4.2.2 Reflection of thermal atoms

In Paper V, we study the use of the PSWM for reflection of two-level atoms in the limit of large detuning. We assume that external relaxation processes, such as spontaneous emission and phase fluctuations of the laser field, can be neglected. This is a reasonable assumption, since we are dealing with large detunings and short pulse durations. Furthermore, in practical experiments, single mode lasers can be used to reduce the effects of the phase fluctuations even on exact resonance. The effective potential seen by the atoms can be determined by using the dressed-state description for the two-level atoms (see, e.g., [134]). In this approach, the atom and the laser field are considered to form a combined system and the resulting eigenstates of the total Hamiltonian, the dressed states, are used to determine the effects of the laser field on the atomic motion. Assuming that nonadiabatic transitions between the dressed levels can be neglected, the eigenenergies of the dressed states can be used as the effective potential. They are [135]

$$U(x, t) = \frac{1}{2} \hbar \left[ \Delta \pm \sqrt{\Delta^2 + \Omega(x, t)^2} \right],$$  \hspace{1cm} (32)

where the signs refer to different dressed states. The Rabi frequency is defined as

$$\Omega(x, t) = \mu E_0(\vec{R}, t)/\hbar,$$

where $\mu$ is the dipole matrix element for the transition. This model for the effective potential is valid, if $\Delta \gtrsim \Omega$ and if the laser field changes smoothly in time, e.g., $1/\delta t \ll |\Delta|$, where $\delta t$ is the turn-on time of the laser pulse [135, 136].

At large detunings, the effective potential in Eq. (32) reduces to a sinusoidal form and, therefore, it can be applied as an elastic reflector for atoms with initial velocities up to $v_i^{\text{max}} \lesssim \Lambda/2T$. At typical parameter values for pulsed dye lasers, $T = 10$ ns and $\Lambda = 800$ nm, the velocity limit will be $v_i^{\text{max}} \approx 40$ m/s. The corresponding intensity for the first reflection optimum is approximately 100 MW/cm$^2$ when using atomic parameters corresponding to the sodium D$_2$ transition. Such intensities can be reached relatively easily with many types of pulsed dye laser systems and should not cause significant difficulties in practical applications. For some atomic species multiphoton ionization can, however, reduce the reflection efficiency already at this intensity.

As compared with the conventional atom mirror geometries, the PSWM can be used to reflect atoms with an order of magnitude higher initial velocities. This allows the
Figure 15: The final momentum distribution of a thermal beam of sodium atoms after interaction with a pulsed standing wave. The distributions are calculated using laser pulses with a fast turn on/off and a duration of 10 ns. For (a) $\Omega_0 = 3.4 \times 10^{12} \text{s}^{-1}$ ($T_{\text{osc}} \approx 19 \text{ ns}$), (b) $\Omega_0 = 1 \times 10^{12} \text{s}^{-1}$ ($T_{\text{osc}} \approx 11 \text{ ns}$), and (c) $\Omega_0 = 2 \times 10^{12} \text{s}^{-1}$ ($T_{\text{osc}} \approx 25 \text{ ns}$). The detuning is $\Delta = 5\Omega_0$ in all cases. The period of the standing-wave pattern is 294.5 nm. The vertical axis gives the fraction of atoms that end up in a final momentum state $m\hbar k_A$, where $m$ is an integer.

PSWM to be applied to control the motion of thermal atomic beams, for which the traditional atom mirrors work only at grazing incidence. Furthermore, the large interaction volume of the PSWM allows an experimentally useful number of atoms to be reflected from a thermal beam even at normal incidence. For example, more than $10^3$ atoms/cm can be reflected from a thermal beam of sodium atoms already at an intensity of 10 MW/cm$^2$ ($v^\text{max} = 15 \text{ m/s, } \Lambda = 294.5 \text{ nm}$) [Paper V]). The number of reflected atoms will be increased by an order of magnitude at an intensity of 100 MW/cm$^2$.

Since the atomic dynamics in a pulsed standing wave strongly depends on the ratio of the oscillation period to the interaction time, the shape of the final momentum distribution depends on the value of the Rabi frequency. At non-optimal values of the oscillation period the atoms will spread to a wide range of momentum states and, consequently, the reflection efficiency of the PSWM is significantly reduced. However, it turns out that the number of atoms in negative momentum states can still be high. This offers the possibilities to use the PSWM as an inelastic reflector, and to modify the momentum distribution of the reflected atoms. For example, in Fig. 15 we show final momentum distributions around the first reflection optimum. We illustrate generation of slow atoms, or a nearly flat momentum distribution. These distributions correspond to laser pulses with a square temporal profile.

In addition to the pulse duration, the shape of the laser pulse can have a significant effect on the shape of the final momentum distributions. This is illustrated in Fig. 16.
Figure 16: The final momentum distribution of a thermal beam of sodium atoms after interaction with a pulsed standing wave. The distributions are calculated using laser pulses with a Gaussian temporal profile. The $e^{-2}$ width of the Gaussian profile is 10 ns. For (a) $\Omega_0 = 7.7 \times 10^{12} \text{ s}^{-1}$, (b) $\Omega_0 = 2.4 \times 10^{13} \text{ s}^{-1}$, and (c) $\Omega_0 = 4.6 \times 10^{13} \text{ s}^{-1}$. The period of the standing-wave pattern is 294.5 nm. The vertical axis gives the fraction of atoms that end up in a final momentum state $m\hbar k_A$, where $m$ is an integer.

For laser pulses with a Gaussian temporal profile. In Fig. 16(a), the intensity is chosen such that the fraction of the elastically reflected atoms is optimized. In this case, the temporal profile of the pulse does not have a significant effect on the reflection dynamics, and the final momentum distribution turns out to be similar to that in Fig. 15(a). The main difference is that the first reflection optimum occurs at a slightly higher peak intensity than was found for the case of the square-profile laser pulse. This is due to the fact that the maximum momentum that can be transferred to the atoms increases more slowly as a function of the field intensity for a smooth pulse than for a pulse that turns on abruptly [137].

At higher intensities ($T_{\text{osc}} \lesssim T$), the pulse profile will have a more significant influence on the shape of the final momentum distribution. In Fig. 16(b), the field intensity was increased to give $T_{\text{osc}} \approx T$. In this case, the slow atoms that move in the most harmonic part of the effective potential are transmitted and thus the low negative momentum states are only slightly populated. However, the standing wave can still reflect certain anharmonically moving atoms that have a suitable initial velocity. These atoms pile up in the high-negative momentum states of the final distribution, as shown in Fig. 16(b). Figure 16(c) corresponds to the second reflection optimum ($r = 2$) for the harmonically moving atoms. In this case, the shape of the final momentum distribution at low momentum states is again similar to that of Fig. 15(a), and the anharmonically reflected atoms have moved to higher negative momentum states. At still higher intensities, the distribution acquires more maxima corresponding to the different initial velocity groups that can be reflected. Since the maxima are located at high momentum states, the shape of the final momentum distribution seems to be more difficult to
control when using smooth laser pulses than it was in the case of square-profile pulses.

The control of the final momentum distribution can be improved by using a standing-wave pattern that moves with a velocity of $v_{\text{pw}}$. In this case, the atoms are reflected with respect to the momentum $m v_{\text{pw}}$ [Paper V]. Therefore, by varying the velocity of the moving standing-wave pattern, the final momentum of the reflected atoms can be chosen appropriately. In particular, with a suitable choice of $v_{\text{pw}}$, the peak in Fig. 16(b)-(c) can be moved to zero momentum. The scheme of the moving standing-wave pattern might, therefore, be interesting, for example, for the generation of slow atoms in cases where the normal laser cooling methods are inefficient. This could include multilevel atoms, or at somewhat higher intensities even molecules. Furthermore, by applying a few moving standing-wave pulses in succession, it might also be possible to transfer fast atoms or molecules to low momentum states even at moderate laser intensities.
5 Conclusions

In this thesis, the use of pulsed laser fields to control the center-of-mass motion of neutral atoms and molecules is studied both numerically and experimentally. In particular, we consider the use of a pulsed standing wave for the deflection of atomic beams, and develop novel types of mirrors for applications in atom and molecule optics. The research work shows that pulsed laser fields can be applied to form efficient mirrors for neutral particles regardless of the details of their internal energy-level structure. Moreover, it is shown that pulsed standing waves can also be utilized to efficiently deflect atomic beams.

In the first part of the thesis, we study the effects of phase fluctuations of the laser field on the momentum distribution of atoms after interaction with a standing wave. Our numerical simulations show that the coherence properties of the laser field play a major role in diffraction of atoms, especially when using pulsed lasers. It turns out that the effects caused by the limited coherence time of the optical field are clearly observable as a transfer of atoms in momentum space to the region around zero momentum rather than to high momentum states. For the typical bandwidth values of multimode dye lasers the deflection appears to be mainly diffusive. The occupation of the momentum states on the wings of the double-peaked Bessel function distribution, i.e., the number of atoms with large deflection angles, can be increased by reducing the spectral width of the light field closer to the Fourier limit. However, even with narrow bandwidths the diffusive component will still be observable, which indicates the importance of phase fluctuations in the diffraction experiments.

The numerical analysis of the pulsed standing-wave diffraction was complemented by experimental measurements of the deflection profiles of a beam of thermal sodium atoms. The experimental distributions were measured for a value of the coherence time intermediate between the Rabi period and the interaction time. The observed distribution of final momenta was found to be in a reasonable agreement with the theoretical predictions. A comparison of the results with an expected distribution calculated for a fully coherent interaction shows that the phase fluctuations of the light field drastically affect the achievable transverse momentum values. Based on our theoretical and experimental analysis of the diffraction profiles, we conclude that large deflection angles can be reached only when laser pulses with a Fourier-limited bandwidth are applied.

The second part of the thesis concentrates on the development of pulsed mirrors for neutral atoms and molecules. In particular, we consider the use of an evanescent wave, formed in total internal reflection of light on a vacuum-dielectric interface, and of a standing wave as possible mirror configurations. Our numerical simulations of the pulsed evanescent-wave mirror show that atoms with initial velocities up to several tens of meters per second can be reflected already at the moderate field intensities of a few tens of MW/cm². This allows pulsed evanescent waves to be applied in a compact
setup to control the motion of thermal atomic beams, for which the traditional atom mirrors are suited only at grazing incidence. However, since the effective interaction volume of the atomic beam and the laser field is limited by the short decay length of the evanescent wave, only a relatively small number of atoms can be reflected with a single laser pulse. Furthermore, the reflection is always inelastic, since the force exerted on the atoms varies as a function of the initial position of the particles. To solve the above problem we consider the use of a standing wave as a pulsed mirror for atoms. Our numerical simulations show that with a proper choice of the pulse duration and field intensity, each period of the standing-wave pattern functions as an elastic mirror for particles with an initial kinetic energy below the depth of the standing-wave potential. Hence, the standing-wave pattern acts as a long row of independent atom mirrors, which provides a novel route to controlling large volumes of fast atoms even with a single laser pulse.

As a second application for the pulsed standing-wave mirror we consider the reflection of slow molecules, for which no efficient mirror configuration previously has been available. It is shown that pulsed standing waves of nonresonant frequencies can be used to efficiently manipulate large volumes of rotationally cold molecules. With a suitable choice of the parameter values, the molecules can be reflected nearly elastically, or with a tailored momentum distribution. This opens up a possibility to use the pulsed standing-wave mirror to control the motion of particles in various applications of atomic and molecular physics. Such a mirror could be applied, for example, to steer and image molecular beams, separate molecular species, and to form pulsed molecular beams.

In conclusion, the research work in this thesis shows that the use of pulsed laser fields offers certain advantages in devising components for atom optics. In particular, the possibility to control the motion of neutral gas-phase molecules with the pulsed standing-wave mirror shows up as a promising tool for the emerging field of molecule optics. Apparently, following the recent advances in cooling and trapping of neutral molecules, the interest in such a component will grow in the near future.
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Abstracts of Publications I–V

I. Deflection of two-level atoms by a pulsed standing wave with a pulse duration of a few nanoseconds is studied by using the density matrix formalism. The effect of the limited coherence time of the pulsed laser field on the momentum distribution of the deflected atoms is investigated. In particular, we determine the coherence time at which the deflection by a pulsed standing wave differs significantly from the zero relaxation case.

II. We study the deflection of sodium atoms by a resonantly tuned pulsed standing wave of high field intensity. The effects of the phase fluctuations of the laser field are determined by measuring the momentum distribution of the deflected atoms at intermediate coherence times. The experimental results are explained using a theoretical model based on the generalized density matrix formalism of two-level atoms.

III. Atomic motion in a pulsed evanescent wave, with a pulse duration on the order of the lifetime of the excited state, is calculated using the semiclassical Bloch-equation approach. The equations for the internal atomic motion are solved using two approximations based on high laser intensity and on slow atomic velocity. The center-of-mass motion in the field under the effect of the dipole force is subsequently determined by numerical integration. As an example, the calculations show that the maximum normally incident velocity allowing a sodium atom to be reflected is approximately 35 m/s when using a 10 MW/cm² laser pulse of 7 ns duration. Our results also demonstrate that the velocity distribution of the reflected atoms may considerably differ from the distribution of the incident atoms due to different deceleration and acceleration times in a short laser pulse. This effect may lead to an average slowing-down of the reflected part of a thermal particle beam.

IV. Reflection of neutral atoms and molecules by a pulsed standing wave with a duration on the order of nanoseconds is studied. It is shown that with a suitable choice of the laser parameter values, each period of the pulsed standing wave functions as an independent mirror thus providing a novel way to manipulate large samples of neutral gas-phase particles even with a single laser pulse. At moderate field intensities, the pulsed standing wave mirror would be directly applicable, e.g., for the manipulation of buffer-gas cooled molecules.

V. Reflection of thermal atoms by a pulsed standing wave with a duration in the nanosecond region is studied. Momentum distribution of the reflected atoms is determined by theoretical calculations based on the adiabatic atom-photon interactions. It is shown, that with a proper choice of the field intensity and the pulse duration the standing-wave pattern functions as a row of independent
atomic mirrors. At an optimum choice of the parameter values, the fraction of the elastically reflected atoms is more than 20%. Furthermore, we show that the pulsed standing-wave mirror can be used to reflect thermal atoms and to manipulate their final momentum distribution. When using laser pulses with an intensity of several tens of MW/cm$^2$ tens of thousands of atoms can be reflected by a single laser pulse.