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Abstract

This thesis considers nonlinear parameter estimation problems arising from tomographic imaging modalities governed by elliptic partial differential equations. These are ill-posed inverse problems and hence their solution requires regularization or, in the Bayesian framework, incorporation of prior information about the to-be-reconstructed spatially varying parameter. In particular, if the parameter is known to have distinct inclusions in a constant background, we quantify such information by assuming that after discretization the parameter follows an edge-enhancing prior distribution. Moreover, we study how to recover from different kinds of errors in the data, since even small ones can be enough to ruin the reconstruction for an ill-posed tomographic imaging problem.

We consider the solution of the investigated inverse problem to be the maximum a posteriori estimate for the parameter of interest, which can be found by solving a minimization problem. We propose to search for the minimizer by an iterative algorithm based on combining linearizations of the forward model, lagged diffusivity steps and a priorconditioned Krylov subspace method (LSQR). By presenting examples from electrical impedance tomography (EIT), diffuse optical tomography (DOT) and quantitative photoacoustic tomography (QPAT), we demonstrate that such a method can be implemented efficiently enough to be feasible for solving large-scale three-dimensional problems. In addition, we use a conformal invariance result for the complete electrode model (CEM) of EIT to compensate for geometric modeling errors.
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Publication I: “Edge-enhancing reconstruction algorithm for three-dimensional electrical impedance tomography”

The implementation of the algorithm (excluding the forward solver) is mainly due to the author. She also participated in the writing process. In particular, she designed and reported the numerical experiments.

Publication II: “Edge-promoting reconstruction of absorption and diffusivity in optical tomography”

The implementation of the algorithm (excluding the forward solver) and a large part of the writing process are due to the author. In particular, she designed and reported the numerical experiments.

Publication III: “Efficient inclusion of total variation type priors in quantitative photoacoustic tomography”

The author participated in the implementation of the matrix-free approach; the other parts of the algorithm (excluding the forward solver) are due to her. The author also substantially contributed to the writing process. In particular, she designed and reported the numerical experiments.

Publication IV: “Compensation for geometric modeling errors by electrode movement in electrical impedance tomography”

The author is responsible for modifying the forward solver of II and III for EIT. She also substantially contributed to the writing process. In particular, she designed and reported the numerical experiments.
Author's Contribution
After Wilhelm Röntgen’s discovery of X-rays in 1895, the world of medicine experienced a major change. Before that, the only way to see inside a patient was by a surgery or some other invasive method, but with the new technology, a doctor could make an exterior measurement to get an image of what the patient looked like from inside. Conventional X-ray imaging developed into computerized tomography (CT) and was soon accompanied by other non-invasive imaging modalities, such as ultrasonography, positron emission tomography (PET) and magnetic resonance imaging (MRI). Newer methodologies include optical tomography, electrical impedance and capacitance tomography, and elastography as well as various hybrid methods. For a thorough history of the development of diagnostic tomographic imaging, see [37]. In addition to diagnostics, different imaging methods have several other applications, for example in non-destructive testing of materials, and imaging of deep geologic structures, the floor of an ocean or the space.

The shared aim of all tomographic imaging modalities is to recover internal information based on interaction between the input signal and the imaged object. The type of the recovered information depends on what kind of signal is employed, in what way it is applied, and how the measurements are recorded. For example in X-ray imaging, the target is exposed to electromagnetic radiation in X-ray frequencies, and the distinction of tissues is based on their capability of absorbing different amounts of photons from the radiation. Furthermore, although conventional X-ray imaging and CT use the same type of input signals, due to the different application and recording methods, the two modalities yield different information about the target.

Formulating a tomographic imaging task mathematically is a two-fold problem. First, assuming that the internal parameter of interest (the to-
be-recovered information) is known, the *forward problem* is to make use of the physical laws related to the employed imaging method to describe how the recorded measurement depends on the parameter. The resulting mathematical model is then used in the second part, which is the *inverse problem* of estimating the value of the internal parameter based on some actual recorded measurements. While specifying the forward model is by no means a trivial task, it is beyond the scope of this thesis. We will consider some well-established forward models and focus on the parameter estimation problem.

Being an inverse problem, estimation of the internal parameter is not a straightforward problem to solve. The difficulty arises from the fact that such problems are usually *ill-posed*. According to the definition given by Jacques Hadamard in 1920’s, a *well-posed* problem has a unique solution that depends continuously on the data [43]. Conversely, an ill-posed problem may not have an exact solution at all or there may be several (possibly an infinite number) of them. Most importantly, even if a solution exists, its dependence on the data is certainly not continuous in any reasonable metric. Hence, to solve such a problem, it is necessary to search for an approximate solution and to use additional *prior* information that helps to define which one of all the possible approximate solutions is likely to be the desired one. Furthermore, all the errors have to be carefully accounted for, since otherwise even small ones may ruin the solution. Broadly speaking, the possible inaccuracies can be divided into two categories: *model errors* result from imperfections in the forward model compared to the physical reality whereas *measurement errors* correspond to data uncertainties, which can depend for example on the used instrumentation.

In addition to the difficulties arising from the ill-posedness, reconstructing the parameter of interest in a tomographic imaging problem often introduces numerical challenges. Although the final images produced by many practical imaging modalities are two-dimensional, the actual problems are usually inherently three-dimensional. Even when all the related mathematical concepts can be formulated similarly in both spatial dimensions, the computational cost often increases substantially with the dimension. For this reason, we are particularly interested in developing algorithms that are also capable of handling three-dimensional problems efficiently.
Parameter estimation problems

In order to handle the considered problems in a more concrete manner, we introduce in this section a notation for a general parameter estimation problem, illustrated in Figure 1.1. We denote the domain (the examined body) by $\Omega \subset \mathbb{R}^d$. Although in this work we are mainly interested in the three-dimensional case, $d = 3$, the presented methods also apply to $d = 2$. The parameter of interest is denoted by $c \in C \subset D$, where $D = D(\Omega)$ is the chosen parameter space, which is a function space defined over the domain, and $C$ is the set of admissible parameters (containing e.g. positivity constraints). Our data (the measurement) is denoted by $f \in F$, where $F$ is the data space usually defined on (a part of) the boundary $\partial \Omega$. Notice that we only consider time-independent settings, that is, neither the parameter $c$ nor the measurement $f$ depends on time.

In this configuration, the forward problem is to determine the forward operator $F : C \rightarrow F$, the structure of which depends on the application. We restrict our attention to such $F$ that can be described by an elliptic partial differential equation. In particular, the considered forward operator may be nonlinear. The parameter estimation problem is now described as follows: given the data $f \in F$, find such $c \in C$ that $F(c) \approx f$. We need to look for an approximate solution, since the problem is ill-posed and in practical applications the available data is always erroneous. More precisely, we consider the usual approach of finding the solution $c \in C$ that minimizes the least-squares functional

$$\Phi(c) = \frac{1}{2} \| F(c) - f \|_F^2$$

accompanied by suitable regularization that reflects our prior information on the parameter. Note that the norm $\| \cdot \|_F$ may depend on the employed
noise model. In this thesis we consider numerical aspects that let us efficiently solve minimization problems of this type with a high-dimensional discretization of the parameter space, a large number of data and in the presence of modeling errors.

The rest of this overview is organized as follows. In Section 2 we go through some numerical techniques related to solving the parameter estimation problem and conclude by introducing a reconstruction algorithm that can be efficiently implemented for relatively large problems. Section 3 is dedicated to describing the three imaging modalities that are considered in the four publications comprising this thesis. The results of the publications are then summarized in Section 4.
2. Numerical methods

In this section we consider the numerical solution of the parameter estimation problem described in Section 1. We begin by discretizing the problem in Section 2.1 and proceed in Section 2.2 to describe the Bayesian framework, which is used to derive the to-be-minimized functional corresponding to (1.1). In Section 2.3 we discuss the handling of modeling errors, and finally in Section 2.4 we briefly go through the minimization algorithms relevant to this thesis.

2.1 Discretization

To keep the explanations simple, we only consider here the case in which all parameters and measurements are real-valued. Notice, however, that the described approaches generalize to the complex-valued setting as well. In particular, this observation is relevant for the set-up of Publication II. Our presentation follows the books [16, 26]. For a more general description of the theoretical aspects considered in this section, we refer to [115].

In a tomographic imaging problem the main parameter of interest is a function depending on the position \( x \in \Omega \) and as such, it naturally lives in an infinite-dimensional function space that depends on the considered imaging modality. Since our algorithms are designed for handling finite-dimensional parameters, we first need to discretize the parameter and the forward model. In other words, we approximate \( c \in C \subset D \) by some \( \hat{c} \in \hat{C} \subset \hat{D} \), where \( \hat{D} \) is a finite-dimensional subspace of \( D \). The approximate parameter can then be represented in terms of a basis \( \{ \phi_j \}_{j=1}^n \) of \( \hat{D} \) as

\[
\hat{c}(x) = \sum_{j=1}^n c_j \phi_j(x), \quad x \in \Omega, \tag{2.1}
\]

which is uniquely determined by the vector of coefficients \( c = [c_j]_{j=1}^n \in \mathbb{R}^n \); we write \( \hat{D} \cong \mathbb{R}^n \). After discretization, our aim is to recover the vector \( c \).
**Forward model**

To be able to numerically solve the forward problem corresponding to an approximate parameter, we also need to discretize the forward model $F : C \to F$. To explain how this is done, we split the evaluation of $g = F(c)$ into two parts using $F : C \to S \to F$ as follows: for a given $c \in C$, first solve the state $u \in S$ from the state equation and then use the measurement operator $M : S \to F$ to retrieve the data corresponding to $u$. Conceptually, the variable $u \in S$ describes completely the state of the system corresponding to a fixed parameter $c$ and the considered input. The measurement operator $M$ then indicates which (small) part of the information in $u$ can actually be measured. For simplicity, in this section we present the theory assuming that the measurement $g = M(u)$ is only related to one state $u \in S$. However, in practice the data in (1.1) is often recorded corresponding to several different input signals applied to the target (see Section 3), and hence it is related to several states $u^{(1)}, \ldots, u^{(N)}$. Notice that the generalization to such a case is straightforward by using $g = [M(u^{(1)}), \ldots, M(u^{(N)})]$.

The state equation of a (diffuse) tomographic imaging problem is typically governed by an elliptic (or parabolic) partial differential equation (PDE) with appropriate boundary conditions. We assume that there exists a corresponding variational formulation:

$$ B(u, v) = L(v) \quad \text{for all } v \in S, \quad (2.2) $$

where $B : S \times S \to \mathbb{R}$ and $L : S \to \mathbb{R}$. Here $B = B(c)$ depends implicitly on the parameter $c$. Details on how to deduce the formulation (2.2) for a given boundary value problem can be found for example in [16]. The following theorem lists the sufficient conditions under which the variational formulation has a unique solution.

**Theorem 1 (Lax–Milgram).** Assume that $S$ is a real Hilbert space. Let $L : S \to \mathbb{R}$ be a continuous linear functional and $B : S \times S \to \mathbb{R}$ a bilinear form for which there exist constants $\beta < \infty$ and $\alpha > 0$ such that

$$ |B(v, w)| \leq \beta \|v\|_S \|w\|_S \quad \text{for all } v, w \in S \quad \text{(boundedness)}, $$

$$ B(v, v) \geq \alpha \|v\|_S^2 \quad \text{for all } v \in S \quad \text{(coercivity)}. $$

Then there exists a unique $u \in S$ that solves (2.2).

The state space $S$ is typically infinite-dimensional; $u \in S$ can be for example a function of $x \in \Omega$. Hence, we need to make a finite-dimensional
approximation $\hat{u} \in \hat{S} \subset S$. If $\{\phi_j\}_{j=1}^m$ forms a basis for $\hat{S} \cong \mathbb{R}^m$, then

$$\hat{u} = \sum_{j=1}^m u_j \phi_j$$

(2.3)

for some $u = [u_j]_{j=1}^m \in \mathbb{R}^m$. Notice that we often use the same discretization for $c$ and $u$, i.e. the bases for $\hat{S}$ and $\hat{D}$ are the same, and $m = n$, but in general they need not to be. When $\hat{S}$ is chosen properly, there exists a unique solution also for the approximate problem corresponding to (2.2) and the associated error is characterized by the following theorem.

**Theorem 2** (Céa’s lemma). Assume $S$, $L$, and $B$ are as in Theorem 1. If $\hat{S}$ is a finite-dimensional subspace of $S$, there exists a unique $\hat{u} \in \hat{S}$ solving

$$B(\hat{u}, \hat{v}) = L(\hat{v}) \quad \text{for all } \hat{v} \in \hat{S}.$$  

(2.4)

**Furthermore,** if $u \in S$ is the unique solution of (2.2), then

$$\|u - \hat{u}\|_S \leq \frac{\beta}{\alpha} \min_{\hat{v} \in \hat{S}} \|u - \hat{v}\|_S.$$

See for example [16] for proofs of these theorems. Now, using (2.1), (2.3) and letting the test function $\hat{v}$ go through all the basis functions $\{\phi_j\}_{j=1}^m$, the approximate state equation (2.4) can be written in a discrete form

$$Bu = L,$$

(2.5)

where $B = [B(\phi_i, \phi_j)]_{i,j=1}^m \in \mathbb{R}^{m \times m}$ and $L = [L(\phi_j)]_{j=1}^m \in \mathbb{R}^m$. Solving $u = [u_j]_{j=1}^m \in \mathbb{R}^m$ from (2.5) is then conceptually straightforward.

After the approximate state is solved from (2.5) and (2.3), we use the measurement operator to get the (approximate) data, $g = M(\hat{u})$. The measurement operator may also (implicitly) depend on other infinite-dimensional objects, which are again replaced by suitable finite-dimensional approximations when numerically evaluating $M(\hat{u})$. In addition, even though physically realistic measurements $g \in F$ are always finite-dimensional, this is not necessarily the case in mathematical models. If $F$ is infinite-dimensional, again, we replace it by a finite-dimensional approximation $g \approx \hat{g} \in \hat{F} \subset F$. For notational convenience, we often identify the finite-dimensional approximations with the corresponding coefficient vectors and use $\mathcal{F}$ also to denote the discretized forward model i.e. we write $g = \mathcal{F}(c)$.

**Derivative of the forward model**

To minimize a functional of form (1.1) with a differentiation-based algorithm, we also need to approximate the derivative of the map $c \mapsto F(c)$
evaluated at a given point. There are two possible approaches: either to
discretize the model first, and then calculate the exact derivative of the
discretized model, or to first calculate analytically the exact derivative of
the continuous model, and then discretize the resulting equations. For ex-
ample [23] presents some methods for computing the exact derivative of
the discrete model $F : \mathbb{R}^n \to \mathbb{R}^k$ at a point $c \in \mathbb{R}^n$, i.e. the Jacobian matrix
$$J^F_c(c) = \left[ \frac{\partial F_i(c)}{\partial c_j} \right]_{i,j=1}^{k,n} \in \mathbb{R}^{k \times n}.$$  
In this work we take the other approach. We assume that the continuous
forward model $F : C \to F$ is Fréchet differentiable with respect to the
parameter $c \in C$ i.e. that it has a Fréchet derivative for all $c \in C$, defined
as follows.

**Definition 1.** Let $D$ and $F$ be Banach spaces and $C \subset D$ an open subset
of $D$. The Fréchet derivative of $F : C \to F$ at $c \in C$ is the bounded linear
map $F'(c) : D \to F$ that satisfies
$$\lim_{0 \neq h \to 0} \frac{\|F(c + h) - F(c) - (F'(c))(h)\|_F}{\|h\|_D} = 0.$$  
To discretize the Fréchet derivative, notice first that since $(F'(c))(h) \in F$
it is either already finite-dimensional, $F \cong \mathbb{R}^k$, or we can discretize it in
the same way as the measurement $g \in F$. We then write the derivative by
its components as $[(F'_i(c))(h)]_{i=1}^k \in \mathbb{R}^k$. Using the approximation (2.1) for
the parameter $c \in C$ and a similar one for the direction $h \in D$, we have
$$(F'(c))(h) \approx [(F'_i(\hat{c}))(\phi_j)]_{i,j=1}^{k,n} h \approx J^F_c(c)h.$$  
It remains to numerically approximate $(F'_i(\hat{c}))(\phi_j)$ for all $i = 1, \ldots, k$ and
$j = 1, \ldots, n$. In practice, since the forward operator is given as a composi-
tion of the measurement operator and the solution to the state equation,
the discretization of its derivative reflects back to the discretizations of
the state equation and the measurement operator. The details are mostly
model-specific and are hence postponed to Section 3.

**Finite element method**

Finite element method (FEM) is possibly the most important technique
for constructing finite-dimensional subspaces for function spaces related
to a spatial domain $\Omega$. The idea is to divide the domain into a finite num-
ber of elements to form local finite-dimensional subspaces, which are then
combined to construct the global one. We demonstrate the idea with a sim-
ple example using a triangular mesh and piecewise linear basis functions.
For a more general approach, detailed description and error estimates we refer to [16, 26].

Let $\mathcal{T}$ be a division of the domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$ into triangles (or tetrahedrons), $\overline{\Omega} = \bigcup_{K \in \mathcal{T}} K$, so that the interiors of distinct elements are disjoint and the vertices and edges (and faces) of $\mathcal{T}$ coincide, i.e. no vertex of any element lies in the interior of an edge. An example of such a division is given in Figure 2.1. To this division $\mathcal{T}$ we associate a space $P$ of continuous functions that are linear on each triangle $K$. The space $P$ is finite-dimensional and, as an example, $P \subset H^1(\Omega)$. On each element $K$, a linear function can be uniquely determined by its values at the vertices of the triangle. Hence, collecting the values at all vertices $x_i$, $i = 1, \ldots, n$ in $\mathcal{T}$, we can uniquely determine any function of $P$. Furthermore, the piecewise linear functions with

$$
\phi_j(x_i) = \begin{cases} 
1, & \text{if } i = j \\
0, & \text{if } i \neq j 
\end{cases}, \quad i, j = 1, \ldots, n \quad (2.6)
$$

form a basis for $P$. The power of FEM lies in the fact that when using these basis functions, the system corresponding to (2.5) becomes sparse. Furthermore, the discrete variables are easy to form. Consider for example the approximation of $c \in C$ in (2.1). With the basis functions (2.6), the coefficients satisfy $c_j = c(x_j)$ and hence the discrete variable $c$ is formed by simple point evaluations of $c$.

### 2.2 Bayesian inversion

There are different ways to form the regularized cost functional corresponding to (1.1). Here we present the Bayesian approach along the lines of [58, 101]; for the so-called regularization theory, see for example [36].

![Figure 2.1. An approximation of the parameter $c(x) \approx \sum c(x_j)\phi_j(x_j)$ on a triangular FE mesh $\mathcal{T}$ of the domain $\Omega$.](image)
In what follows, we consider a discretized parameter \( c \in \mathbb{R}^n \) and a discrete (or discretized) measurement \( \mathcal{F}(c) \in \mathbb{R}^k \). For infinite-dimensional results see [70, 76, 100] and references therein.

We assume that the measurements are corrupted by additive Gaussian noise, i.e. our data \( f \in \mathbb{R}^k \) is of form
\[
f = \mathcal{F}(c) + \eta,
\] where \( \eta \in \mathbb{R}^k \) is (a realization of) a zero-mean Gaussian random variable with a covariance matrix \( \Gamma_\eta \in \mathbb{R}^{k \times k} \). Consult for example [58] for other noise models. Assuming that the noise \( \eta \) and the parameter \( c \) are independent, the likelihood, i.e. the probability density of the measurement given the parameter, is also Gaussian with the same covariance \( \Gamma_\eta \) and with a mean shifted by \( \mathcal{F}(c) \). To put it explicitly, the probability density function has the form
\[
p(f \mid c) \propto \exp \left( -\frac{1}{2} (f - \mathcal{F}(c))^T \Gamma^{-1}_\eta (f - \mathcal{F}(c)) \right),
\] where we have ignored the coefficient \( (2\pi)^k \det(\Gamma_\eta)^{-1/2} \), since it does not depend on \( c \).

The information that we have on the parameter \( c \in \mathbb{R}^n \) before any measurements — the a priori information — is in our case quantified by giving the parameter a prior probability density of the form
\[
p(c) \propto \exp(-a R(c)),
\] where \( a > 0 \) is a free ‘regularization’ parameter and \( R \) is a function describing the expected behavior of \( c \). From the Bayes’ formula we now get the posterior density
\[
p(c \mid f) \propto p(f \mid c) p(c)
\propto \exp \left( -\frac{1}{2} (f - \mathcal{F}(c))^T \Gamma^{-1}_\eta (f - \mathcal{F}(c)) - a R(c) \right),
\] where parameter-independent constants have again been ignored.

In an idealized statistical sense, the posterior probability density function (2.9) is the solution to the inverse problem we are considering. However, in practice we are usually interested in more concrete properties of the parameter \( c \), which can be described by estimates calculated from the posterior density. In particular, the so-called point estimates give directly reconstructions of the parameter (see e.g. [58] for other estimate types). The most common point estimates are the conditional mean (CM) estimate
\[
c_{CM} = \int_{\mathbb{R}^n} c p(c \mid f) \, dc
\]
Numerical methods

The maximum a posteriori (MAP) estimate

\[ c_{\text{MAP}} = \arg \max_{c \in \mathbb{R}^n} p(c \mid f). \]

The CM estimate can be approximated for example by using Markov chain Monte Carlo (MCMC) techniques (see e.g. [105]). In this work we restrict our attention to the MAP estimate, which can be found by solving a minimization problem (see Section 2.4).

Gaussian priors

The choice of a function \( R(c) \) for the prior (2.8) can be done in many ways and it is not always clear, which is the best one. We first consider the function

\[ R(c) = \frac{1}{2} (c - c_0)^T \Gamma_c^{-1} (c - c_0), \]  

(2.10)

which gives the parameter of interest a Gaussian prior density with mean \( c_0 \in \mathbb{R}^n \) and covariance \( \Gamma_c \in \mathbb{R}^{n \times n} \). As an example, set \( c_0 = c_0 1 \), with \( 1 = [1, \ldots, 1]^T \in \mathbb{R}^{n} \), and \( \Gamma_c = \gamma^2 I \), where \( I \in \mathbb{R}^{n \times n} \) is the identity matrix. Then the coefficients \( c_j \) in (2.1) vary from the mean \( c_0 \in \mathbb{R} \) with the standard deviation \( \gamma \in \mathbb{R}_+ \) independently of one another. However, as these coefficients correspond to the node values of the parameter \( c(x) \) in the FE discretization, the assumption of independence (and identical distributions) is often unreasonable; usually we expect there to be some correlation between the parameter values evaluated at nodes lying close to one another. A more informative Gaussian prior can be formed, e.g., by introducing the distance-dependent covariance matrix of ‘squared exponential type’

\[ (\Gamma_c)_{i,j} = \gamma^2 \exp \left( -\frac{|x_i - x_j|^2}{2\lambda^2} \right), \quad \gamma, \lambda > 0, \]

where \( x_i, x_j \in \mathbb{R}^d \) are the FE nodes corresponding to the coefficients \( c_i, c_j \), respectively, \( \gamma \) is the standard deviation for the node values, and \( \lambda \) is the correlation length [72]. A downside of using this type of covariance matrix is that, in principle, its construction requires the calculation of distances between all pairs of nodes in the (unstructured) FE mesh, which can be computationally expensive.

Gaussian densities are the most commonly used family of priors, since they can often give good approximations even to non-Gaussian phenomena and they are relatively easy to handle. In particular, for a linear forward operator \( \mathcal{F}(c) = \mathcal{F} c \), when both the likelihood and the prior are
Gaussian, the posterior is also Gaussian with explicit expressions for the mean $\mathbf{c}$ and the covariance matrix [58]. This simplifies the statistical analysis of the posterior, as for example $c_{\text{MAP}} = c_{\text{CM}} = \mathbf{c}$.

The regularization theory provides also other approaches to choosing a penalty term of form (2.10). By choosing the ‘weighting matrix’ $\Gamma^{-1}_c$ appropriately, this kind of regularization can correspond to different norms in the continuous setting. For example with $c_0 = 0 \in \mathbb{R}^n$ and $\Gamma^{-1}_c = S \in \mathbb{R}^{n \times n}$ defined by

$$S_{i,j} = \int_{\Omega} \nabla \phi_i(x) \cdot \nabla \phi_j(x) \, dx, \quad i,j = 1, \ldots, n,$$

we get the squared $L^2$-norm for the gradient of the finite-dimensional parameter

$$R(c) = \frac{1}{2} c^T S c = \frac{1}{2} \int_{\Omega} |\nabla \hat{c}(x)|^2 \, dx. \quad (2.11)$$

Using the regularization term (2.11) corresponds to assuming an (improper) smoothness prior [58] for the parameter $c$. In fact, as long as the weight matrix $S$ is positive (semi-)definite, the Tikhonov regularization [106] with this type of penalty term can always be identified with a MAP estimate corresponding to a (possibly improper) Gaussian prior with the inverse covariance matrix $S$.

**Edge-enhancing priors**

Even though the use of Gaussian (smoothness) priors may be a computationally inviting choice, in many applications our prior knowledge does not support the assumption of a smoothly behaving parameter. Instead, we want to choose a prior that allows the parameter to exhibit jumps while also restricting it from behaving too radically. To achieve this, consider a prior density of form (2.8) with the function $R$ being a discretized version of the regularizer

$$R(c) := \int_{\Omega} r(|\nabla c(x)|) \, dx, \quad (2.12)$$

where $r : \mathbb{R}_+ \to \mathbb{R}_+$ is a continuously differentiable, monotonically increasing function [3]. As an example, with $r(t) = \frac{1}{2} t^2$ we reproduce (2.11). Choosing the function $r$ carefully allows us to construct priors related to nonquadratic edge-enhancing regularization functionals that are designed to promote jumps in the parameter $c$. Note that such a choice corresponds to assuming an impulse prior for $|\nabla c(x)|$, see e.g. [58] for more information.
Edge-enhancing regularizers are frequently used in image reconstruction problems. One well-known example is the total variation (TV) norm, which is in essence the $L^1$-norm of the gradient, i.e., the $W^{1,1}$ seminorm of the parameter [91]. We get the corresponding prior with the choice

$$r(t) = t \quad \text{or} \quad r(t) = \sqrt{t^2 + T^2} \approx |t|,$$

where the latter is a smoothed approximation that uses a small parameter $T > 0$ to ensure the differentiability of the regularizer (2.12). Similar choices can be used to implement the TV$^q$ prior (see e.g. [52]). Another non-quadratic penalty term considered in this thesis was presented by Perona and Malik in [87] with two versions that correspond to the choices

$$r(t) = \frac{1}{2} T^2 \log \left(1 + \frac{(t/T)^2}{2}\right) \quad \text{and} \quad r(t) = \frac{1}{2} T^2 \left(1 - \exp \left(-\frac{(t/T)^2}{2}\right)\right).$$

The first one prefers large jumps over small ones and hence gives better contrast, whereas the second favors large constant regions over small ones. In both versions the parameter $T > 0$ controls the threshold below which the discontinuities are considered as noise.

### 2.3 Model errors

In the previous section we dealt with (additive Gaussian) measurement errors when constructing the to-be-minimized functional. However, so far we have ignored the errors that are caused by imperfections in the forward model, i.e. the model errors. These can result, for example, from unknown auxiliary model parameters such as the shape of the imaged object or other geometric dependencies. In addition, inaccuracies caused by implementational choices such as domain truncation or discretization are considered as modeling errors.

Arguably the most straightforward way to deal with auxiliary model parameters is to include their estimation in the reconstruction algorithm (see e.g. [14, 31, 57, 111]). When the dimension of these additional parameters is reasonably low and the computation of the corresponding derivatives cheap, this approach can be efficient. In some special cases, the errors caused by inaccurate (geometric) model parameters can also be compensated by changing other parameters, whose reconstruction is easier to implement. This procedure has been considered for mismodeled domain shapes in [63, 64] and Publication IV. The implementational errors can in some cases be estimated analytically or numerically (see...
Numerical methods

e.g. [16, 26, 109]) and possibly be accounted for, e.g. by choosing a suitable stopping condition for an iterative method. Moreover, when using an accurate enough numerical scheme, these errors can be neglected. There are few general methods for dealing with model errors in (diffuse) tomographic problems. In the following sections we briefly describe two well-established approaches.

**Approximation error approach**

To simplify the presentation, we assume here that the range of the forward operator is finite-dimensional, \( \mathcal{F}(c) \in F \cong \mathbb{R}^k \), and we only consider the case of discretization errors. The idea of the approximation error approach [58, 59] is to replace the discretized model (2.7) by the accurate one

\[
 f = \mathcal{F}(c) + \eta = \mathcal{F}(c) + \epsilon(c) + \eta, \tag{2.13}
\]

where \( c \in \mathbb{R}^n \), \( \epsilon(c) = \mathcal{F}(c) - \mathcal{F}(c) \in \mathbb{R}^k \) is the modeling error and \( \eta \in \mathbb{R}^k \) is the Gaussian noise vector with zero mean and a covariance \( \Gamma_\eta \in \mathbb{R}^{k \times k} \). In case of a linear forward model \( \mathcal{F}(c) = \mathcal{F}c \) and Gaussian distributions for the parameter \( c \) and the error \( \epsilon(c) \), the posterior distribution corresponding to the model (2.13) can be solved exactly [59]. Otherwise, it is usually assumed that the continuous model can be approximated reasonably well (within the measurement accuracy) by a dense discretization, \( \mathcal{F}(c) \approx \tilde{\mathcal{F}}(\tilde{c}) \), where \( \tilde{c} \in \mathbb{R}^m \), \( m > n \), and the distribution for the modeling error \( \epsilon(c) \approx \epsilon(\tilde{c}) = \tilde{\mathcal{F}}(\tilde{c}) - \mathcal{F}(c) \) is approximated from a simulated sample.

In order to approximate the distribution of \( \epsilon(\tilde{c}) \), first draw (e.g. using MCMC) a sample of vectors \( \{\tilde{c}^{(j)}\}_j=1^N \) distributed according to the prior probability density \( p(\tilde{c}) \). Then the modeling error distribution can be approximated from the sample

\[
 \left\{ \epsilon(\tilde{c}^{(j)}) = \tilde{\mathcal{F}}(\tilde{c}^{(j)}) - \mathcal{F}(P\tilde{c}^{(j)}) \right\}_j=1^N,
\]

where \( P : \tilde{c} \mapsto c \) is a linear model reduction operator (e.g. linear interpolation). In practice, it is usually assumed that the Gaussian distribution with the sample-based mean \( \bar{\epsilon} \) and covariance \( \Gamma_\epsilon \),

\[
 \bar{\epsilon} = \frac{1}{N} \sum_{j=1}^N \epsilon(\tilde{c}^{(j)}), \quad \Gamma_\epsilon = \frac{1}{N-1} \sum_{j=1}^N \left( \epsilon(\tilde{c}^{(j)}) - \bar{\epsilon} \right) \left( \epsilon(\tilde{c}^{(j)}) - \bar{\epsilon} \right)^T,
\]

is a reasonable approximation for the distribution of \( \epsilon(\tilde{c}) \). Then the density of the total error \( \epsilon(\tilde{c}) + \eta \) is also Gaussian with the mean \( \bar{\epsilon} \) and the
covariance $\Gamma_\epsilon + \Gamma_\eta$. If the model is furthermore simplified by ignoring the dependence between the parameter $c$ and the total error, the reasoning in Section 2.2 can be repeated to determine the posterior density

$$p(c \mid f) \propto \exp \left( -\frac{1}{2} (f - F(c) - \tau)^T (\Gamma_\epsilon + \Gamma_\eta)^{-1} (f - F(c) - \tau) - a R(c) \right).$$

Notice that the generation of the (large) error sample may be computationally expensive, but this step can be done ‘offline’ before the actual measurements are performed. The use of this method in the presence of e.g. geometric errors requires a fixed (geometric) parametrization and a good understanding of the possible measurement settings, which may be challenging when real-life set-ups are considered. See [5, 82, 83, 84] for examples of using the approximation error approach to compensate for discretization and geometric errors.

**Difference imaging**

Instead of reconstructing the value of the parameter $c \in \mathbb{R}^n$ itself, in difference imaging the aim is to estimate the difference $\delta c = c^{(2)} - c^{(1)}$ between parameter values corresponding to e.g. two time instances (see for example [8]). In particular, this approach is only applicable when two sets of measurements, $f^{(1)}, f^{(2)}$, are available. Assuming the additive noise model (2.7) and a linear forward operator $F(c) = F_c$, we have

$$\delta f := f^{(2)} - f^{(1)} = F \delta c + \delta \eta,$$

where $\delta \eta = \eta^{(2)} - \eta^{(1)}$. With $\eta^{(1)}$ and $\eta^{(2)}$ being independent zero mean Gaussian noise vectors, $\delta \eta$ is also Gaussian with zero mean and the covariance $\Gamma_{\eta^{(1)}} + \Gamma_{\eta^{(2)}}$. Then, following similar reasoning as before, we get the posterior density

$$p(\delta c \mid \delta f) \propto \exp \left( -\frac{1}{2} (\delta f - F \delta c)^T (\Gamma_{\eta^{(1)}} + \Gamma_{\eta^{(2)}})^{-1} (\delta f - F \delta c) - a R(\delta c) \right),$$

where the prior (2.8) is assumed for the difference $\delta c$. Since we are now using the difference $\delta f$ of two measurements, it can be argued that (most of) the modeling error is canceled out (see e.g. [9]).

For a nonlinear forward model, the most popular modification of difference imaging is to make a linear approximation

$$F(c) \approx F(c^{(0)}) + J^{(0)}(c - c^{(0)}),$$

where $c^{(0)}$ is the reference point for the linearization and $J^{(0)} = J^F_{c}(c^{(0)})$ is the Jacobian matrix of the map $c \mapsto F(c)$ evaluated at $c^{(0)}$. Using this
approximation, the difference imaging approach can be applied as in the linear case.

To avoid the linearization, an alternative method was proposed in [73]. The idea is to write \( c^{(2)} = c^{(1)} + \delta c \) and reconstruct \( \tilde{c} := [(c^{(1)})^T, (\delta c)^T]^T \) using the model

\[
\tilde{f} := \begin{bmatrix} f^{(1)} \\ f^{(2)} \end{bmatrix} = \begin{bmatrix} \mathcal{F}(c^{(1)}) \\ \mathcal{F}(c^{(1)} + \delta c) \end{bmatrix} + \begin{bmatrix} \eta^{(1)} \\ \eta^{(2)} \end{bmatrix} =: \tilde{\mathcal{F}}(\tilde{c}) + \tilde{\eta}.
\]

Here the noise vector \( \tilde{\eta} \) is again Gaussian with zero mean and a block diagonal covariance matrix \( \Gamma_{\tilde{\eta}} = \text{diag}(\Gamma_{\eta^{(1)}}, \Gamma_{\eta^{(2)}}) \) and the posterior density has the form

\[
p(\tilde{c} | \tilde{f}) \propto \exp \left( -\frac{1}{2} (\tilde{f} - \tilde{\mathcal{F}}(\tilde{c}))^T \Gamma_{\tilde{\eta}}^{-1} (\tilde{f} - \tilde{\mathcal{F}}(\tilde{c})) - a R(\tilde{c}) \right),
\]

where the prior (2.8) is this time assumed for the composite variable \( \tilde{c} \).

The downside of this approach is the increased dimension of the corresponding minimization problem. Furthermore, the effect on the modeling errors is not as obvious as in the linear(ized) case. However, it has been experimentally shown that, at least for electrical impedance tomography, the method is robust to several types of model errors [74].

### 2.4 Minimization schemes

The MAP estimate corresponding to the posterior density (2.9) is equivalent to the minimizer of the Tikhonov-type functional

\[
\Phi(c) := \frac{1}{2} (f - \mathcal{F}(c))^T \Gamma_{\eta}^{-1} (f - \mathcal{F}(c)) + a R(c).
\]

(2.14)

Obviously, we arrive at a similar functional when considering any of the modified posterior densities presented in Section 2.3. In practice, the problem of finding the global minimum of (2.14) is usually simplified to the search for a local minimum, which can be identified with the help of the following theorem [53].

**Theorem 3.** Assume that \( \Phi : \mathbb{R}^n \to \mathbb{R} \) is a continuously differentiable function. If \( c^* \in \mathbb{R}^n \) is a local minimum of \( \Phi \), then \( \nabla \Phi(c^*) = 0 \) (necessary condition). Assume then that \( \Phi \) is twice continuously differentiable. If a point \( c^* \in \mathbb{R}^n \) satisfies the necessary condition and the Hessian \( \nabla^2 \Phi(c^*) \) is positive definite, then \( c^* \) is a local minimum of \( \Phi \) (sufficient condition).

Notice that in certain cases a local minimum is also the global one. In particular, this is the case for (strictly) convex functions. When considering a linear forward operator \( \mathcal{F}(c) = \mathcal{F} c \) with a Gaussian prior i.e. the
regularization term (2.10), the convexity of (2.14) is ensured by the following theorems (see e.g. [53] for proofs).

**Theorem 4.** Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix. Then the quadratic form $Q(x) := \frac{1}{2} x^T Ax$, is a strictly convex function if and only if $A$ is positive definite (and a convex function if and only if $A$ is positive semi-definite).

**Theorem 5.** Let $F : \mathbb{R}^k \rightarrow \mathbb{R}$ be a (strictly) convex function and $A : \mathbb{R}^n \rightarrow \mathbb{R}^k$ an affine map. Then the function $F \circ A : \mathbb{R}^n \rightarrow \mathbb{R}$ is (strictly) convex.

**Theorem 6.** Let the functions $F_1, \ldots, F_N : \mathbb{R}^n \rightarrow \mathbb{R}$ be (strictly) convex and $t_1, \ldots, t_N \in \mathbb{R}_+$. Then the function $F := \sum_{j=1}^{N} t_j F_j$ is (strictly) convex.

However, in general even the task of finding a local minimum is not a tractable problem when the dimension of the parameter $c \in \mathbb{R}^n$ is high. Hence, the minimization algorithms are actually designed to find a critical point of $\Phi$ i.e. a point $c^* \in \mathbb{R}^n$ that is only required to satisfy the necessary condition of Theorem 3. The search for such a point is performed iteratively: starting from an initial guess $c^{(0)}$, the algorithm gives a rule to construct a sequence $\{c^{(l)}\}$ where $c^{(l)} \approx c^*$ when $l \rightarrow \infty$. In practice it is certainly not possible to continue the iteration all the way to infinity, which means that the algorithm has to also include a stopping criterion (or several). This is described by a function $C : c^{(l)} \mapsto \{\text{TRUE, FALSE}\}$, whose evaluation determines if the current iterate can be perceived as an accurate enough approximation of $c^*$.

In the rest of this section, we briefly introduce the minimization schemes that are relevant to this thesis. More thorough considerations and an abundance of different algorithms can be found for example in the text books [11, 53, 80].

**Gauss–Newton iteration**

When the regularization term in (2.14) is quadratic, i.e. of form (2.10), the minimization of $\Phi$ corresponds to a nonlinear least squares problem. Solutions to problems of this type can be efficiently approximated by the Gauss–Newton algorithm. In the following, we derive the algorithm by linearizing $\mathcal{F}$ in (2.14). Note that it can also be derived from the Newton’s method by ignoring the second order terms in the Hessian, see e.g. [32].

To use the Gauss–Newton approach, it is necessary to assume that at each step of the iteration we are able to evaluate (approximations of) the forward solution $\mathcal{F}(c^{(l)})$ and the Jacobian $J^{\mathcal{F}}_c (c^{(l)})$ of the map $c \mapsto \mathcal{F}(c)$ at
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a given point $c^{(l)}$. In practice, these can be obtained as FEM approximations as described in Section 2.1. Denoting the Jacobian $J^{(l)} = J^{(l)}_c(c^{(l)})$ for convenience, we can make a linear approximation of the forward solution around $c^{(l)}$,

$$\mathcal{F}(c) \approx \mathcal{F}(c^{(l)}) + J^{(l)}(c - c^{(l)}),$$

and use this to write the to-be-minimized functional (2.14) in the approximate form

$$\Phi^{(l)}(c) := \frac{1}{2} (y^{(l)} - J^{(l)}(c))^{T} \eta^{-1} (y^{(l)} - J^{(l)}(c)) + a \mathcal{R}(c),$$

where $y^{(l)} = f - \mathcal{F}(c^{(l)}) + J^{(l)}c^{(l)}$. To find a critical point for this approximate functional, we look for a solution that satisfies the necessary condition $\nabla \Phi^{(l)}(c) = 0$, which is equivalent to the equation

$$(J^{(l)})^{T} \eta^{-1} J^{(l)} c + a (\nabla \mathcal{R})(c) = (J^{(l)})^{T} \eta^{-1} y^{(l)}. \tag{2.15}$$

With the assumption of a quadratic regularization term of form (2.10), we have $(\nabla \mathcal{R})(c) = \eta^{-1}(c - c_0)$ and (2.15) is equivalent to the normal equation

$$A^{T} A d^{(l)} = A^{T} \begin{bmatrix} L_\eta \left( f - \mathcal{F}(c^{(l)}) \right) \\ \sqrt{a} L_c (c_0 - c^{(l)}) \end{bmatrix}, \quad A = \begin{bmatrix} L_\eta J^{(l)} \\ \sqrt{a} L_c \end{bmatrix} \tag{2.16}$$

with $L_\eta^{T} L_\eta = \eta^{-1}$ and $L_c^{T} L_c = \eta^{-1}$ being Cholesky factorizations of the inverse covariance matrices, and $d^{(l)} = c - c^{(l)}$. The Gauss–Newton iteration is then as follows.

**Algorithm 1** (Gauss–Newton). Assume that the to-be-minimized functional is of form (2.14) with the regularizer (2.10) and that $a$, $f$, $c_0$, $\eta^{-1}$ and $\eta^{-1}$ are fixed. Initialize by calculating Cholesky factorizations $L_\eta^{T} L_\eta = \eta^{-1}$ and $L_c^{T} L_c = \eta^{-1}$ and setting $c^{(0)} = c_0$.

Iterate for $l = 0, 1, 2, \ldots$, while $C(c^{(l)}) \neq \text{TRUE}$:

1. evaluate $\mathcal{F}(c^{(l)})$ and $J^{(l)} = J^{(l)}_c(c^{(l)})$,
2. solve the descent direction $d^{(l)}$ from (2.16),
3. determine the step size $\alpha^{(l)} > 0$ e.g. by a line search algorithm,
4. set $c^{(l+1)} = c^{(l)} + \alpha^{(l)} d^{(l)}$.

Notice that the size of the normal equation (2.16) — or of the corresponding least squares problem — solved in step 2 of the algorithm is proportional to the number of nodes in the FE mesh. Hence, even though the solution of the system is conceptually straightforward (see e.g. [41]),
determining the exact solution may lead to a lengthy computation (especially in three spatial dimensions). For the line search mentioned in step 3, we refer to [11, 53] and references therein, but note that the execution of such algorithms may be challenging when the evaluation of a forward solution is time-consuming.

**Lagged diffusivity iteration**

In [112] a method was proposed for minimizing the functional (2.14) with a nonquadratic regularizer of form (2.12) in case of a linear forward operator \( F(c) = Fc \). The algorithm is based on the fact that the discretized Fréchet derivative of the regularization term (2.12) gives the gradient of \( R \):

\[
\nabla R(c) = Gc,
\]

where \( Gc \) is the parameter-dependent positive semi-definite matrix with the elements

\[
(Gc)_{i,j} := \int_{\Omega} \frac{r(|\nabla \hat{c}(x)|)}{|\nabla \hat{c}(x)|} \frac{\partial \varphi_i(x)}{\partial c} \cdot \frac{\partial \varphi_j(x)}{\partial c} \, dx, \quad i, j = 1, \ldots, N. \tag{2.17}
\]

The necessary condition \( \nabla \Phi(c) = 0 \) is then equivalent to

\[
A^T A c = A^T \begin{bmatrix} L_\eta F \\ 0 \end{bmatrix}, \quad A = \begin{bmatrix} L_\eta F \\ \sqrt{\alpha} L_c \end{bmatrix} \tag{2.18}
\]

where \( L_\eta^T L_\eta = \Gamma_\eta^{-1} \) and \( L_c^T L_c = G_c \) are again Cholesky factorizations. The lagged diffusivity iteration for (2.14) is given as follows [112].

**Algorithm 2 (Lagged diffusivity).** Assume that the to-be-minimized functional is of form (2.14) with a linear forward operator \( F(c) = Fc \) and \( R \) being a discretized version of the regularizer (2.12). Let \( a, \Gamma_\eta^{-1} \) and the function \( r \) related to \( R \) together with its free parameter(s) be fixed. Initialize by calculating a Cholesky factorization \( L_\eta^T L_\eta = \Gamma_\eta^{-1} \) and by setting \( c^{(0)} = c_0 \) with a suitably chosen initial guess \( c_0 \).

Iterate for \( l = 0, 1, 2, \ldots \), while \( C(c^{(l)}) \neq \text{TRUE} \):

1. evaluate \( G_c \) according to (2.17) with \( \hat{c} = \hat{c}^{(l)} = \sum_{j=1}^{n} c_j^{(l)} \phi_j \),
2. calculate a Cholesky factorization \( L_c^T L_c = G_c \),
3. set \( c^{(l+1)} \) to be the solution of the normal equation (2.18).

The name of the method is due to the parameter-dependent ‘diffusivity coefficient’ in (2.17),

\[
D_c(x) = \frac{r(|\nabla \hat{c}(x)|)}{|\nabla \hat{c}(x)|},
\]

lagging one step behind at each iteration. In principle, the normal equation (2.18) can be solved in step 3 in the same way as (2.16). However, with this interpretation, in addition to the computation of the solution
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itself, we need to factorize $G_c$ at each round of the iteration, which increases the computational cost of the algorithm. The equation (2.18) can be reformulated in several ways in order to make its solution more efficient (see e.g. [11]). Our choice is to resort to a \textit{preconditioned Krylov subspace method}, which we present in the following sections.

**Conjugate gradient method**

Our aim is to combine the Gauss–Newton method used in connection with nonlinear forward operators and the lagged diffusivity method designed for nonquadratic regularizers to solve a general minimization problem of form (2.14). However, in order for such a method to be tractable for large (three-dimensional) problems, we need to be able to solve the normal equations (2.16) and (2.18) efficiently.

To this end, consider for an arbitrary matrix $A$ the system

$$A^T A x = A^T b,$$

or equivalently the linear least squares minimization problem

$$\arg \min_x \|b - Ax\|^2.$$  \hspace{1cm} (2.20)

We can efficiently approximate the corresponding (minimum norm) solution with the conjugate gradient method originally presented in [50]. This is an iterative method designed specifically for solving large and sparse systems, i.e. such as the ones arising when solving elliptic PDEs. The basic version of the method, formulated as a minimization algorithm, is as follows.

\textbf{Algorithm 3} \textit{(Conjugate gradient method).} Assume that the to-be-minimized functional is of form $\Phi = \|b - Ax\|^2$ and that the matrix $A$ and the vector $b$ are fixed. Initialize with a suitable initial guess $x^{(0)} = x_0$, set the residual $r^{(0)} = b - Ax^{(0)}$ and the direction $d^{(0)} = A^T r^{(0)}$.

Iterate for $l = 0, 1, 2, \ldots$, while $C(x^{(l)}) \neq$ TRUE:

1. set the step size $\alpha^{(l)} = \|A^T r^{(l)}\|^2 / \|A d^{(l)}\|^2$,
2. let $x^{(l+1)} = x^{(l)} + \alpha^{(l)} d^{(l)}$ and $r^{(l+1)} = r^{(l)} - \alpha^{(l)} A d^{(l)}$,
3. set the direction parameter $\beta^{(l)} = \|A^T r^{(l+1)}\|^2 / \|A^T r^{(l)}\|^2$,
4. let $d^{(l+1)} = A^T r^{(l+1)} + \beta^{(l)} d^{(l)}$.

For the justification of the algorithm as well as modifications of the basic version, see e.g. [11, 41, 45]. Note that the search directions and step sizes
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are chosen so that at the \( l \)th iteration we solve (2.20) over

\[
x \in x_0 + K_l(A^TA; A^Tr^{(0)}),
\]

where \( K_l \) is the \( l \)th Krylov subspace related to (2.19) and the initial guess.

**Definition 2.** The \( l \)th Krylov subspace corresponding to a matrix \( M \) and a vector \( v \), is defined as

\[
K_l(M; v) = \text{span}\{v, Mv, \ldots, M^{l-1}v\}.
\]

A defect of the method is that, if the matrix \( A \) in (2.20) is ill-conditioned, the basic version of the algorithm may become numerically unstable. For the analytically equivalent LSQR method with better numerical properties, we refer to [85, 86].

**Priorconditioning**

Notice that we can reformulate the normal equation (2.16) as

\[
(A^TA + aG)x = A^Tb,
\]

where the regularization term corresponds to the prior of our choice. Instead of using a Cholesky factorization of \( G \) to rewrite the equation in form (2.19), we can take the approach presented in [18, 19, 20, 21, 22] and precondition the system with the matrix \( G \) — also known as priorconditioning. The formal idea is to use a factorization \( L_c^TL_c = G \) to transform (2.21) into

\[
((AL_c^{-1})^T(AL_c^{-1}) + aI) \tilde{x} = (AL_c^{-1})^Tb, \quad \tilde{x} = L_cx,
\]

where \( I \) is the identity matrix. Note that, in regularization terms, priorconditioning corresponds to the transformation of the quadratic Tikhonov functional in (2.22) into the standard form (see e.g. [35, 47, 51]).

When the conjugate gradient method is applied to the transformed equation (2.23) and the initial guess is set to \( x_0 = 0 \), the solution space for \( x \) spanned by the method after \( l \) iterations is

\[
x^{(l)} \in K_l(G^{-1}A^TA; G^{-1}A^Tb).
\]
In particular, for all \( l \), the solution is of the form \( x^{(l)} = G^{-1}z \) for some \( z \in \mathbb{R}^n \), and hence the prior information is built into the approximate solution starting from the very first iterates (see also [3, 21, 61]). As a result, the conjugate gradient algorithm applied to the priorconditioned problem (2.23) usually converges significantly faster than when applied to (2.19) — at least as long as the prior model is accurate. In addition, since the prior information is directly incorporated into the Krylov subspace spanning the solution, it is possible to get rid of the free regularization parameter by setting \( a = 0 \) in (2.23) and using an early stopping rule of the conjugate gradient algorithm for regularization [36, 45]. Finally, it is essential to notice that to solve the priorconditioned problem, the potentially costly factorization \( L^T_c L_c = G \) need not actually be carried out: a preconditioned LSQR algorithm that works directly with the inverse \( G^{-1} \) was presented in [3]. This approach can be accompanied e.g. by a multigrid method to approximate operations with the inverse when \( G = G_c \) (see [17]).

To use the described method, it is necessary to have an invertible priorconditioner \( G \), which causes slight problems when edge-enhancing priors are considered. This can be observed by interpreting \( G = G_c \) defined by (2.17) as the system matrix of the FE discretized variational formulation of the elliptic partial differential operator

\[
-\nabla \cdot D_c \nabla
\]  

(2.24)

accompanied by the homogeneous Neumann boundary condition. Since neither the operator nor the boundary condition ‘sees’ an additive constant in a target function, it is clear that \( G_c \) is not invertible. Fortunately, there are some straightforward ways to circumvent this problem. For example, \( G_c \) can be made invertible by replacing the Neumann boundary condition for (2.24) with a Dirichlet condition on some part of the boundary \( O \subset \partial \Omega \) i.e. setting \( c(x) = c_0 \) with some constant \( c_0 \in \mathbb{R} \) when \( x \in O \). Invertibility can also be ensured by adding a small homogeneous absorption term to the operator i.e. using \( -\nabla \cdot D_c \nabla + A \) with a small \( A \in \mathbb{R}_+ \) instead of (2.24). Another way to circumvent the problem is to employ suitable matrix decompositions [47] in the spirit of [56].

**Combined algorithm**

In [3] the lagged diffusivity iteration was combined with a preconditioned LSQR algorithm to introduce an efficient method for solving linear inverse problems with edge-enhancing priors. Here we generalize this algorithm...
Numerical methods to nonlinear inverse problems by incorporating the linearization step from the Gauss–Newton iteration into the method. This approach was first presented in Publication I.

Consider the minimization of a functional of form (2.14) with a discretized version of (2.12) as a regularizer. After linearizing the measurement operator as in the Gauss–Newton iteration, we need to solve the equation (2.15). Now the gradient of \( R \) can be represented as in the lagged diffusivity iteration, which then gives the normal equation

\[
(A^T A + a G_c) c = A^T L_\eta y^{(l)}, \quad A = L_\eta J^{(l)},
\]

(2.25)

where, as previously,

\[
y(l) = f - F(c^{(l)}) + J^{(l)} c^{(l)},
\]

and \( G_c \) is defined by (2.17) and \( L_\eta^T L_\eta = \Gamma_\eta^{-1} \) is a Cholesky factorization. Using this formulation, we can introduce an algorithm to solve the nonlinear parameter reconstruction problem with an edge-enhancing prior.

**Algorithm 4.** Assume that the to-be-minimized functional is of form (2.14) with \( R \) being a discretized version of the regularizer (2.12). Let \( a, \Gamma_\eta^{-1} \) and the function \( r \) related to \( R \) together with its free parameter(s) be fixed. Initialize by calculating a Cholesky factorization \( L_\eta^T L_\eta = \Gamma_\eta^{-1} \) and by using Algorithm 1 (with a suitable initial guess \( c^{(0)} \in \mathbb{R} \)) to solve

\[
c_0 = \arg \min_{c \in \mathbb{R}} \frac{1}{2} (f - F(c1))^T \Gamma_\eta^{-1} (f - F(c1)),
\]

where \( 1 = [1, \ldots, 1]^T \in \mathbb{R}^n \). Set \( c^{(0)} = c_0 1 \).

Iterate for \( l = 0, 1, 2, \ldots \) while \( C(c^{(l)}) \neq \text{TRUE} \):

1. evaluate \( F(c^{(l)}) \) and \( J^{(l)} = J^F_c(c^{(l)}) \),
2. build the matrix \( G_c \) according to (2.17) with \( \hat{c} = \hat{e}^{(l)} = \sum_{j=1}^n e_j^{(l)} \phi_j \),
3. use the preconditioned LSQR with \( c_0 = 0 \) to solve \( c^{(l+1)} \) from (2.25).

In the initialization step, only a homogeneous estimate of the parameter is needed, which can be approximated using the basic Gauss–Newton algorithm. Notice also that in steps 2–3 we have suppressed one level of iterations by taking only one step of the lagged diffusivity iteration per each linearization of the forward model. That is, in principle these steps could be replaced by:

2. set \( e^{(0)} = c^{(l)} \),

Iterate for \( j = 0, 1, 2, \ldots \) while \( C(e^{(j)}) \neq \text{TRUE} \):

i. build the matrix \( G_c \) according to (2.17) with \( \hat{c} = \hat{e}^{(j)} = \sum_{i=1}^n e_i^{(j)} \phi_i \),
ii. use the preconditioned LSQR to solve \( e^{(j+1)} \) from (2.25),
3. set \( c^{(l+1)} = e^{(j)} \).
However, since each step of the lagged diffusivity iteration requires the solution of a normal equation (with another iterative method), this approach would considerably increase the computational cost of the algorithm. We have also observed in practice that taking several lagged diffusivity steps per linearization does not seem to improve reconstructions.

Finally, we note that, even though not written out explicitly, the whole algorithm consists of two nested iterations, which may seem inefficient. However, using the priorconditioning approach, the number of inner LSQR iterations is typically not very high. Moreover, since the information corresponding to the solution from the previous iteration round is included in the prior matrix $G_c$, it is usually enough to make only a few linearizations (outer iterations) before the algorithm converges.

## Stopping conditions

So far we have presented all the algorithms with a general stopping condition $C : c^{(l)} \mapsto \{\text{TRUE, FALSE}\}$. The choice of the used condition(s) is, however, a delicate issue, which is particularly important when working with inverse problems: if the iterative algorithm minimizing a cost functional of form (1.1) is run too long, the reconstruction starts to fit to noise. In consequence, we want to stop the iteration before actually reaching a critical point. A widely used approach, originally presented in [77], is to terminate the iteration, when the discrepancy in the minimized functional reaches the noise level.

**Condition 1 (Morozov discrepancy principle). Assume that the to-be-minimized functional is of the form $\Phi(c) = (f - \mathcal{F}(c))^T \Gamma^{-1}_\eta (f - \mathcal{F}(c))$, with the data vector $f$ being a noisy version of the exact measurement $f^*$ satisfying $(f - f^*)^T \Gamma^{-1}_\eta (f - f^*) \leq \varepsilon$. Then, with a fixed (small) $\tau > 1$,**

$$C(c^{(l)}) := \left( \Phi(c^{(l)}) \leq \tau \varepsilon \right).$$

Under the assumption (2.7) of an additive noise model for $f \in \mathbb{R}^k$, we can approximate the noise level by

$$\varepsilon \approx E \left[ (f - \mathcal{F}(c))^T \Gamma^{-1}_\eta (f - \mathcal{F}(c)) \right] = E \left[ \eta^T \Gamma^{-1}_\eta \eta \right] = k.$$

The early stopping by using Condition 1 combined with the conjugate gradient iteration can in fact be considered as a regularization method [45].

When the cost functional includes a regularization term as in (2.14), it may be reasonable to let the iteration converge to a critical point even in
the context of inverse problems. In this case, the most obvious condition \(\|\nabla \Phi(c(l))\| \leq \delta\) is often considered inadequate, since the measured quantity — and hence a suitable \(\delta > 0\) — is strongly case-dependent [32]. A modified approach is to compare the change in the target functional to that of the parameter for example as follows.

**Condition 2.** Denote the to-be-minimized functional by \(\Phi(c)\). Then, with a user-specified observation length \(h \in \mathbb{N}\) and a tolerance \(\delta > 0\),

\[
C(c^{(l)}) := \left( \frac{|\Phi(c^{(l-h)}) - \Phi(c^{(l)})|}{\|c^{(l-h)} - c^{(l)}\|} \leq \delta \right), \quad l > h.
\]

Finally, it is possible for an iterative method to stagnate before reaching the noise level or a critical point. Therefore it may also be reasonable to consider stopping conditions that check if the reconstruction is still improving. In practice this is done by measuring the change in the parameter, which can be implemented for example as follows.

**Condition 3.** Denote the to-be-minimized functional by \(\Phi(c)\). Then, with a user-specified observation length \(h \in \mathbb{N}\) and a tolerance \(\delta > 0\),

\[
C(c^{(l)}) := \left( \|c^{(l)} - c^{(l-h)}\| \leq \delta \right), \quad l > h.
\]

For detailed considerations of stopping conditions in general, we refer to [32]. In addition, suitable stopping criteria are considered in the method-specific references, such as [45, 46, 62, 86, 112].
3. Tomographic imaging

In this thesis we consider the parameter reconstruction problems related to three tomographic imaging modalities, whose forward operators can be described with the help of boundary value problems for elliptic PDEs. We model the imaged body as a bounded domain \( \Omega \subset \mathbb{R}^d, \ d = 2,3, \) which is assumed to have a connected complement and a Lipschitz boundary \( \partial \Omega. \)

In addition, the to-be-reconstructed parameters live in the set

\[
L_+^\infty(\Omega) = L_+^\infty(\Omega, \mathbb{R}) := \{v \in L^\infty(\Omega, \mathbb{R}) \mid \text{ess inf } v > 0\}.
\]

In the following sections we describe the forward models for electrical impedance tomography, diffuse optical tomography and quantitative photoacoustic tomography.

3.1 Electrical impedance tomography

Electrical impedance tomography (EIT) is an imaging modality that employs electrical signals to recover the internal distribution of electrical properties in the imaged object. More precisely, the principal parameter of interest is the conductivity distribution and the measurements are performed by controlling the electrical current and measuring the corresponding potential on the object boundary. Since the electrical properties of air, different tissues and blood differ greatly [8, 13, 54], EIT can be useful in medical applications such as monitoring lung problems or heart function and blood flow, imaging brain function, and screening for breast cancer. The industrial applications include process tomography and non-destructive testing of materials. Consult the review articles [13, 24, 108] or the books [54, 78] and references therein for more information about the theoretical background, numerical implementation and possible applications of EIT.
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Figure 3.1. Illustration of the parameters of the CEM for EIT: on each electrode $e_k$ we control the net current $I_k$ and measure the potential $U_k$, which depends on the internal conductivity $\sigma$ and the contact resistances $z_k$, $k = 1, \ldots, K$.

Complete electrode model

There are a number of forward models that have been considered for EIT (see e.g. [78]). Here we introduce the complete electrode model (CEM) [25, 98] which is the most accurate model for the real-life EIT measurements used in Publications I and IV. Consider the domain $\Omega$ illustrated in Figure 3.1. Attached to the boundary, there are $K \geq 2$ pairwise disjoint, open and connected electrodes, $e_k \subset \partial \Omega$, $k = 1, \ldots, K$. We control the net current $I_k$ through each electrode and, corresponding to a particular current pattern $I = [I_k]_{k=1}^K$, we measure the constant potentials $U = [U_k]_{k=1}^K$ on the electrodes. Due to the principle of charge conservation and by choosing the ground level of potential appropriately, it holds that $I, U \in \mathbb{R}_0^K := \{V \in \mathbb{R}^K | \sum_{k=1}^K V_k = 0\}$. The parameter of interest is the internal conductivity distribution $\sigma \in L^\infty_+(\Omega)$. However, to account for the imperfectly conducting layers between the electrodes and the domain, the CEM introduces contact resistances, $z = [z_k]_{k=1}^K \in \mathbb{R}_+^K$, which typically also need to be reconstructed from the EIT measurements. With a system of $K$ electrodes, there are $K - 1$ linearly independent current patterns $I^{(1)}, \ldots, I^{(K-1)}$ for which the measurements are produced and hence the full forward operator is of form $F(\sigma, z) = [U^{(1)}, \ldots, U^{(K-1)}] \in \mathbb{R}^{K \times (K-1)}$, where the dependence on the current patterns is assumed implicitly.

According to the CEM, the state of the EIT system corresponding to a current pattern $I \in \mathbb{R}_0^K$ is characterized by the internal electromagnetic potential $u \in H^1(\Omega)$ together with the electrode potentials $U \in \mathbb{R}_0^K$. The pair $(u, U) \in H^1(\Omega) \oplus \mathbb{R}_0^K =: \mathcal{H}^1$ is the unique solution of the state equation.
described by the elliptic boundary value problem
\[ \begin{align*}
\nabla \cdot \sigma \nabla u &= 0 \quad \text{in } \Omega \\
\nu \cdot \sigma \nabla u &= 0 \quad \text{on } \partial \Omega \setminus \bigcup_{k=1}^{K} e_k \\
u \cdot \sigma \nabla u &= U_k \quad \text{on } e_k, \quad k = 1, \ldots, K, \\
\int_{e_k} \nu \cdot \sigma \nabla u \, dS &= I_k, \quad k = 1, \ldots, K,
\end{align*} \]

(3.1)

where \( \nu : \partial \Omega \to \mathbb{R}^d \) denotes the exterior unit normal of \( \partial \Omega \).

The variational formulation corresponding to (3.1) is to find \((u, U) \in H^1\) that satisfies [98]
\[ B((u, U), (v, V)) = \sum_{k=1}^{K} I_k V_k \quad \text{for all } (v, V) \in H^1, \]

(3.2)

where the bounded, coercive bilinear form \( B : H^1 \times H^1 \to \mathbb{R} \) is defined by
\[ B((u, U), (v, V)) := \int_{\Omega} \sigma \nabla u \cdot \nabla v \, dx + \sum_{k=1}^{K} \frac{1}{z_k} \int_{e_k} (u - U_k)(v - V_k) \, dS. \]

Following the reasoning of Section 2.1 (see e.g. [110] for details about the FE implementation), after the discretization of \( \sigma \) and \( u \), the (approximate) state \((u, U)\) can be solved from (3.2) for all \( K - 1 \) current patterns. By applying the measurement operator \( M : (u, U) \mapsto U \) to all of the resulting states, we then get the measurement \( F(\sigma, z) = [U^{(k)}]_{k=1}^{K-1} \in \mathbb{R}^{K \times (K-1)} \).

To write down the Fréchet derivative of the forward operator, consider first the derivative corresponding to the solution of the state equation (3.1). For a fixed current pattern \( I \), the solution itself is given by the operator
\[ L^\infty(\Omega) \times \mathbb{R}^K_+ \ni (\sigma, z) \mapsto (u, U) \in H^1 \]
and its Fréchet derivative at \((\sigma, z) \in L^\infty(\Omega) \times \mathbb{R}_+^K\) is given by the linear map
\[ L^\infty(\Omega) \times \mathbb{R}^K \ni (\theta, \xi) \mapsto (u', U') \in H^1, \]

where \((u', U') = ((u', U')(\sigma, z))(\theta, \xi)\) is the unique solution of the variational problem [60, 68, 111]
\[ B((u', U'), (v, V)) = -\int_{\Omega} \theta \nabla u \cdot \nabla v \, dx + \sum_{k=1}^{K} \frac{\xi_k}{z_k} \int_{e_k} (u - U_k)(v - V_k) \, dS \]
for all \((v, V) \in H^1\). Combining this with the measurement operator then gives the derivative of the forward operator
\[ F'(\sigma, z) : (\theta, \xi) \mapsto [U'^{(k)}]_{k=1}^{K-1}. \]

In Publication IV we also need the Fréchet derivatives with respect to the electrode sizes and locations. Their computation is based on [29, 30]; the details are given in Section 2.2 of Publication IV.
3.2 Diffuse optical tomography

In optical tomography (OT) the imaged object is illuminated with near-infrared (NIR) light and the aim is to determine its internal optical properties. To be more precise, typically there are two parameters of interest: the absorption and the (reduced) scattering coefficient. The measurement is the flux of photons coming out of the object corresponding to a specific illumination pattern. The most important potential applications of OT, which include detecting breast cancer and imaging the brain, are based on the different absorption spectra of some physiologically interesting molecules such as hemoglobin and melanin (see e.g. [2, 92]). For details about the theory of light propagation in tissue, medical applications and instrumentation for OT, we refer to the review articles [2, 4, 12, 40, 48, 81] and references therein.

Diffusion approximation

The widely accepted model for light propagation in tissue is the radiative transfer equation (RTE), see e.g. [60, 104] for details and implementation. However, because the RTE is computationally rather expensive, in practical applications it is commonly approximated by simpler models. Here we focus on the diffusion approximation (DA) of the RTE [2, 49], which is the model considered in Publications II and III. The formulation of OT with the DA as the forward model is also known as diffuse optical tomography (DOT). In a strongly scattering medium, such as most tissues, the DA is a fairly accurate forward model. As a result, DOT is the typical imaging approach in medical applications [2]. Notice, however, that the DA has its limitations. In particular, it is somewhat inaccurate close to light sources and boundaries (see e.g. [69] and references therein).

We present the DA in the frequency domain denoting the fixed harmonic frequency, with which the illumination is modulated, by $\omega \in \mathbb{R}$. In practice the illuminations are usually time-modulated [48], but any such measurement can equivalently be expressed in the frequency domain (see e.g. [2, 4]). Consider the domain $\Omega$ illustrated in Figure 3.2. There are two types of optical fibers attached to the boundary: photon sources $s_k \subset \partial \Omega$, $k = 1, \ldots, K$, and measurement sensors $m_l \subset \partial \Omega$, $l = 1, \ldots, L$. The sources and sensors are modeled as pairwise disjoint, open and connected subsets of the boundary. The object is illuminated through each source $s_k$, one at a time, and the corresponding outward photon flux $Y_{lk} \in \mathbb{C}$
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Figure 3.2. Illustration of the parameters of the DA of the RTE for OT: we control the input amplitude $\Phi_k$ on each photon source $s_k$ and account for the ‘device function’ $\Psi_l$ of each measurement sensor $m_l$ to measure the outward photon flux $Y_{lk}$, which depends on the diffusivity $\kappa$ and the absorption $\mu_a$ as well as on the (known) harmonic frequency $\omega$ and the speed of light $c$ in $\Omega$.

is measured at each sensor $m_l$ resulting altogether in the measurement

$$Y = [Y_{lk}]_{l,k=1}^{L,K} \in \mathbb{C}^{L \times K}.$$ The two internal parameters in the DA are the diffusion and absorption coefficients, which are here assumed to be isotropic and denoted by $\kappa, \mu_a \in L^\infty(\Omega, \mathbb{R})$, respectively. The scattering coefficient $\mu_s$ is related to these parameters through

$$\kappa = \frac{1}{3(\mu_a + \mu'_s)},$$

where $\mu'_s := (1 - g)\mu_s$ is the reduced scattering coefficient, and $g \in (0, 1)$ is a free parameter accounting for the fact that scattering in biological tissues is in reality anisotropic. Hence, the forward model is of form $F(\kappa, \mu_a) = Y \in \mathbb{C}^{L \times K}$, where the dependence on the frequency $\omega$ is implicit. Obviously, instead of the diffusivity $\kappa$, we could as well choose to use $\mu'_s$ or $\mu_s$ as the model parameter accompanying $\mu_a$.

The illuminations through the sources $s_1, \ldots, s_K$ are characterized by the input amplitudes $\Phi^{(1)}, \ldots, \Phi^{(K)} \in L^2(\partial \Omega, \mathbb{R})$, which are modeled by suitable functions supported on the corresponding sources. The state of the DOT system corresponding to an input amplitude (or inward photon flux) $\Phi$ is the internal photon density (or fluence) $\varphi \in H^1(\Omega) = H^1(\Omega, \mathbb{C})$. Ignoring the boundary reflections for simplicity, $\varphi$ is the unique solution of the elliptic boundary value problem [42]

$$\begin{align*}
-\nabla \cdot \kappa \nabla \varphi + \left( \mu_a + \frac{\omega}{c} \right) \varphi &= 0 \quad \text{in } \Omega, \\
\gamma_d \varphi + \frac{1}{2} \nu \cdot \kappa \nabla \varphi &= \Phi \quad \text{on } \partial \Omega,
\end{align*}$$

where $i = \sqrt{-1}$, $c$ is the constant speed of light in $\Omega$, and $\gamma_d$ is a dimension-dependent constant with $\gamma_2 = 1/\pi$ and $\gamma_3 = 1/4$. The variational formula-
tion corresponding to (3.3) is to find $\varphi \in H^1(\Omega)$ that satisfies

$$B(\varphi, v) = 2 \int_{\partial \Omega} \Phi \varphi \bar{v} dS \quad \text{for all } v \in H^1(\Omega).$$

(3.4)

Here the bounded and coercive sesquilinear form $B : H^1(\Omega) \times H^1(\Omega) \to \mathbb{C}$ is given by

$$B(\varphi, v) := \int_{\Omega} \left( \kappa \nabla \varphi \cdot \nabla \bar{v} + \left( \mu_a + \frac{\omega}{c} \right) \varphi \bar{v} \right) dx + 2\gamma_d \int_{\partial \Omega} \varphi \bar{v} dS.$$ 

After discretizing $\kappa, \mu_a$ and $\Phi^{(k)}$ for all $k = 1, \ldots, K$, the FEM approximations of $\varphi^{(1)}, \ldots, \varphi^{(K)}$ can be solved from (3.4) as described in Section 2.1.

In the framework of the DA, the boundary measurement at the $l$th sensor corresponding to the state $\varphi^{(k)}$ can be written as [49]

$$Y_{lk} = \int_{\partial \Omega} \Psi^{(l)} \left( \gamma_d \varphi^{(k)} - \frac{1}{2} \nu \cdot \kappa \nabla \varphi^{(k)} \right) dS = 2\gamma_d \int_{\partial \Omega} \Psi^{(l)} \varphi^{(k)} dS,$$  

(3.5)

where $\Psi^{(l)} \in L^2(\partial \Omega, \mathbb{R})$ is a suitable ‘device function’ supported on $m_l$. The second equality in (3.5) follows from the boundary condition in (3.3) since the supports of $\Phi = \Phi^{(k)}$ and $\Psi^{(l)}$ are disjoint. Applying the measurement operator $M(\varphi^{(k)}) = [Y_{lk}]_{l=1}^L \in \mathbb{C}^L$ to all $K$ states then gives the full measurement $F(\kappa, \mu_a) = [M(\varphi^{(k)})]_{k=1}^K = Y \in \mathbb{C}^{L \times K}$.

Consider the operator corresponding to solving the state equation (3.3) with the input amplitude $\Phi$,

$$[L^\infty_+(\Omega)]^2 \ni (\kappa, \mu_a) \mapsto \varphi \in H^1(\Omega).$$

Its Fréchet derivative at $(\kappa, \mu_a) \in [L^\infty_+(\Omega)]^2$ is given by the linear map

$$[L^\infty(\Omega)]^2 \ni (\theta, \xi) \mapsto \varphi' \in H^1(\Omega),$$

where $\varphi' = \left( \left( \varphi'(\kappa, \mu_a) \right)(\theta, \xi) \right)$ is the unique solution of the variational problem (see e.g. [33])

$$B(\varphi', v) = -\int_{\Omega} \left( \theta \nabla \varphi \cdot \nabla \bar{v} + \xi \varphi \bar{v} \right) dx \quad \text{for all } v \in H^1(\Omega).$$  

(3.6)

The derivative of the forward operator is then given by

$$F'(\kappa, \mu_a) : (\theta, \xi) \mapsto [Y_{lk}']_{l,k=1}^{L \times K},$$

where

$$\left( Y_{lk}'(\kappa, \mu_a) \right)(\theta, \xi) = 2\gamma_d \int_{\partial \Omega} \Psi^{(l)} \varphi^{(k)} dS.$$  

(3.7)

Instead of a direct computation based on (3.7), the Fréchet derivative can also be efficiently sampled (see e.g. [2]) using the ‘dual problem’. The
The variational formulation of this problem is to find the unique \( \psi^{(l)} \in H^1(\Omega) \) for which

\[
B(\psi^{(l)}, v) = 2 \int_{\partial \Omega} \psi^{(l)} \bar{v} \, dS \quad \text{for all } v \in H^1(\Omega).
\]

(3.8)

Using (3.8) and (3.6), we may then write (3.7) as

\[
(Y_{lk}(\kappa, \mu_a))(\theta, \xi) = -\gamma_d \int_{\Omega} \left( \theta \nabla \varphi^{(k)} \cdot \nabla \psi^{(l)} + \xi \psi^{(k)} \psi^{(l)} \right) \, dx.
\]

3.3 Quantitative photoacoustic tomography

Photoacoustic tomography (PAT) is a hybrid imaging modality for which the imaging signal comes from an optical source, but the measurements are based on acoustic waves. The aim is, as in OT, to reconstruct the optical properties of the imaged target. More precisely, the examined object is illuminated by an external light pulse (using e.g. NIR or visible light), which propagates inside the target. When the light is absorbed, the released energy generates local heating, which causes an increase of pressure in the material. Assuming that the underlying medium is elastic in nature (such as most tissues), the pressure relaxation acts as a source for acoustic signals that propagate through the material as ultrasonic waves. The receivers at the object boundary then record these waves as functions of time. The images of PAT are based on the initial pressure distribution, which can be formed as in conventional (pulse-echo) ultrasound imaging. The modality aims to combine the desirable qualities of OT and ultrasound imaging to create a high resolution image with good contrast. The main potential applications are biomedical; PAT has been used for example to visualize human blood vessels and to detect tumors as well as to create whole-body images of small animals. For further reading about the underlying physics, practical implementation and imaging capabilities of PAT, we recommend [10, 71, 113, 114] and references therein.

The initial pressure distribution provided by PAT describes the qualitative behavior of internal optical parameters, but does not reveal their actual values. This information, however, is essential e.g. for accurate functional and molecular imaging, where the absolute concentrations of light-absorbing molecules are required. In quantitative photoacoustic tomography (QPAT) the aim is to use the image of PAT to go a step further and estimate the absolute distribution of optical parameters. Hence, it corresponds to solving two inverse problems: the inverse initial value problem...
Figure 3.3. Illustration of the parameters of the DA of the RTE for QPAT: we control the input photon flux $\Phi$ on $s$ and get the absorbed energy density $H$ as an ‘internal measurement’ that depends on the diffusivity and absorption distributions $\kappa, \mu_a$ in $\Omega$.

in acoustics to reconstruct the initial pressure distribution from the ultrasound measurements, and the inverse parameter estimation problem to reconstruct the optical parameters from the solution of the first problem. In addition to the ill-posed inversion, QPAT provides numerical challenges, since the data for the latter inverse problem are high-resolution three-dimensional images of considerable size, and the resolution is expected to be carried over to the reconstruction. For more information about QPAT see for example [6, 27, 39, 79, 103].

Optical forward problem

As in OT, the light propagation in QPAT can be modeled by the RTE (see e.g. [44, 75, 90, 93, 102]) or by its approximations. Here we consider the DA, but this time without harmonic modulation i.e. with $\omega = 0$. The set-up is illustrated in Figure 3.3. The domain $\Omega$ is illuminated by a light pulse (or possibly several) that propagates into the domain through a part of the boundary $s \subset \partial \Omega$. The output (or ‘measurement’) of the model is the corresponding absorbed energy density $H \in L^2(\Omega, \mathbb{R})$, which represents the amount of energy generated when the light is absorbed inside the domain. If the to-be-reconstructed optical parameters are again the diffusion and absorption coefficients, $\kappa, \mu_a \in L^\infty(\Omega, \mathbb{R})$, the optical forward operator is given by $F(\kappa, \mu_a) = H \in L^2(\Omega, \mathbb{R})$.

The light pulse is characterized by the input amplitude $\Phi \in L^2(\partial \Omega, \mathbb{R})$ supported on $s$ and the corresponding state of the optical forward problem is given by the photon density $\varphi \in H^1(\Omega, \mathbb{R})$, which is the unique solution of (3.3) (with $\omega = 0$). Given the state, the measurement operator produces the absorbed energy density via $M(\varphi) = \mu_a \varphi = H \in L^2(\Omega, \mathbb{R})$. After the
discretization of $\kappa$, $\mu_a$ and $\Phi$, the discretized $\varphi \in \mathbb{R}^n$ can be solved using the variational formulation (3.4). The approximate model for the measurement is then $H = [(\mu_a)_j \varphi_j]_{j=1}^n \in \mathbb{R}^n$.

The Fréchet derivative of the forward operator $F$ at $(\kappa, \mu_a) \in [L^\infty_+(\Omega)]^2$ to the direction $(\theta, \xi) \in [L^\infty(\Omega)]^2$ is given by

$$F'(\kappa, \mu_a): (\theta, \xi) \mapsto \mu_a \varphi' + \xi \varphi \in L^2(\Omega),$$

where $\varphi' = (\varphi'((\kappa, \mu_a)))(\theta, \xi) \in H^1(\Omega)$ is the unique solution of (3.6).

**Acoustic forward problem**

The absorbed energy density $H$ generates an initial acoustic pressure distribution $p_0 = \hat{\Gamma} H \in L^2(\Omega)$, where the coefficient $\hat{\Gamma} \in L^\infty(\Omega)$ represents the photoacoustic efficiency (Grüneisen parameter for an absorbing fluid) i.e. the efficiency of the conversion of heat to pressure. Starting from the given initial value $p(x, 0) = p_0(x)$, the pressure distribution $p(x, t)$ describes how the acoustic wave propagates through the space. The pressure $p_l(t)$ is then recorded for $t \in [0, T]$ at a number of sensors $m_l, l = 1, \ldots, L$, around the domain $\Omega$. The propagation of the pressure wave is described by a wave equation [28], whose detailed description is beyond the scope of this thesis, but the measurement configuration is sketched in Figure 3.4. The corresponding forward model is of form $F(p_0) = [p_l(t)]_{l=1}^L = P(t), \quad t \in [0, T]$. The inverse problem of estimating $p_0$ based on the measurements $P(t)$ is considered for example in [55, 66, 67, 107, 113, 114]. See also [34, 38, 44, 88, 97, 99] for approaches where the two inverse problems are combined to estimate the optical parameters directly from $P(t)$. Furthermore, e.g. [1, 7, 79, 89, 96] provide discussion about estimation of the Grüneisen parameter together with the optical properties.
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4. **Summary of results**

**I: Edge-enhancing reconstruction algorithm for three-dimensional electrical impedance tomography**

Consider the nonlinear parameter estimation problem of EIT described in Section 3.1 and assume that the to-be-reconstructed conductivity distribution has an approximately constant background value in which there are distinct inclusions. In Publication I this problem is tackled by assuming an edge-enhancing prior and utilizing Algorithm 4 to compute the MAP estimate for the conductivity. In particular, the algorithm is modified to include also the estimation of contact resistances, which are given an *uninformative* prior, i.e. all realizations are considered equally likely. In fact, the equation corresponding to (2.25) can then be restructured to separate the reconstruction of the conductivity from that of the contact resistances, see Section 4.2 of Publication I for details.

The functionality of the method is tested with three-dimensional numerical experiments using simulated data in two different geometrical settings and real-life measurements from a water tank. Two different priors, the total variation and the Perona–Malik, are employed for comparison. Despite a slight imperfection in the reconstruction of the contact resistances (see Figure 1 in Publication I), the results demonstrate that the method produces conductivity reconstructions that are well in accordance with the prior information. Furthermore, the reconstructions are produced in just a few minutes on dense unstructured FE meshes (around 10 000 – 30 000 nodes) and with relatively large data vectors (240 – 2 256 entries).
II: Edge-promoting reconstruction of absorption and diffusivity in optical tomography

In Publication II we consider the application of Algorithm 4 to the setting of DOT (see Section 3.2), where two internal parameter distributions are to be estimated from complex-valued measurements. In this case it proves to be useful to consider the (componentwise) transformation \( \tilde{c} = \log(c/c_0) \) for the discretized parameters of interest, where \( c_0 \) is the homogeneous estimate from the initialization phase of Algorithm 4. The transformation ensures the positivity and ‘normalizes’ the parameters, producing better results when considering simultaneous reconstruction (see e.g. [95, 104] for similar approaches). The transformed versions of both parameters are given edge-enhancing priors of form (2.8) with different free parameters \( a, b > 0 \). Then, assuming that the to-be-reconstructed parameters are independent, their MAP estimate corresponds to the solution of the equation (2.25) with a block diagonal matrix \( G_c \) (see Section 4.1 of Publication II). The two blocks in \( G_c \) correspond to the priors given for the two parameters of interest. The relative strength of the priors is controlled by the ratio \( b/a \), introducing an additional free parameter into the algorithm.

In the simulated numerical experiments of Publication II, we observe that if one of the parameters is assumed to be known, the reconstruction of the other is comparable to those presented in Publication I. This observation is based on reconstructions corresponding to unmodulated measurements (i.e. \( \omega = 0 \) in (3.3)). However, as demonstrated in the other examples, to successfully reconstruct the two parameters simultaneously, frequency modulated measurements are required to prevent ‘cross-talk’ in the reconstructions (see [94]). These examples also demonstrate the computational capabilities of the algorithm when the number of the parameter values or the size of the data vector increases. The reconstructions on dense three-dimensional FE meshes (around 50 000 nodes) with a data vector of fixed length (496 entries) were performed in about five minutes for both the separate (one parameter) and the simultaneous case (two parameters). However, when the length of the data vector was doubled (to 992 entries), the computation took also approximately twice the time.
III: Efficient inclusion of total variation type priors in quantitative photoacoustic tomography

As explained in Section 3.3, the optical inverse problem of QPAT provides a computationally challenging setting. Both the measurements and the parameters of interest are inherently infinite-dimensional and thus require high-dimensional discretizations. Therefore any practical method for solving this inverse problem must perform efficiently for systems of considerable size. In Publication III we propose to solve the parameter estimation problem of QPAT by assuming edge-enhancing priors for the (transformed) optical parameters and applying Algorithm 4 together with a matrix-free approach for calculating the needed Jacobians (see the Appendix of Publication III). The reconstruction algorithm is a modification of the one presented in Publication II. In particular, the use of homogeneous estimates of the parameters for initialization leads in this case to a slow convergence in the first iteration round. However, utilizing the specific structure of the measurement of QPAT, we are able to significantly improve the initialization phase of the algorithm (details are given in Section 5 of Publication III when describing the first numerical experiment).

The two simulated numerical experiments demonstrate that when two or more (well positioned) illuminations are used, we are able to produce accurate reconstructions of both optical parameters in elaborate targets. Moreover, the matrix-free approximation of the Jacobians reduces the computational cost so that we are able to produce reconstructions with huge data vectors (about 100,000 – 200,000 entries) on dense unstructured FE meshes with computational times comparable to those reported in Publication II.

IV: Compensation for geometric modeling errors by electrode movement in electrical impedance tomography

In Publication IV we consider the modeling errors resulting from an inaccurately known domain shape in the context of EIT (see Section 3.1). It is well known that mismodeling of the geometric measurement setting can easily ruin the conductivity reconstruction if not taken into account [9, 15, 65]. Instead of the full reconstruction of the domain boundary (see [30, 31] for this approach), we propose that the incorrect shape of the reconstruction domain can be compensated by letting the electrode loca-
tions and sizes alter. To theoretically support this claim, we prove that in two dimensions the CEM is approximately conformally invariant.

In the numerical studies a basic adaptation of the Gauss–Newton iteration (Algorithm 3) is employed with Gaussian priors for all the parameters (the conductivity and contact resistances as well as the electrode positions and shapes). We demonstrate that in two dimensions the approach functions as expected with both simulated and real-life data. However, we also observe that a similar technique does not, in general, give good results in three dimensions.
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Errata

Publication I

On page B63 after the equation (3.4) the domain of the function $r$ should be $\mathbb{R}_+$. 

Publication II

On page 6 after the equation (3.6) the domain of the function $r$ should be $\mathbb{R}_+$. 
