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Abstract:

The potential of metal matrix composites (MMCs) as new generation erosion and erosion-corrosion resistant materials is investigated. As a type of wear attack, erosion involves destructive impact of free-moving particles on a solid. The high-strain-rate and hence adiabatic deformation conditions that the target surface experiences during erosion are often the reasons behind the poor correlation of erosion rate with static mechanical properties of the targets, imparting difficulties on erosion study. On the other hand, a good correlation exists between erosion rate and the thermophysical properties of the target. This, however, suggests limited possibilities of enhancing erosion resistance on a monolithic alloy. A literature study at the beginning elaborates the complex of erosion as a physical phenomenon, and lies the theoretical base for the experiment.

In the experiment, nickel-chromium superalloy- and heat resistant steel-based composites are manufactured through a powder metallurgy route. Ceramic particles are added at different volume fractions as the reinforcements. Efforts are made to optimise the powder mixing and powder consolidation procedures to ensure a homogeneous microstructure and full densification of the final composites. Two types of erosion tester are used in the study: a centrifugal erosion tester is for the erosion tests at room temperature, and a gas-blast erosion tester is for the erosion-oxidation tests at high temperature. With the gas-blast tester, both the temperature and oxygen concentration is controlled to simulate real application situations.

The discussion is focused on the tests under a 60° angle of impact. Optical and SEM (scanning electron microscopy) observations are carried out on the eroded surfaces to assess the damage pattern and general behaviour of the studying composites. Meanwhile, on cross-sectioned specimens the bonding and material dissolution at the matrix/reinforcement interfacial regions and the deformation situation at the sub-surfaces are examined by EDS (energy dispersion spectroscopy) and microhardness measurements to reveal the erosion mechanisms of the composites. The experimental results suggest that the strain localisation mode is valid in describing erosion process of a ductile metal, but may need modifications when applying to MMCs. The erosion response of a MMC system is determined by not only the internal parameters of the composites, but also external factors involving all parameters of erosion. In addition, this study provides useful guidelines to the selection of composite systems having high erosion resistance for industrial applications and to the future study as well.
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1. Introduction

In systems in which particles move at high speeds in a fluid stream, serious wear attack has been observed. This type of wear is called erosion and can be defined as the wear resulting from the impact of free-moving particles on a solid. Erosion has been a problem in many industrial operations, for instance, in regenerators, air mills, gas turbines, and fluid-bed systems. One example of using fluid-bed systems in industry is the bubbling fluidised combustor. This process is attractive because of the extremely high heat transfer rates that can be achieved and for its ability to handle high sulphur coal. However, erosion or erosion-corrosion from coal powder and the remaining silica in the sulphur-containing atmosphere has been the major obstacle in the development of this process [1]. Another example is the fluid bed process for catalytic cracking of oil to lower molecular weight hydrocarbons. This is perhaps the most expensive erosion problem ever encountered by industry, as small catalyst particles circulating at very large flow rates through vessels and pipes show high destructive power [2].

The first technical papers on erosion began to appear at the beginning of the last century. Until the 1940’s, ingenious solutions had been devised for many practical erosion problems. However, little progress had been made on the fundamental understanding of the mechanisms by which particles remove material. Attempts to understand the basic mechanisms involved in erosion started after the Second World War and have continued to the present day [2].

Historically, studies on the mechanisms of erosion were focused on ductile metals until the 1970’s, when publications from systematic research on the erosion of brittle materials started to appear. This can be seen from the wide availability of review articles on the erosion mechanisms of ductile materials in the 1970’s and 1980’s [3-8], while much less on brittle materials in the same period [9]. However, an extraordinary amount of work in the area of erosion of brittle materials has been carried out since the mid-1980’s, and a review article published in the early 1990’s [10] sums up much of the work.

1.1 The development of the Erosion Model on Ductile Metals

There is general agreement concerning the erosion mechanisms of ductile metals that extensive plastic deformation is necessary before metal removal occurs. This is reflected by a remarkable feature of ductile erosion behaviour: the variation of the weight loss with impact angle is very similar for materials with widely different thermal and physical properties (Fig. 1.1, 1.2). This, according to Finnie [2], not only is the erosion mechanism the same in all cases, but it involves primarily a single physical property which most would agree is plastic deformation.
There is, however, appreciable disagreement about what material properties, or what criteria, are critical for specifying when erosive loss on ductile metals occurs. Therefore, different theories concerning the erosion mechanisms of ductile metals have been developed. In the following, models representing pioneering efforts and the recent development in the study of erosion of ductile metals are introduced.

### 1.1.1 General Review of Erosion Model on Ductile Metals

In this section, representative models are introduced in an attempt to track the developments in the understanding of the fundamentals of erosion.

**Bitter’s model**

Bitter attempted to cover both ductile and brittle erosion using the same equations [11, 12]. He considered erosion to consist of two simultaneous processes, “cutting wear” and “deformation wear”. For ductile metals, cutting wear predominates at low angles, while at high angles deformation wear predominates. In the case of hard and brittle materials, only deformation wear is responsible for material loss and cutting is negligible. The model was then developed based on elastic contact stress calculations and energy balances. If $W_D$ and $W_C$ represent deformation and cutting wear loss, respectively, Bitter’s models are given as

\[
W_D = \frac{1}{2} \frac{M(V \sin \alpha - K)^2}{\varepsilon}
\]

(1-1)
\[ W_{c1} = \frac{2MC}{\sqrt{V_s}} \left( \frac{(V_s \sin \alpha - K)^2}{(V_s \cos \alpha - \frac{C}{\sqrt{V_s}} \sin \alpha - K)Q} \right) \]  

(1-2)

\[ W_{c2} = \frac{1}{2} \left[ \frac{V^2 \cos^2 \alpha - K_1(V \sin \alpha - K)^{3/2}}{Q} \right] \]  

(1-3)

In which:

- \( W_{c1} \) = cutting wear loss if impinging particle stays in the target after collision,
- \( W_{c2} \) = cutting wear loss if particle leaves the target surface after collision,
- \( \varepsilon \) & \( Q \) = wear factor of deformation and cutting wear, respectively,
- \( V \) = incident velocity of erosive particle,
- \( M \) = total mass of impinging particles,
- \( K \) & \( K_1 \) = constants determined by the elastic properties of target,
- \( C \) = constant and
- \( \alpha \) = impact angle.

In the equations, \( \varepsilon \) and \( Q \) are defined as the energy needed to remove or scratch a unit volume of material from the target by deformation and cutting wear, respectively, and their values depend on the mechanical properties of the target. There is, however, no description in the studies [11, 12] about how this amount of energy is applied in removing material. This simply leads to a suggestion that, as far as the erosive particle loses \( \varepsilon \) or \( Q \) amount of energy from their initial kinetic energy, a unit of material is lost from the target. Moreover, the constants \( K \) and \( C \) in the equations are determined purely by the elastic constants of the erosive particle and the target. Therefore, though this model can predicts the variation of the weight loss with impact angle in some cases, it sheds little light on the understanding of the fundamental processes involved in erosion. Finally, this model also suggests that the erosion resistance of materials should have a direct relation to their mechanical properties, mostly to their elasticity.

**Finnie’s model**

Finnie’s approach is to analyse the motion of the striking particle sweeping over the target surface and removing material [13, 14]. In Fig. 1.3, a rigid polyhedral grain strikes on the surface of a ductile metal and does not fracture. If little rotation of the particle is assumed, the coordinates of the particle’s centre of gravity \( X, Y \) and its tip \( X_T, Y_T \) are related by \( X_T = x + r\phi \) and \( Y \approx Y_T \).
Fig. 1.3 Idealised two-dimensional model of a rigid grain cutting into a ductile metal [7].

As the particle’s rotation is limited, the cutting configuration is approximately and geometrically similar while the particle cuts into the surface. In addition, with sharp tip, considerable strain should occur from the beginning of the cutting process, suggesting the progress of the plastic deformation of the target under full work-hardened conditions. These assumptions lead him to assume further that the ratio of vertical to horizontal force \( K \) is a constant during cutting. Therefore, a constant plastic flow pressure exists with its horizontal component being given as \( p \). Finally, the volume removed is taken as the product of the area swept out by the tip of the particle and the width \( b \) of the cutting edge. That is

\[
V = b \int_0^{t_c} Y_T \left( \frac{dX_T}{dt} \right) dt
\]

where \( t \) is the time from the start of cutting and \( t_c \), the time at which the particle ceases to cut [15]. By introducing the factor \( P \), Finnie solved the equation of motion of the colliding particle.

\[
P = \frac{K}{\left(1 + \frac{mr^2}{I}\right)}
\]

in which, \( m \) is the mass of an individual particle and \( I \) the mass moment of inertia about its centre of gravity. The resulting expressions for the volume \( V \) removed by a total mass \( M \) of impinging particles are

\[
V = \frac{CMU^2}{2\psi p} \left[ \frac{2}{K} \left( \sin 2\alpha - \frac{2}{p} \sin^2 \alpha \right) \right] \quad \alpha \leq \tan^{-1} \frac{P}{2}
\]
when the particle leaves the surface while still cutting, and

\[ V = \frac{cM U^2}{2 \gamma p} \left[ \frac{\cos^2 \alpha}{1 + \frac{m r^2}{T}} \right] \]

\[ \alpha \geq \tan^{-1} \frac{P}{2} \]

(1-7)

when the particle comes to rest while cutting. In the equations, \( c \) is the fraction of particles of all that cut the target in the idealised manner [13].

Examining the model with test results, it shows that it can well predict the erosion of pure metals as a function of impact angle, providing the angle is less than 45°. What is more, the model can also predict the erosion dependence on particle velocity after a slight modification [14]. The modified equation explains the observed values of the velocity exponent, typically 2.3 to 2.4 and ranging from 2 to 3 for ductile metals, while the original model (Eqs. 1-6 and 1-7) predicts a relation of \( V \sim U^2 \). The most significant limitation of this model is that it cannot detect situations of erosion at higher angles, for example \( \alpha > 45^\circ \), since at high angles, much of the material at the target surface is at first only displaced rather than removed straight away. In addition, it is noticed that the horizontal component of the flow pressure \( p \) is the only means of comparing the relative erosion resistance of different materials. As studies have shown [15, 16] that Vickers’ hardness cannot be relied upon to predict relative erosion resistance of ductile materials, this model becomes incapable when selecting materials for erosion problems. Finally, factor \( c \), the fraction of particle cut the target surface in the idealised manner, is considered too difficult to estimate.

**Hutchings’ treatment**

Hutchings’ treatment has some similarities with Finnie’s idea. However, Hutchings has revealed, based on the results of single-impact experiments, that there are three possible types of plastic deformation induced by hard irregular particle impact that can all lead to metal removal: plowing, type I cutting, and type II cutting [17]. Figure 1.4 is the schematic drawing of the three types of deformation. In the plowing deformation, the lip material at the exit end of the crater is pushed up in front of the striking particle and folded over onto the undisturbed surface (Fig. 1.4a). By no means can all the material displaced from the crater be extruded into the lip. For example, in one study the lip represents only about 10 to 25 percent of the total crater volume, and the other displaced material forms less strained ridges around the sides of the crater [18]. This type of deformation is expected from the impact of spherical particles or irregular particles of rounded surface. The other two types of deformation are produced by sharp irregular particles. At an impact angle of 30° and rake angle in a range between –17° and –90°, type I cutting deformation is resulted. The triangular shape of indentation is an indication that appreciable
forward rotation is experienced by the particle rebounding from the surface (Fig. 1.4b). Type II cutting (Fig. 1.4c) results from backward rotation of the striking particle having a rake angle between 0 to 17° and impacting at a low angle, for example 30°. This type of deformation is a perfect machining action, as a chip of material can be cut out from the target surface by a single strike. However, since it occurs over a narrower range of rake angle, type II cutting is rare compared to type I cutting in practice.

Fig. 1.4 Three types of plastic deformation. Impact direction left to right. (a) Plowing deformation. (b) Type I cutting. (c) Type II cutting [17].

The significance of Hutchings’ treatment is seen in three aspects [17, 19]. Firstly, by revealing the existence of the three types of deformation, this treatment covers theoretically all the possibilities of solid particle erosion, for example erosion by irregular particle of sharp or rounded edges at all impact angles. Secondly, it assumes a constant yield pressure acting over the area of the particle that is plastically deforming the target, suggesting a force vector continually changing direction during impact. In Finnie’s model, a constant ratio of normal to tangential force, and hence a constant force vector, is assumed. This rationalises the fact that Finnie’s model overestimates erosion rates, since within a critical range of rake angle at each impact angle, a large amount of impinging particles rotates forward (Type I cutting), and do not remove material directly, but displace it at first. Finally, this model leads to a physical explanation of the observed dependence of crater volume and impact velocity, in which the exponent of the velocity is usually between 2 and 3, while 2 was predicted in the original treatment by Finnie. According to this model, the origin of the higher exponent is due to the impact of spherical particles resulting in plowing deformation. As the impact velocity of a sphere increases, the angle of the exit “ramp” of the crater becomes steeper and therefore, the sphere loses more of its energy in the later stage of the impact. This actually creates an extra volume of the crater, which is a function of velocity cubed. The total volume loss of the target is therefore the combination of the dominant term involving velocity squared and a much smaller term involving velocity cubed, resulting in the high velocity exponent observed.
Though the treatment of Hutchings makes good progress toward understanding the basic mechanisms involved in erosion, its limitation is still obvious. Mostly, there is only one material property, the yield pressure of the target, involved in the treatment. Therefore, the question posed earlier why strength measurements and hardness tests give such poor indication of the relative erosion rate of ductile materials remains unanswered.

**Sundararajan’s model**

The development in erosion study has been driven by not only industrial interests but also the availability of new techniques. The most important progress has come from the examination of the eroding surface by using scanning electron microscope (SEM). This has led to new models that relate the erosion rate to the physical and mechanical properties of the target material, as SEM provides a much clearer picture of the structure of the eroding surface. The localisation model developed by Sundararajan is an attractive one among them. By emphasising the high-strain-rate nature of the deformation that target surface experiences during erosion, this model successively connects the mechanical and thermophysical properties of a ductile metal with its erosion rate. The basic idea of the model is that erosion loss is processed under high-strain-rate and hence adiabatic deformation conditions, and therefore, the mechanical response of the target is dynamic. Under the unique deformation conditions, strain localisation occurs in a narrow range around the impact sites, leading to the formation of craters with heavily strained lips and/or platelets at the sides. The erosion loss of ductile metals is then intimately related to the formation and fracture of the lips and/or platelets. It is declared that this model is able to explain the six general observations found in steady-state erosion of ductile metals (Table 1.1).

<table>
<thead>
<tr>
<th>Observations</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 1.1 General observations in steady-state erosion of ductile metals</strong></td>
<td></td>
</tr>
<tr>
<td><em>(E, dimensionless erosion rate, grams of target loss per gram of erosive)</em></td>
<td></td>
</tr>
<tr>
<td>1. $E$ varies as $(\text{impact velocity})^n$, where “$n$” is usually between 2.2 to 3.0 (mean value of 2.4).</td>
<td></td>
</tr>
<tr>
<td>2. A maximum in the erosion rate for ductile metals is found at an impact angle of 15° to 30°, or in the case of hardened steel at a range of 60° to 90°.</td>
<td></td>
</tr>
<tr>
<td>3. For a given alloy, $E$ is not changed by large increases in hardness developed by heat treatment, ageing, or cold work.</td>
<td></td>
</tr>
<tr>
<td>4. At low impact velocity, $v$, an incubation time is observed that increases roughly as $v^{-1}$.</td>
<td></td>
</tr>
<tr>
<td>5. An excellent correlation exists between the erosion rate and the thermophysical properties of target metal, i.e. the heat to raise the target metal to its melting point.</td>
<td></td>
</tr>
<tr>
<td>6. The erosive loss of ductile metals is intimately related to the formation and fracture of lips and/or platelets formed around the impact sites.</td>
<td></td>
</tr>
</tbody>
</table>
Other models

Other interesting models for dealing with erosion of ductile metals include the *Fatigue Models* [20-22], the *Delamination Model* [23, 24], and the *Adiabatic Shear-Induced Spalling Model* [25, 26].

The *Fatigue Models* are built on the theories of low cycle fatigue. It assumes that, for a target undergoing steady-state erosion, each impact produces a strain increment, and hence a stain-accumulation is built up in the surface layer of the target. An element volume $V_d$ will be lost once it accumulates a critical stain $\varepsilon_c$, the fracture strain of the target. These models predict higher velocity exponent than usually observed (3 from ref. 19 and 20, 3.5 from ref. 21). What is more, all of the models of this kind can not explain the observation 5 (Table 1.1).

The *Delamination Model* suggests that voids nucleate beneath the impact surface, primarily at inclusions. Under steady-state erosion, the voids grow into subsurface microcracks, whose depth increases with the impact velocity. Then the target loses its surface layer by the way of delamination. The model fits only to the observation 2 (Table 1.1).

The *Adiabatic Shear-induced Spalling Model* argues that shear bands form instead of voids and microcracks in the deformed volume beneath the crater, since erosion is progressed under adiabatic, high-strain-rate and hence constraint deformation conditions. The removal of chunks of materials, therefore, is the result of the intersecting of the shear bands. This model provides an attractive explanation for the observation that in hardened steels the angle of maximum erosion shifts from roughly 20° to close to 90° as the hardness is increased to over HRC 60. This is because the shear bands form more easily in high strength (low work hardening) alloys and at high angles.

In summary, it appears that the strain localisation model is attractive in revealing the fundamentals of erosion phenomena in ductile metals. It is believed that this model can provide useful guidelines for material selection in dealing with erosion problems. Therefore, the theoretical background and the derivation of the analytical formulas of this model are detailed in the following sections. At first, the confusing phenomena concerning erosion of ductile metals are highlighted. Then, the theoretical background in the derivation of the analytical formulas is explored. Finally, the merit of this model is demonstrated by applying it to rationalising the confusing phenomena in the erosion of ductile metals.

1.1.2 Confusing Phenomena in the Erosion of Ductile Metals

The confusing phenomenon in erosion of ductile metal is reflected by the poor correlation of erosion rate with static mechanical properties of the targets. A good summary [27] demonstrates
a situation in which the correlation between the erosion date and various mechanical properties for different materials is examined.

**Erosion and strength**

The strength of a material can be characterised by its hardness (HV), yield (σ_Y), and ultimate tensile strength (σ_{UTS}) or the strength coefficient (K; σ = Kε^n, where σ is the flow stress, ε is the true plastic strain and n is the strain hardening exponent). It has been found that in pure metals, stainless steels, and cast irons there is a clear correlation between material strength and erosion resistance so that an increase in strength results in higher erosion resistance. For example, a martensitic stainless steel (AISI 410SS, HV 360) exhibits higher erosion resistance than two austenitic stainless steels (AISI 304SS and 316SS, HV 160) [28]. In another example, a strengthened nodular cast iron with spherical matrix shows higher erosion resistance than a nodular cast iron with normal pearlitic matrix [29]. However, erosion data on many other alloy systems indicate that there is no consistent trend in the correlation between erosion and material strength. It has been reported that in Cu and Cu alloys, increasing material strength (or hardness) by solid solution strengthening actually degrades erosion performance [30]. In another case, the lowest erosion rate has been achieved either in solution treated or overaged (softening compared to solution treating) conditions depend on alloy systems [31, 32]. Therefore, erosion rate can not be predicted on the basis of material strength alone.

**Erosion and ductility**

Higher ductility can have either a positive or negative effect on the erosion resistance for a given alloy system. For example, in a Cu system (Cu, Cu-Zn, Cu-Al), Al-Cu alloy reinforced with Al_2O_3 fibres, and to some extent in cast irons, higher erosion resistance is caused by increasing alloy ductility [29, 30, 33]. However, in the case of Al-Li system, Ti alloys and 17-4 PH stainless steels, the material with low or intermediate ductility exhibits the best erosion properties [27, 28, 31].

**Erosion and mechanical energy density**

The mechanical energy density is defined as the product, (σ_Y + σ_{UTS}) ε_f/2, where ε_f is the tensile ductility. It is expected that the erosion rate should be directly correlated with mechanical energy density as this product reflects the combined effect of strength and ductility of an alloy system. However, among the above mentioned alloy systems, only in the case of the cast irons and the Al-Cu composites with Al_2O_3 fibres is the expectation realised.

**Erosion and strain hardening exponent**

From the energy point of view, higher exponent n is always desired for a material exhibiting good erosion resistance. This is because that the high n allows higher energy absorption capability of a material through plastic deformation by increasing both the specific energy absorption capacity (per unit volume) and the volume over which the plastic deformation occurs.
However, a careful examination of the experimental data from literature [28, 30, 31] does not indicate a consistent correlation between erosion and the \( n \) value of a given alloy system.

Therefore, it is clear that none of the static mechanical properties can be utilised to correlate the erosion rate of a ductile metal on a consistent basis. This is not surprising since erosion processes take place under completely different conditions compared to those under which the static properties of a ductile metal are measured. Therefore, it is quite unrealistic to expect just one parameter to characterise all aspects of erosion.

1.1.3 Deformation Conditions and Plastic Flow of Material Under Erosion

To develop an appropriate erosion model, it is important to understand the uniqueness of the deformation conditions that erosion involves and the plastic flow behaviour of the target under the conditions.

**Erosion deformation conditions**

It is obvious that the process of erosion loss initiates when hard particles indent the target surface plastically, though it is arguable how the final material loss is proceeded. The stress state under which the plastic deformation occurs is not uniaxial but multiaxial, similar to the indentation in normal hardness test. Therefore, the plastic zone surrounding the indenting particle is totally confined (since the target thickness is considerably larger than the plastic zone size), resulting in constrained plastic flow in the presence of a substantial component of hydrostatic compressive stress.

The most significant aspect of the deformation under erosion conditions is the strain rate \( \varepsilon' \) at which the deformation occurs. In Fig. 1.5, the variation of the calculated strain rate with impact velocity is illustrated for various particle sizes [33, 34]. The calculated strain rates lie in the range of \( 10^3 - 10^8 \) s\(^{-1}\), i.e. in the regime of ultrahigh strain rates. It is also noticed that the strain rate is not only the function of the impact velocity but also of the particle size. A comparison of strain rate regimes associated with a conventional tensile test, a sliding and abrasion wear test, and an erosion test is demonstrated in Fig. 1.6.

The direct implication of such high strain rates is that plastic deformation occurs under fully adiabatic conditions. This means that the heat generated by plastic deformation is not dissipated away, which therefore leads to an increase in the temperature of the eroding material. It has been demonstrated that the requirements for the occurrence of adiabatic deformation are well satisfied during dynamic impact [35].
The plastic flow of target under erosion

The first characteristic of plastic flow under erosion is dynamic response. It has been found that the flow stress for many metals has a linear relation with the strain rate, and the rate sensitivity of the flow stress increases rapidly when the strain rates are over $10^3$ s$^{-1}$ [36]. From Fig. 1.5, it can be inferred that erosion processes that are most probably encountered in practice involve deformation under strain rates between $10^4$ to $10^8$ s$^{-1}$. Therefore, investigations on erosion should be carried out under dynamic deformation conditions. A dynamic indentation technique has been developed and used successively in studying the flow behaviour of target materials under high-strain-rate deformation [35].

![Fig. 1.5 Estimated mean strain rates associated with the impact of spheres on a steel surface. Solid lines, purely elastic behaviour; broken lines, perfect plastic behaviour [34].](image1)

![Fig. 1.6 Strain rate-strain regime associated with erosion, tensile test, sliding and abrasion wear. In the same figure, the strain rate-strain regimes pertinent to common tests are also indicated [27].](image2)

In general, the high strain rate hardness and stress-strain curves of many metals or alloys are higher than the corresponding low strain rate curves, indicating a positive strain rate sensitivity of target strength (Fig. 1.7). However, the situation is not so straightforward if the work hardening rates under high and low strain rate deformation, characterised by $n_d$ and $n_s$, are compared. As is presented in Table 1.2, such a comparison indicates that, while $n_d$ is higher than $n_s$ for Cu and Ni, $n_d$ and $n_s$ are comparable in Cu-Zn, Cu-Al and Ni-Cr alloy systems. In contrast, $n_d$ is substantially lower than $n_s$ for MA 754, and its dynamic strength coefficient ($K_d$) is actually lower than its static one ($K_s$) (Table 1.2). It should also be noticed that a peak exists at a strain level of about 8% in the dynamic hardness-strain curve of a tempered steel (Fig. 1.7 (c)), and beyond this strain the dynamic hardness starts to decrease with increasing strain. Further studies
indicate that this is a typical feature of dynamic hardness-strain curves of iron, steels, Cu, and other alloy systems, though the strain level at which the curve is peaked can be considerably different. For example, to obtain the peak value of the dynamic hardness of Cu, a strain level of over 65% must be reached [35].

Fig. 1.7 The variation of static and dynamic hardness of metals and alloy systems as a function of average true strain. The numbers alongside the dynamic curves indicate the strain rate (Unit: $10^3$ s$^{-1}$). (a) from Ref. [30]; (b) from Ref. [29]; (c) and (d) from Ref. [27].
Table 1.2 High strain rate effects on strength coefficient and work hardening rate [27]

<table>
<thead>
<tr>
<th>Material</th>
<th>Dynamic</th>
<th>Static</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_d$ (MPa)</td>
<td>$n_d$</td>
</tr>
<tr>
<td>Copper</td>
<td>853</td>
<td>0.57</td>
</tr>
<tr>
<td>Cu-20Zn</td>
<td>735</td>
<td>0.41</td>
</tr>
<tr>
<td>Cu-5.3Al</td>
<td>865</td>
<td>0.39</td>
</tr>
<tr>
<td>Nickel</td>
<td>939</td>
<td>0.38</td>
</tr>
<tr>
<td>Ni-20Cr</td>
<td>1200</td>
<td>0.27</td>
</tr>
<tr>
<td>Ma 754</td>
<td>1245</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Another characteristic involved in erosion is the large strains, due to the constrained plastic flow conditions as the consequence of the presence of a substantial component of hydrostatic compressive stress. Under the conditions, fracture is inhibited by the elastic constraints of the surrounding material and the high hydrostatic pressure during straining. Similar strain situations can be found in micro-indentation hardness measurement and abrasive wear, in which extremely large strains are achieved.

The characteristics of plastic flow of ductile metals suggest that, under erosion conditions, the target materials experience first strain hardening and then strain softening. As is illustrated in Fig. 1.8, strain softening is the direct consequence of strain localisation. The onset of strain localisation can be expressed as follow [35]. At first, the target material is capable of work hardening so that $d\sigma/d\varepsilon > 0$ at all strains (Fig. 1.8 (a)). Under such conditions, the surface layer of the target is deformed first. However since $d\sigma/d\varepsilon > 0$, this deformation makes this layer harder. Therefore, it is energetically favourable for subsequent deformation to occur in the layers below the first layer since they are undeformed and hence softer. In this manner, the deformation will be spread over a large volume of material underneath the impacting ball (Fig. 1.8 (a)). As the target is strained further, a special stage is reached at a critical strain ($\varepsilon_c$) at which $d\sigma/d\varepsilon = 0$. Under these conditions, any deformation of the near surface layer does not harden it. Thus, it is energetically favourable for all the subsequent deformation beneath the impacting ball to be confined only to the surface layers as demonstrated in Fig. 1.8 (b). This is known as strain localisation. In practice, many metallic materials exhibit a finite work hardening capability at low strain, which then progressively decreases with increasing strain. In a more realistic situation, the work hardening capability of a metal under erosion becomes zero at $\varepsilon_c$ and then negative (softening) beyond $\varepsilon_c$ (Fig. 1.8 (c)).

As strain localisation is the unique feature of plastic flow in erosion, it is assumed that the extrusion of lips around the periphery of the craters formed by the impacting particles and the subsequent fracture of these lips is the mechanism of material loss in erosion of ductile metals.
This type of material removal has been observed experimentally in many studies [5, 28, 30-32, and 37-40].

1.1.4 Strain Localisation Model: Derivation of the Analytical Formulas

To derive the analytical formulas of the localisation model, it is assumed first that all of the kinetic energy of an incident erosive particle, except for stored elastic energy responsible for its rebound, is dissipated through plastic flow in the eroding material [27]. The plastic flow occurs over an almost hemispherical volume, centred on the contact area between the erodent and the eroding material (Fig. 1.9 (a)). Repeated impacts by numerous erosive particles causes these individual plastic zones to superpose (Fig. 1.9 (b)), resulting in the formation of a uniform plastic zone beneath the eroding surface to a depth \( L \) (Fig. 1.9 (c)).

The criterion of the localisation model is that beyond a critical strain (\( \varepsilon_c \)), the material in the plastic zone (just beneath the impacting erodent) is squeezed out because of strain localisation. The dimensionless erosion rate \( E \) can be expressed [26] as

\[
E = \frac{L \rho_l}{N_c (4/3) \pi r^3 \rho_e} \left( \frac{\text{mass loss of target (g)}}{\text{mass of } N_c \text{ erodent particles (g)}} \right)
\]

(1-8)
where $N_c$ is the critical number of impacts per unit area that causes an accumulation of strain of magnitude $\varepsilon_c$ within the unit volume $L$ (since unit area is considered), $r$ is the radius of the particle (assumed as sphere), $\rho_t$ and $\rho_e$ are the density of the target and the erodent, respectively. If $\Delta \varepsilon_m$ is the average strain induced by an individual impacting particle in the plastic zone, $N_c$ is given by

$$N_c = \frac{\varepsilon_c}{2\pi L^2 \Delta \varepsilon_m \{1 - (t+1)/(t+2)\} F(t)}$$

(1-9)

where $F(t)$ is the function of the strain distribution within the plastic volume. Figure 1.10 is the schematic illustration of the idealised shape of the plastic volume and the strain distribution.

Fig. 1.9. Schematic diagram showing the interrelationship between the individual plastic zone beneath each of the impacting particles and the overall plastic zone formed during erosion involving repeating impacts [41].

Fig. 1.10. (a), (b) Schematic show of the idealised plastic volume, and (c) the strain distribution within the volume [26].
Substitution of $N_c$ into the expression of $E$ results in the following expression:

$$E = \frac{\pi L^3 p_i \Delta \epsilon_m \{1 - (t + 1)/(t + 2)\} e^t}{(4/3)\pi^3 p_i \epsilon_c}$$

(1-10)

When $L$, $\epsilon_c$, and $\Delta \epsilon_m$ are determined, the erosion rate of a target material can be calculated.

**Determination of $\epsilon_c$**

To determine $\epsilon_c$, a constitutive equation containing the physical effects relevant to high strain rates must be established at first. Such an expression can be found [45] as:

$$\sigma_f = \beta G b \sqrt{\rho_i} + \frac{KT}{V^*} \ln \frac{\dot{\epsilon}}{\epsilon_0} + \frac{B}{\rho_m b^2} \dot{\epsilon}$$

(1-11)

where, $\beta$ is orientation factor $\approx 1.0$, $G$ is the shear modulus of the target, $b$ is burgers vector, $\rho_i$ is total dislocation density, $\rho_m$ is mobile dislocation density, $V^*$ is activation volume, $B$ is drag coefficient and $\epsilon_0$ is a constant.

Each term in equation (2-11) represents different mechanism contributing to the total flow stress ($\sigma_f$). The first term represents the athermal component of flow stress. This stress is determined by the long rang athermal barriers that can be overcome by stress only. The second term corresponds to dislocation motion being controlled by the thermal activation over short-range barriers whose intrinsic free energy is comparable to $K T$. The thermally activated dislocation motion is important in the strain-rate range $10^{-5}$ to $10^3$/s, and predicts a weak strain rate dependence of flow stress, as $\sigma_t \propto \ln \epsilon$. The third term is the intrinsic viscous drag component contributing to the flow stress. At strain-rates higher than $10^3$/s, dislocation becomes transparent to short range barriers, and its velocity is determined solely by the intrinsic viscous resistance exerted by the lattice phonons.

From the above discussion, it follows that the thermal activated component in the flow stress can be neglected, as strain rates over $10^4$/s are usually encountered under erosion conditions. The viscous drag term is important at high strain rate, but low strains associated with single impacts on virgin surfaces. However, since it is inversely related to $\rho_m$, the magnitude of this term decreases with increasing strain, as $\rho_m$ increases with increasing strain. Thus, at high strain rate and large strains featured to stead-state erosion, the 'drag' term can also be neglected and the flow stress becomes
\[ \sigma_f = \beta G b \sqrt{\rho_i} \tag{1-12} \]

At high strains, the flow stress can be further expressed in a more practical form \[\text{[25]},\] as

\[ \sigma_f = K (1-C T) \varepsilon^n \varepsilon^S \varepsilon > 0.1 \tag{1-13} \]

where \(K\) is the strength coefficient, \(C\) is the temperature dependence of the shear modulus, \(n\) is the high rate strain-hardening exponent, and \(S\) is a constant in the range of 0-0.5. The higher the value of \(S\), the earlier the flow stress reaches its maximum (Fig. 1.11).

Fig. 1.11. The variation of flow stress with strain at different values of \(S\) for annealed copper. Here, \(S = 0, 0.1 \text{ and } 0.3\) for curve 1, 2 and 3, respectively \[\text{[26]}\].

From equation (1-13), \(\varepsilon_c\) can be derived \[\text{[26]}\]. First, let the conditions of onset strain localisation be

\[ \Delta \sigma = 0 = \left( \frac{\Delta \sigma}{\Delta \varepsilon} \right)_{\varepsilon^S,T} \Delta \varepsilon + \left( \frac{\Delta \sigma}{\Delta T} \right)_{\varepsilon^S,\varepsilon} \Delta T \tag{1-14} \]

Then, substitute equation (1-13) into equation (1-14).

\[ \frac{n}{1-S \ln \varepsilon_c} = \frac{n \rho t C_p}{3 K C} \tag{1-15} \]
Equation (2-15) is solved numerically to obtain the value of $\epsilon_c$

$$\epsilon_c = \left( \frac{n_c \rho_t C_p}{3KC} \right)^p$$

(1-16)

where $n_c$ is the instantaneous strain-hardening coefficient at the strain of $\epsilon_c$. The exponent $p$ and $n_c$ can be determined once the values of $K$, $S$ and $n_i$ (the initial strain hardening exponent) are obtained from the complete stress-strain curve of target material [26].

**Mean strain increment $\Delta \epsilon_m$**

It has been demonstrated [34] that the size of the plastic volume and the microhardness-depth profile are identical under static and dynamic indentation conditions, suggesting the applicability of quasi-static conditions to the dynamic response of target during erosion. This leads to the application of the Tabor relation [45] for estimating the mean strain increment. The Tabor relation is given by

$$\Delta \epsilon_m \approx 0.1 \frac{W}{r}$$

(1-17)

where $W$ is the crater radius created at each impact, and $r$ is the radius of impacting particle. By equating the initial energy of the impacting particle with the energy expended in forming the crater, an expression of $W$ is obtained and then substituted to get $\Delta \epsilon_m$. The resulting expression of $\Delta \epsilon_m$ is given [26] by

$$\Delta \epsilon_m = \frac{0.085 \nu^{1/2} \rho^{1/4}}{\sigma_{fav}}$$

(1-18)

where $\sigma_{fav}$ is the average flow stress within the deforming volume of the target, $\rho_t$ is the impacting particle density and $\nu$ is the particle velocity. The average flow stress depends on the average strain $\epsilon_{av}$ in the deforming volume. Suppose the strain distribution has a form indicated in Figure 1.10 (c), the average strain can be expressed by

$$\epsilon_{av} = \epsilon_c / (t + 1)$$

(1-19)

Hence, $\Delta \epsilon_m$ is obtained as
\[
\Delta \varepsilon_m = \frac{0.085v^{1/2} \rho_p^{1/4} (t+1)^a}{K^{1/4}(1-CT_c)^{1/4} \varepsilon_c^a}
\]

(1-20)

where \( a = 0.25n_c(t+1)^{1/4} \varepsilon_c^{1/4} \), \( T_c \approx T_0 + 0.5 \times 3 \sigma_{\text{av}} \Delta \varepsilon_{\text{p}(\text{av})}/\rho \). Here, \( T_0 \) is the initial temperature of the target, \( \Delta \varepsilon_{\text{p}(\text{av})} \) is the average strain increment per impact in the plastic zone defined in Figure 1.10.

**Determination of \( L \)**

The erosion rate depends strongly on the magnitude of the deforming volume \( V_d \) in the target. Referring to equation (1-10) and Figure 1.10, it is noticed that the produce of \( \pi L^3 \) actually equals to \( V_d \). The deforming volume can be obtained by if \( L \) is proportional to \( W \) (\( L = \alpha W \)), the crater radius. In fact, \( L \) is greater than \( W \), since the plastic zone size is larger than the crater volume. Therefore, the deforming volume is proportional to the crater volume \( V_c \). The validity of this assumption has been demonstrated in the case of static indentation in many studies for various shapes of indenters such as spheres, cones and pyramids [41-43]. It is also shown that this assumption is valid under dynamic indentation [35]. The resulted expression of \( V_d \) is then given as [25]

\[
V_d = \alpha V_c = \alpha \frac{(2/3)\pi \rho_p \rho_c t^2 (t+1)^{4a}}{K(1-CT_c)\varepsilon_c^{4a}}
\]

(1-21)

Therefore, \( V_d \) is determined instead of \( L \). With the expression of \( V_d \), \( \varepsilon_c \), and \( \Delta \varepsilon_m \), the erosion rate can be calculated.

**General expression of erosion rate \( E \)**

The general expression of erosion rate can be obtained by substituting equation (1-9), (1-16), (1-20), and (1-21) into equation (1-8). In the case of pure metals, which the literature values of parameter \( C \) (temperature dependence of the shear modulus) can be expressed mathematically as [26]

\[
C = \frac{5.5 \times 10^{-2}}{(T_m - 436)^{0.75}}
\]

The resulted expression of erosion rate is obtained as

\[
E = \frac{0.085v^{2.5} \rho_p^{1/4} \rho_c^{-1-q} \alpha(t+1)^a \left[ (t+1)(t+2) \right] F(t)}{6.06^q (1-CT_c)^{2.5} \left[ v_c C_p T_{m0.75} \left( T_m - 436 / T_m \right)^{0.75} \right] K^{1.25-q}}
\]

(1-22)
In which \( q \) and \( a \) are given as

\[
q = (1 + 5a)p, \quad a = \frac{0.25n_c^{1-\rho_s}(t+1)^\rho}{0.06 \rho t C_p T_m^{0.75} (1 - 436/T_m^{0.75})^{0.75}}
\]

The definition of \( s \) and \( p \) can be found by referring equation (1-13) and (1-16). To calculate erosion rate from equation (1-22), the parameter \( t \) representing the steepness of the strain gradient associated with each impact (Fig. 1.10(c)) is yet to be decided. Considering the determination of \( p \) and \( s \) which requires the complete stress-strain curve of the target under erosion, equation (1-22) is rather a demonstration of the governing parameters in controlling the erosion loss than a practical formula for convenient use. However, it is nevertheless a significant step since the expression connects the erosion rate to mechanical properties \((K, C)\) as well as the physical and thermophysical properties of the target and the erodent \((\rho_t, \rho_p, C_p, \text{and } T_m)\).

It should be mentioned here that the above expression of erosion rate is development under normal impact conditions. However, it is demonstrated [47] that based on the same idea expressions of erosion rate under oblique and intermediate angle impact can be developed. The major difference between the normal and the oblique impact models is that, while a number of impact at the same location are usually required to accumulate the critical strain \((\varepsilon_c)\) under normal impact, material is assumed to remove during each impact under oblique impact and steady state erosion. This is because during oblique impact, a significant amount of plastic deformation occurs in the near-surface shear layer due to the tangential frictional force existing at the contact surface between the particle and the eroding material. It is argued [47] that the shear strains accumulated in this layer during each impact are sufficiently high to onset strain localisation.

### 1.1.5 Strain Localisation Model: Prediction of Erosion Rate

From equation (1-10), it follows that erosion rate can be expressed as

\[
E \approx \frac{L^3 \Delta \varepsilon_m}{\varepsilon_c}
\]

with \( L, \varepsilon_c \) and \( \Delta \varepsilon_m \) are defined earlier. Studies [46, 48] have shown that under normal and angular particle impact it is appropriate to assume a constant value in the range from 0.06 to 0.3 for \( \Delta \varepsilon_m \). This is based on the results of static indentation tests on metallic materials using pyramid and cone indenters. Such tests indicate that with angular indenters at normal angle,
geometric similarity of the indentation is maintained and thus a constant value of $\Delta \varepsilon_m$ can be assumed. Consequently, under normal impact, $L^3/\varepsilon_c$ should scale in the same manner as the erosion rate, i.e. $E \sim L^3/\varepsilon_c$.

As is showed earlier the plastic zone size $L$ is proportional to the diameter $W$ of the crater formed on the eroded surface. The determination of $L$, therefore, merely requires obtaining an expression of $W$, which can be achieved by equating the energy required for forming the crater with the incident energy of the impacting particle. The resulting expression [43] indicates that $L$ increases with increasing $n$, and decreases with increasing $K$, $K$ and $n$ are the static value of strength coefficient and work hardness exponent of target, respectively.

A practical way of estimating $L$ is by using the microhardness-depth profile illustrated in Fig. 1.12. With this method, $L$ can be determined accurately especially when the test material exhibits a finite strain hardness capability [44, 49]. The microhardness measurement can be carried out using a Vickers’ indenter on the sectioned and polished surface at regular intervals and up to a depth deep enough so that the original microstructure is precisely measured. The depth at which the hardness value equals the base value is then defined as the depth of the plastic zone (Fig. 1.12).

![Fig. 1.12. A schematic illustration showing the microhardness-depth technique in determining the plastic zone size L [44].](image)

To estimate $\varepsilon_c$, the following expression has been used [25]:
Referring to equation (1-15), it can be seen that equation (1-24) is obtained if $S = 0$, i.e. under static deformation conditions. The constant $C$ representing the temperature dependence of the shear modulus of the target is usually inversely proportional to its melting point $T_m$, i.e. $C = C_0/T_m$ [51]. Therefore, equation (1-24) can be expressed as

$$
\varepsilon_c = \left( \frac{n \rho C_p}{3KC} \right)^{1/n+1}
$$

Under dynamic deformation conditions, it has been demonstrated [49] that $\varepsilon_c$ can still be estimated from equation (1-25) by simply using the dynamic values of $K$ and $n$. The validity of such a treatment is questionable, as the substitution of dynamic values of $K$ and $n$ into equation (1-15) can not yield equation (1-25), since $S \neq 0$ under dynamic conditions. However, it is shown that the variation of $L^3/\varepsilon_{cd}$ matches the experimentally observed trend in the erosion rates, in which $\varepsilon_{cd}$ is obtained from equation (1-25) by using the dynamic value $K_d$ and $n_d$ [49]. Thus, the critical strain under dynamic conditions becomes

$$
\varepsilon_{cd} = \left( \frac{n_d \rho C_p T_m}{3K_d C_0} \right)^{1/n_d + 1}
$$

Though the localisation model is extended satisfactorily to oblique impact conditions [47], the derivation of the analytical expressions of $\varepsilon_c$ and $\Delta \varepsilon_m$ is difficult. This is because the complicity of the stress state, which changes from nearly hydrostatic to nearly pure shear as one approaches the eroded surface from the elastic-plastic boundary. However, it has been shown [51] that on a qualitative basis $\Delta \varepsilon_m$ of per impact will be significantly higher under oblique impact owing to the near-surface shear deformation which occurs under unconstrained conditions, and that $\varepsilon_c$ will be probable lower because of the additional texture-softening effects. Consequently, the term $\Delta \varepsilon_m/\varepsilon_c$ is expected to be substantially higher under oblique impact conditions. On the other hand, $L$ would be lower compared to that under normal impact conditions, since a large amount of deformation is concentrated in the near-surface shear layer. Therefore, the general observation that maximum erosion rate occurs at low impact angles for ductile metals is perhaps due to the fact that the increase of $\Delta \varepsilon_m/\varepsilon_c$ more than offsets the decrease of $L^3$. After all, it has been demonstrated that the magnitude of $L^3$ appears valid in predicting qualitatively the relative erosion rate among a group of materials of identical type [52].
1.1.6 Strain Localisation Model: Rationalisation of erosion behaviour of ductile metals

From the foregoing analysis, it follows that the erosion rate of a ductile metal is largely determined by the manner in which the two parameters, $L^3$ and $1/\varepsilon_c$, vary with material properties. Moreover, it is demonstrated [41] that $L$ increases with $n_d$ but decreases with $K_d$, the work hardening exponent and strength coefficient of target under high strain rate conditions. Some of the confusing phenomena in the erosion of ductile metals can be rationalised with the idea of strain localisation.

Firstly, increasing strength can be positive to the erosion resistance for certain ductile metals. In the case of pure metals, which exhibit approximately similar $n$ values (0.3 to 0.45), the parameter $L^3/\varepsilon_c$ is proportional to $1/K_d \cdot n_d T_m^{1/n_d}$ (since $L^3 \propto 1/K_d$ if the influence of $n$ can be ignored [44], and $1/\varepsilon_c \propto (K_d/T_m)^{1/n_d}$, equation 26). As the annealed strength of pure metals correlates with their melting point, the positive effect of increasing strength on erosion resistance is explained. In another case, a martensitic stainless steel (AISI 410SS, HV360) exhibits higher erosion resistance than the other two austenitic stainless steels (AISI 304 and 316, HV 160). This is because, while though $K_d$ values for all the three steels are comparable, 410SS has an extremely low value of $n_d$, resulting in lower values of $L$ and $\varepsilon_c$ [28]. However, since the erosion rate $E$ is proportional to $L^3$, the decrease in $E$ due to the decrease in $L$ offsets the opposite effect of $\varepsilon_c$.

However, high strength can have an opposite effect on erosion resistance in other cases. For example, in solution strengthened Cu alloy system, adding solutes Zn and Al in Cu do not increase $K_d$ (to a good approximation) but decrease $n_d$ [30]. Thus, $L$ value remains unchanged (since the effect of $K_d$ on $L$ is more dominant than that of $n_d$) while $\varepsilon_c$ decreases on the addition of Zn and Al [27]. The net result is an increase in erosion rate of Cu with solute addition.

Secondly, high ductility does not necessarily lead to good erosion resistance. For example, the ductility of commercially pure Ti is higher than that of the Ti3Al based alloys, but the alloys exhibit excellent erosion resistance over the pure metal. This is explained by the extremely high work hardening rates and very low $K$ values possessed by the Ti alloys [27]. The combined effect of $n_d$ and $K_d$ results in little change in $L$ but dramatically higher values of $\varepsilon_c$ and, consequently, lowers the erosion rates.

Summarily, the strain localisation model for erosion accounts for the erosion behaviour of a wide range of ductile metals. With the basic ideas from this model, one can understand why material strengthening using a variety of mechanisms often leads to lower erosion resistance for many alloy systems. This, however, presents a difficult situation for material selection in
resisting erosion since, for a monolithic alloy system, there is little room to improve the erosion resistance.

1.2 Erosion Behaviour of Brittle Materials

The erosion of brittle materials is a fracture-dominated event, compared to that of the ductile materials in which plastic deformation is prevailing. In the erosion of brittle materials, the force of the impacting particle causes localised cracking at the surface and the cracks, with subsequent impacts, propagate and link eventually together, resulting in material detachment from the surface. Consequently, brittle materials exhibit a very different manner in the variation of erosion loss with impact angle. Erosion loss for brittle materials tends to increase with increasing impact angle with maximum material loss occurring at 90°, while for ductile materials the erosion loss usually peaks at shallow angles (Fig. 1.13). In the erosion study of brittle materials, the conditions for onset of local fracture due to the contact of hard particles are of particular interest. This is because, if widespread surface fracture does not occur, or if the dominant type of cracking is less effective at removing material, the erosion rate of the brittle material will be much reduced.

Though erosion of brittle materials is a fracture-dominated event, plastic deformation also plays an important role in the process. This is reflected in two phenomena associated with erosion of brittle materials. In the first, it is demonstrated that the ‘brittle’ angular dependence (Fig. 1.13, curve (b)) is not inevitably seen in brittle materials, as the maximum erosion loss may shift from close to 90° to a much lower angle when the erodent size is dramatically reduced [53]. This phenomenon corresponds to a genuine transition from brittle to ductile behaviour. The second phenomenon is the observation of a sharp decrease in erosion rate, or at least a discontinuity of slope in a plot of erosion rate versus impact velocity, when rounded erodent is used (Fig. 1.14). This transition is established because of a change in the extent, and to some degree the nature, of the surface deformation. Above the transition, erosion loss is proceeded in the form of large flaky fragments due to lateral fractures associated with particle impact sites, while below the transition, rounded particles cause no lateral fractures but plastic deformation and, consequently, the erosion loss is considerably lower [54].
1.2.1 Theories on the Erosion of Brittle Materials

As erosion loss in brittle materials is proceeded by brittle fracture, theories have been developed to account for the crack systems formed at the impact sites. Two types of crack systems are important: Hertzian crack, associated with the impact of rounded particles and proceeded only by purely elastic deformation and, Lateral crack, caused by the contact of hard angular particles and proceeded by local plastic indentation and deformation of the surface [54]. The lateral crack system is of special interest in the erosion study of brittle materials, for the conditions of its formation are normally encountered in practice.

Lateral crack

The erosion of brittle materials by angular particles is viewed by many investigators as an elastic-plastic event, with the plastic deformation at the impact site being the prime driving force for the surface fracture that results in material loss [5, 55, 56]. Detailed examinations of impact sites in brittle materials indicate that a zone of intense plastic deformation that is beneath the
immediate area of contact forms during the impact of hard angular particles [57,58]. Furthermore, residual stresses associated with the plastic zone force small cracks, known as lateral cracks, to grow from the impact site. These cracks initially grow parallel to the target surface, and then curve towards and eventually intersect with the surface, resulting in loss of material.

Two elastic-plastic theories have been developed to explain the erosion of brittle materials by angular particles. Both of the theories are based on the assumption that lateral cracks grow in a quasi-static manner as a result of residual stresses introduced by the impact event. The two theories differ mainly in their assumed dependence of impact load on the kinetic and material parameters affecting to erosion. The theory developed by Evans et al. [56] includes dynamic stress wave effects in the calculation of impact load, \( P \). From this theory, the expression for the erosion rate, \( W \), can be expressed as

\[
W \propto v_0^{3.2} R^{3.7} \rho^{1.3} K_c^{-1.3} H^{-1.25}
\]  

(1-27)

where \( v_0 \) is the initial particle velocity, \( R \) and \( \rho \) are the particle radius and density, respectively, \( K_c \) is the target toughness and \( H \) is the target hardness. The other theory is developed by Wiederhorn and Lawn [59], in which the kinetic energy of the particle is assumed to be absorbed completely by plastic flow when a particle impacts the surface. The following equation for the erosion rate is derived from this theory

\[
W \propto v_0^{2.4} R^{3.7} \rho^{1.2} K_c^{-1.3} H^{-0.11}
\]  

(1-28)

It can be seen that the forms of the two theories are similar in that they express the erosion process of brittle materials by a power law dependence of erosion rate (\( W \)) on both particle (\( v_0, R, \rho \)) and target (\( K_c, H \)) properties. However, the exponents for velocity, particle density, and hardness differ in the two theories.

To assess the validity of equations (1-27) and (1-28), the theories are compared with experimental results from literature. In one study [5], it is demonstrated that the two theories are reasonably consistent with the experiment with regard to the exponents for velocity and particle size. While, a serial study on erosion of glass, however, suggests that the theories may well predict the influence of particle size on erosion, the predictions on velocity effect are poor. This is indicated by a wide range of velocity exponent (from 2.4 to 6) obtained in the related studies [60-63]. No systematic investigations have been made of the dependence of target properties \( K_c \) and \( H \), and the experimental results in the literature are lacking in consistence. In one study [56], it is shown that the dependence of \( K_c \) and \( H \) is greater than predicted by the theories. A subsequent study [64] has proved this finding and ascribed the greater dependence of \( K_c \) and \( H \) to
the effect of target microstructure and to the random nature of the particle impact process. The random nature of particle impact states the statistical effect of particle orientation during erosion and the ease with which cracks nucleate upon impact in the target surface. Observations in the study [64] indicate that cracks are often found to arrest during impact resulting in no material loss, unlike the prediction from the theories that once cracks nucleate, they are able to propagate to the target surface. In addition, the interaction of lateral cracks is affected by the grain size of the target. Compared to materials having large grain size, lateral cracks grow more difficulty in materials of fine grain size, since the cracks must interact with more grains during propagation. Investigations [65, 66] have also been carried out on the effect of erodent hardness ($H_p$) on the erosion rate. It has been found that the ratio of erodent to target hardness ($H_p/H_t$) has a stronger influence on the erosion of brittle materials than that of the target toughness, $K_c$, which varies with real crack size.

From the above analysis, it is clear that while both of the models provide a qualitative description of the erosion rate of brittle materials, neither is quantitatively correct. The reason seems to lie in the simplifying assumption made in both theories. It is apparent that the details of the microstructure and material interaction during impact affect the erosion in ways not fully accounted for by the theories.

**Hertzian crack**

A Hertzian crack may form when a rounded particle impacts on a flat surface of a brittle solid. The conical-shaped crack (Fig. 1.15) is the result of very localised radial tensile stresses generated adjacent to the area of contact [66-69]. The variation of principal stresses and their trajectories in the surface of the brittle solid in contact with an impacting spherical particle are illustrated in Figure 1.16. Within the contact area (AA), the principal stresses are largely compressive and similar in magnitude, and the resulting large component of hydrostatic pressure within this region appears to preclude the possibility of Hertzian fractures initiating there. Outside AA, the radically directed stress $\sigma_1$ becomes tensile, reaching a maximum value at the circle of contact, and thereafter falls off slowly with radial distance. It is this component of the stress that is mainly responsible for the initiation of Hertzian cracks [68]. The “hoop-stress” $\sigma_3$ has a value equal but opposite to that of $\sigma_1$ outside of AA, and the stress $\sigma_3$ normal to the impacted surface drops to zero. Thus, the stress state outside the contact circle is one of pure shear and, therefore, cone crack initiates just outside the contact area and propagates into the material.

Studies on the erosion damage of brittle materials by rounded particle impact have concentrated on the strength degradation rather than material loss [67, 69, 70, 72]. One reason might be that stress relief through deformation processes such as plasticity and densification is very limited in the erosion by rounded particle, since an elastic contact between the impacting particle and the impacted surface is established. The characteristics of Hertzian crack indicate the elastic contact. In other words, severe strength degradation causing failure of components can
occur as a direct consequence of the formation and development of Hertzian cracks without necessarily involving significant material loss. On the other hand, it has been shown [71, 72] that Hertzian crack does not form until a critical load or velocity is exceeded. In this case, impact of rounded particle below a certain threshold velocity will cause insignificant strength degradation, and no material loss.
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**Fig. 1.15** Schematic diagram showing Hertzian crack formation on flat surface of brittle solid upon spherical particle impact.
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**Fig. 1.16** (A) Variation of principal stresses in the surface of a semi-infinite brittle solid (SS) in contact with an impacting spherical particle. The stresses are measured along a line coincident with a diameter (a-a) of the contact circle. (B) Half-surface view (top) and side view (bottom) of stress trajectories in Hertzian stress field [68].

The damage morphology from rounded particle impact often shows more complicated pattern than the idealised Hertzian cone crack. In practice, although Hertzian cone cracks invariably form above the threshold impact, they are usually accompanied by secondary cracking more typical of angular particle impact as well as a general crushing of the surface in the contact area [72]. The main features of the complicated crack system are found similar to those in
comparative static loading test and, therefore, can be represented by a series of microphotographs of statically loading hard sphere on the surface of brittle solid [72]. Figure 1.17 demonstrates that the cracking pattern of polished glass changes from well-defined Hertzian cone cracks (Fig. 1.17, (A) and (B)) at low penetrations to the initiation and development of median and lateral cracks at high penetration (Fig. 1.17, (C) to (E)). On rapid unloading, the cone cracks bend back abruptly toward the surface, and a crushed zone constituted by a network of lateral and other interconnecting cracks is generated (Fig. 1.17, (E)).

![Fig. 1.17. Section-and etch profiles of crack patterns produced in soda-lime glass by WC sphere, r = 0.5 mm, at loads (A) 100N, (B) 140N, (C) 180, (D) 266N and (E) 500N. Width of field in (A) to (D) is 1.5mm, in (E) 2.5mm. Note transformation from characteristic “blunt” to “sharp” indenter patterns with increasing load [73].](image)

This transition of crack pattern suggests that the rounded particle effectively “penetrates” the surface of the target at high velocity, and begins to behave much as an angular particle. The occurrence of the transition depends on the size and velocity of the rounded particle. Therefore, in practice a model of angular particle erosion may offer a satisfactory solution in estimating the erosion loss of brittle materials under the conditions of small particle impact at high speed, regardless of the erodent type involved. The observation of the transition can also be depicted graphically by constructing erosion maps, in which regimes of particle size and impact velocity over which different mechanisms of erosion dominate are presented.
1.2.2 Erosion Maps of Brittle Materials

The idea of an erosion map is based on the fact that transitions in wear rate and mechanisms are a common feature in the erosion of brittle materials. In such cases, a relatively small change in erosion conditions, such as impact velocity or size of the erodent, results in significant change in the mechanism of erosion. By selecting appropriate theoretical treatments for the onset of fracture and plastic flow, regimes over which a single erosion mechanism is dominant can be defined and illustrated graphically on `maps´ — plots of particle size against impact velocity [54].

In the case of normal impact of an elastic sphere on to a target material, two transitions may occur: from elastic to plastic deformation and from elastic deformation to Hertzian fracture. It has been found that the elastic-plastic transition is controlled by the target hardness, whereas the fracture transition is determined by the fracture toughness of the target [72]. In the case of normal impact of sharp rigid particle, only one transition, from plastic deformation to lateral fracture, will occur. Here, a modification in the theoretical treatment in determining the threshold velocity is needed when constructing the `map´ to account the situation when the sharp tip of the particle is rounded due to local crushing [74, 75]. The schematic plots in Fig. 1.18 demonstrate the regimes of particle size and normal impact velocity in which Hertzian or lateral cracks and plastic flow will occur in the target. A brief description of the regimes, cited from reference 53, is given below.

In figure 1.18 (A), spherical particles will cause Hertzian crack and plastic flow in the target when critical particle size or critical velocity is reached. In regime I, for small spherical particles and low impact velocities, the deformation is purely elastic, and any erosive wear is expected to be very small, associated with fatigue processes which may eventually lead to crack propagation under cyclic loading. For small particles \( d < d_{0H} \), the threshold value for onset Hertzian crack), an increase in velocity above \( V_{*P} \) (critical velocity for initiation of plastic flow) will bring the system into regime II, in which plastic flow of the target occurs and material will be eroded by ductile processes. For particles larger than \( d_{0H} \), increasing velocity shifts the system from regime I to regime III, in which erosion occurs by the formation and intersection of Hertzian cone cracks. In regime IV, conditions for both Hertzian fracture and plastic flow are simultaneously satisfied. Under this circumstance erosion will involve both fracture and plastic flow, while lateral fracture rather than Hertzian cracking is actually involved, as it was discussed earlier.

The situation of an angular particle impact is demonstrated in Fig 1.18 (B). In regime I, impinging particles will cause plastic indentation in the target but no lateral cracks, at least not by single impacts. In regime IV, the conditions for lateral crack by all particles, whatever their shape, are satisfied, and the target will be eroded by brittle processes. Regime II represents intermediate conditions, in which angular particles will cause lateral fracture but rounded ones will not. In this case, a strong dependence of erosion mechanism on particle shape would be
expected. Regime III represents a situation in which the conditions for lateral fracture by rounded particles are satisfied while those for angular particles are not. However, it is not clear whether this regime has physical significance, since it may be that for any practical materials the velocity within this regime will be below that needed to cause plastic flow of the target by rounded particles. In other word, no lateral cracks will be generated.

Fig. 1.18. Schematic plot showing regimes of particle size and normal impact velocity in which (A) spherical particles will cause Hertzian cracking and plastic flow, and (B) particles of sharp angular shape and/or rounded tip will cause plastic flow and lateral fracture (after ref. 54).

In summary, the regimes of particle size and impact velocity over which different wear mechanisms dominate provide useful insights into the erosion behaviour of brittle materials. It is acknowledged, however, that several important issues have not been addressed in this approach. For example, the effect of impact angles on the transitions and the influence of microstructural features such as grain size or porosity on the erosion behaviour of the target. In a more fully developed form, such an erosion map would not only indicate the dominant mechanism of erosion for any conditions, but also show contours of constant erosion rate within each regime, allowing absolute values of erosion rate to be predicted.

1.3 Erosion Test

In the study of solid particle erosion, it is normal practice to conduct measurements in the field by building up a pilot plant or carry out experiments in the laboratory. Often, it is found that accurate control of all the system variables is extremely difficult in such a plant. Laboratory tests
allow the system variables to be carefully controlled and, therefore, the effects of influencing parameters can be investigated. Among a range of erosion testers available, two kinds of tester, the gas-blast type and centrifugal accelerator type are the most widely used.

Studies have found that the erodent dynamics is an important factor to the erosion damage in solid particle erosion of materials [76-81], and interpretation of erosion results requires a thorough understanding of particle dynamics. It is also believed that the different characteristics of particle dynamics are the main reasons for poor comparability between the values of erosion results using the two erosion testers, even though a similar ranking of materials in terms of erosion resistance can be expected [79].

A short description of the principles of the gas-blast type and centrifugal accelerator type testers is presented below. Both of the testers are involved in the erosion tests in the present study.

1.3.1 Centrifugal Accelerator Erosion Tester

The centrifugal accelerator, or rotating disc accelerator erosion tester was originally developed by Kleis in 1956 [82], and subsequently modified by Söderberg et al. [81]. Recently, a new technique for measuring particle velocity in such an erosion tester has been developed [83].

The schematic diagram of the centrifugal accelerator erosion tester is presented in Fig. 1.19. In the diagram, the eroding particles are supplied onto the vibrating feeder through which an even amount of particles is continuously fed into the central hole of a rotating disc. The particles are accelerated through four radial ceramic channels by the centrifugal force and ejected with a velocity defined by the velocity of the disc periphery. The specimen holders are concentrically arranged with the disc on a ring, which is static or can be made to rotate slowly to avoid the effects of circumferential dose variations. The target seats can be individually adjusted to any impact angle.

The most significant advantage of the centrifugal accelerator tester is the capability for simultaneous testing of a number of materials so that identical erosion conditions is ensured. However, anomalies in the test results may occur when using this kind of tester, sometimes making result interpretation a difficult task.
Fig. 1.19. Schematic diagram of the centrifugal accelerator erosion tester showing direction of disc rotation (after refer. 79).

The most significant anomaly with the centrifugal tester is the shape of the erosion rate vs. angle of impact curves. It is commonly accepted that such a curve for a ductile metal will exhibit a peak at approximately 30° (refer to Fig. 1.1 and 1.2). However, recent studies have demonstrated that the peak may not occur within the range of impact angle of 10° – 90°, and the erosion rate decreases continuously as the impact angle increases [79, 84, 85]. This is explained by the effect of biased particle spin on impact of differently oriented target surface [79]. In the erosion test using the centrifugal tester, particles may have a biased direction of spin about their centre of gravity when emerging from the rotating disc accelerator. The orientation of the vertically mounted specimen can have a marked effect on the erosion mechanisms. As indicated in Fig. 2.20, the spinning particles will always strike the anti-clockwise rotated target surfaces with topspin but will strike the clockwise rotated targets with backspin. According to Hutchings’ theory, a particle with topspin will cause type I cutting and material remove by this type of cutting requires multiple impacts and relies predominately on deformation mechanisms [17]. From the same theory, a particle with backspin will cause type II cutting on the target surface. Compared to type I cutting, type II cutting is more aggressive, and the surface material can be removed upon each particle impact. Therefore, the anomaly in the observed curves of erosion rate vs. impact angle can be rationalised. When the specimen holder is clockwise rotated, type II cutting will be dominant and the erosion rate is high. Since the efficiency of type II cutting in removing material is higher at lower impact angles, the erosion rate increases continuously as the angle is reduced.
The velocity vectors of the impinging particles and hence the erosion process are also affected by dynamic momentum of particles in coupling with the gas and inter-particulate collisions. The dynamic momentum that a particle possesses in coupling with the gas indicates the tendency of particles to travel along the air streamlines after emerging from the accelerating disc and, therefore, missing the targets completely. This effect can be expressed using the following equation [86]:

$$\lambda = \frac{\rho_p d_p^2 U}{18 \mu d}$$  

(1-29)

where $\lambda$ is the momentum equilibrium constant, $\rho_p$ is the particle density, $d_p$ is the particle diameter, $\mu$ is the fluid dynamic viscosity, $U$ is the gas jet velocity and $d$ is the nozzle diameter. In the study of particle flux divergence on impact of target surface using gas-blast tester, it is found [86] that if $\lambda > 10$ the particles are not affected by the gas flow around them to any degree. Similar particle stream behaviour has been assumed in the centrifugal type tester [79], though no systematic study has been carried out on this type of tester. Usually, the parameters of the erosion testers, for instance the low limit speed $U$ and the nozzle diameter $d$ are so chosen that, for most of the materials in test, the dynamic momentum effect is minimised.

Inter-particulate collisions are thought to be the main reason for the observed divergence of particle stream on impact and the inverse relation between the erosion rate and particle flux. In the vicinity of an eroding surface, there is a region where particles arriving at and departing from the surface can collide. The inter-particulate collisions cause more dispersed transfer of impinging energy to the eroding surface, and as a result, the quantity of erosion damage is
decreased. Meanwhile, the collisions also introduce a spread of speeds and angles of impingement to the eroding beam. Apparently, conditions are more favourable for collisions at high levels of flux. Therefore, the erosion rate may be reduced as the particle flux is increased. However, it should be mentioned that a limiting value of particle concentration in the particle beam or particle flux must be reached before inter-particulate collisions will have a significant role in the erosion process [81, 88].

In summary, the most significant advantage of centrifugal erosion testers is the capacity to test a number of materials simultaneously. On the other hand, this kind of tester suffers a major drawback in that it is difficult to assess the mass of erodent that strikes each target for several reasons. Firstly and principally, not all of the erosive particles will strike the surface of each target or indeed the sum of all the target surfaces, because of equipment setting. Secondly, it is obvious that a target at an oblique angle to the particle beam can not be stroked by as many particles as one that is placed perpendicular to the particle beam. Thirdly, the inter-particulate collision effect will produce a diverging plume of particles striking the target surface. Consequently, some of the particles will miss the affecting area on the target surface that is defined by the diameter of the radial channel. Finally, the effect of the biased particle spin on the erosion mechanism must be considered when interpreting and comparing experimental results.

1.3.2 Gas-blast Erosion Tester

In the gas-blast erosion tester, particles are accelerated in a gas stream along a nozzle before leaving the nozzle and striking a target (Fig. 1.21). This type of erosion tester was developed in the early 1960s, and has become popular in most western European countries and in the United States. Equipment of this type of tester is the subject of national standards ASTM G76-89 [87].

The major advantages of this kind of tester are the simple result analysis and short test duration within which the steady-state erosion of target can be reached. Besides, the equipment setting of this type of tester makes it capable of simulating high temperature and corrosive atmosphere erosion conditions that are normally encountered in many industrial processes. The disadvantages of the gas-blast erosion tester, compared to the centrifugal tester, include the difficulties in assessing particle velocity and high probability of adverse gas/particle interactions.

In the gas-blast erosion tester, the particle dose striking a target surface can be accurately determined, since the cross-section area of the particle beam is usually smaller than the target surface area. This makes the result analysis rather straightforward. However, as in the former case, divergence of particle beam will occur. That is, instead of the nominal angle and velocity set for the test, a particle beam with a distribution of trajectories and velocities is experienced, leading to errors in interpretation of the result.
Studies [78, 80] have suggested that the divergence of a particle beam on impact of the target depends mainly on the nozzle bore roughness and the nature of the erodent particles, among other factors. As the particles travelling along the nozzle, they undergo many impacts with the wall and, as a result, they are accelerated discontinuously toward the exit. Such impacts would tend to reduce the final velocity below that predicted by the theoretical models. Apparently, the rougher the wall of the nozzle, the wider the exiting velocities of the particles will spread (Fig. 1.22). Furthermore, as the roughness increases, there will be a greater tendency for the particles to leave the nozzle at a wide angle to the axis of the nozzle, thus increasing the size of the stroked area on the target surface.

To summarise the considerations in conducting an erosion test, it should be born in mind that the characteristics of erodent dynamics, along with other factors, are important criteria in
obtaining meaningful test results with good comparability and reproducibility. Because of the lack of the knowledge about particle dynamics, significant different erosion rates on same materials tested under nominally identical conditions are commonly seen in inter-laboratory tests.

1.4 High Temperature Oxidation Behaviour of Metals

The study of high temperature oxidation of metals requires a wide range of knowledge. A comprehensive coverage of this subject needs to address a broad range of phenomena, e.g. mass transport through oxide scales, evaporation of oxide or metallic species, the role of mechanical stress in oxidation and the important relationships between alloy composition and microstructure and oxidation.

The intention of this section is to provide a basic understanding of the subject of high temperature oxidation of metals. In order to keep this objective closely to the aim of this study, the high temperature oxidation behaviour of iron, chromium, and nickel, as well as their alloys is introduced. The major part of this section is constructed based on the information from an introductory book on high temperature oxidation of metals by Birks and Meier [89]. It is hoped that the knowledge on the oxidation behaviour of the selected alloys can provide useful insights into the initial state of the studied materials in this study at which erosion-oxidation occurs.

The high temperature oxidation behaviour of ceramics is complicated, involving many physical, chemical and metallurgical processes. However, considering the temperature range concerned in this study, the possible oxide layer on the related ceramics is expected to have little influence on their erosion behaviour. On the other hand, the associated changes in physical and mechanical property of the ceramics are of special interest.

1.4.1 Oxidation of Pure Iron, Chromium, and Nickel

Most of the metals in common engineering applications are unstable when exposed to the atmosphere at high temperature, and are subject to deterioration through oxidation. Oxidation of iron, chromium, and nickel represents three types of metal oxidation, which are important to the understanding of oxidation of metal alloys.

Oxidation of iron
A multi-layered scale growths on Fe when it oxidises in air at high temperature. Under a temperature below 570°C, a two-layered scale is formed. Above 570°C, a layer of FeO appears, and the oxide layer sequence in the scale will be FeO, Fe₃O₄, and Fe₂O₃, with the FeO next to the metal.
The formation of FeO has a significant role in the structure and properties of the overall scale on Fe. As a p-type metal deficit semiconductor that can exist over a wide range of stoichiometry, the FeO phase contains high cation vacancy concentrations and, therefore, the mobility of cations and electrons is extremely high. Consequently, this layer becomes very thick compared to the Fe$_3$O$_4$ and Fe$_2$O$_3$ layers. It has been shown that the relative thickness of FeO: Fe$_3$O$_4$: Fe$_2$O$_3$ are in the ratio of roughly 95:4:1 at 1000°C [90]. As the thick FeO layer has a porous structure, metal adhesion is lost. Moreover, physical defects are induced in the outer scale by the stresses associated with the rapid growth of the FeO layer and, as a result, the penetration of gas molecules is enhanced. Therefore, exposed to atmosphere at high temperature (> 570°C), Fe deteriorates rapidly and severely through oxidation.

**Oxidation of Chromium**
The oxidation of pure Cr is, in principle, a simple process since a single condensed oxide Cr$_2$O$_3$ is formed. However, under certain exposure conditions, this Cr$_2$C$_3$ layer can react with the oxygen forming volatile species causing modifications of the condensed layer.

The two most important modifications are scale thinning by CrO$_3$ evaporation, and scale buckling due to compressive stress development. At high temperature and high oxygen pressures, the formation of gaseous oxide CrO$_3$ becomes significant. The consequence is that the metal consumption is accelerated. This problem, which is more serious in rapidly flowing gases, is one of the major limitations in high temperature applications of Cr$_2$O$_3$-forming alloys and coatings. The observed scale buckling at high temperature oxidation is believed to be due to the prevailing inward transport of anions along the grain boundary of the polycrystalline Cr$_2$O$_3$ scale [91]. As a result, compressive stresses are generated during scale formation at the scale-metal interface correlated to the grain boundary region of the polycrystalline Cr$_2$O$_3$ scale.

**Oxidation of Nickel**
Ni forms only one oxide, NiO, under normal temperature and pressure conditions. NiO is a p-type semiconductor with cation deficit. The mechanism by which oxidation of Ni proceeds is, therefore, expected to involve simply the outward migration of cations and electrons forming a single phase scale. For high purity Ni this single layer scale is compact and adherent, giving rise to good oxidation resistance of Ni at high temperature. However, impurity in Ni can cause a large variation in the rate constant of the scale formation as well as in the scale structure. For example, in Ni with an impurity concentration as low as 0.1%, a fundamental change in the scale structure may occur. In such a case, a two-layered scale, both of NiO, with the out one compact and the inner one porous, is formed [92]. The impurity elements are believed to play a role in the increase in the mobility of cations in NiO. It is, therefore, understandable that in general impure Ni will oxidise more rapidly than pure Ni.
1.4.2 Oxidation of Alloys

Alloy oxidation is generally much more complicated than the oxidation of pure metals for many reasons. For example, the metal elements in the alloy will have different affinities to oxygen reflected by the different free energy of formation of the oxides. In addition, metals will have different diffusivities in the alloy, and the metal ions will have different mobility in the oxides. Moreover, the dissolution of oxygen into the alloy may result in internal oxidation — the process by which oxygen diffuses into an alloy, and cause sub-surface precipitation of the oxides of one or more alloy elements. To keep the content of this part close to the aim of this study, the high temperature oxidation of Fe-Cr and Ni-Cr alloy systems are briefed.

**Oxidation of the Ni-Cr alloy system**

In the oxidation of the Ni-Cr alloy system, the content of Cr has a crucial effect on the final scale and thus the oxidation resistance of the alloy. At low Cr contents, internal oxidation of Cr occurs forming Cr$_2$O$_3$ islands with a matrix of almost pure Ni [92]. The scale consists of an outer layer of NiO with an inner layer, sometimes porous, of NiO containing NiCr$_2$O$_4$ islands (Fig. 1.23). This inner layer provides additional cation vacancies, thus increasing the mobility of Ni in this region. As a result, together with the extra oxygen tied-up in Cr$_2$O$_3$ in the internal oxidation zone, a high oxidation rate is observed for the alloy compared to pure Ni.

As the Cr content of the Ni-Cr alloys is increased, the volume fraction of the NiCr$_2$O$_4$ similarly increases. This reduces the total flux of Ni through the scale since the NiCr$_2$O$_4$ islands act as diffusion blocks for outward migration of Ni, and the oxidation rate constant begins to fall. Eventually, as the Cr content increases further, the mode of oxidation changes, which leads to the formation of a complete external scale of Cr$_2$O$_3$. It is this scale that accounts for the excellent
oxidation resistance of many Ni-Cr alloys. However, there is a critical value of Cr content below which the protective effect of the Cr2O3 scale may not be permanent, although a complete external scale is formed. This is because the selective oxidation of Cr in forming the Cr2O3 scale may cause a depletion of Cr in the alloy immediate below the scale. Therefore, any rupture and mechanical damage of the scale will expose a low Cr alloy that will undergo internal oxidation and NiO layer formation with a corresponding high reaction rate. Because of this depletion effect, oxidation resistant alloys based on Ni-Cr system usually contain at least 18-20% Cr.

Oxidation of the Fe-Cr alloy system
The most famous alloy group in the Fe-Cr system is stainless steels of which the corrosion resistance of the alloys is directly related to the Cr concentration. For alloys of low Cr contents at high temperature, both Cr-rich and iron oxides form on the surface. The iron oxides, similar to those of pure iron, determine the structure and the properties of the overall scale. With increasing Cr content, some Cr will start to enter the solution of the FeO phase, forming FeCr2O4 islands, which act as obstacles that block the diffusion of Fe2+ ions. As a result, the FeO layer becomes thinner relative to the Fe3O4 layer. On further increasing the Cr content, a scale of mixed spinel Fe(Fe,Cr)2O4 is produced, which causes a clear drop in the oxidation rate constant. Finally, when the Cr content is exceeded a critical value, an outer scale of Cr2O3 is formed reducing the rate constant dramatically. For most Fe-Cr alloys designed for heat resistance, the Cr content must exceed 20% in order to obtain a permanent protective scale. It is noticed that this critical value of Cr is much higher than the one required for an iron based alloy to become stainless for which a Cr content of 11% is usually adequate [93]. This is because a wide range of solid solutions can form by the Fe2O3 and Cr2O3 rhombohedral oxides at high temperature. Even with a high level of Cr, iron ions will dissolve in and diffuse rapidly through the Cr2O3 scale, and eventually an outer layer of fairly pure Fe oxides will result. Therefore, the Fe-Cr system is not a good system to use as the basis of high temperature oxidation resistant alloys for long-term exposures. The stainless steels designed for corrosion resistance to aqueous environments at moderate temperatures should not be regarded as oxidation resistant at high temperatures.

1.5 Metal Matrix Composites as Erosion Resistant Material
As it is introduced, erosion is a complex phenomenon, and erosion responses of engineering materials are determined by many factors. For ductile metals, no single mechanical property or a simple combination of a few mechanical properties can be relied on to predict the erosion rate for a given material. On the other hand, thermal-physical properties appear to be important. For brittle materials, it is common for a relatively small change in erosion conditions to result in significant changes in the erosion mechanisms, leading to transitions of erosion rate in large scale. Therefore, there is little room for improving the erosion resistance of a monolithic alloy.
In pursuing the aim of this study, metal matrix composites (MMC) are chosen as the candidate material. The scholarship on MMC suggests that for a given set of erosion conditions, a composite system may offer an opportunity of enhanced erosion resistance. Moreover, composite material can be tailored to suit different erosion environments.

Composites can be defined as material systems combing two or more dispersed phases of different materials, each of which maintains its own distinct volumetric region and properties. The motive for making composites is to create materials with a profile of properties not offered by any of the monolithic components. MMC is one group of this kind of material in which metals are used as the matrix. MMC can be classified into continuous fibre reinforced and discontinuously reinforced composites. In continuously reinforced MMCs, long continuous fibres or filaments are introduced into the metal matrices. In discontinuously reinforced composites, the reinforcements are of three types: whiskers, chopped fibres, or particulate.

In this study, particulate-reinforced MMCs are used in developing the new generation erosion-resistant material. A brief introduction of the properties of MMCs is presented to shed lights on the considerations of the material selection.

1.5.1 Mechanical and Physical Properties of MMCs

In general, an MMC system can have several advanced properties over the corresponding matrix alloy, such as: increased strength and stiffness, tailored thermal properties, weight reduction, elevated temperature service, and good radiation and wear resistance. By highlighting the dominant influence parameters that govern the final composite properties, the performance of MMCs can be understood.

Deformation and failure of MMCs

The deformation behaviour of a MMC is the result of the interaction between two inherently different classes of materials that are brought together. The matrix material usually shows an elastic-plastic behaviour when undergoing deformation, while the plasticity of the reinforcement is very low. A comprehensive coverage on MMC materials [94] has demonstrated that the mechanics of elastic deformation of MMCs is relatively easy to reveal, as one can treat it through an evaluation of the average stresses in each phase. This evaluation is still valid when dealing with plastic deformation, since the global behaviour of MMCs during the deformation is still governed by the state of average stresses, although in the matrix and reinforcement interfacial area the stress states can be greatly different to the global ones. However, average stress analysis is obviously not an adequate basis for the treatment of fracture and failure of MMCs, which depend on the local processes that control the initiation and propagation of a crack. Besides, the microstructural variables from the fabrication processes and the experimental variables have
exerted much more influence on the failure behaviour of MMCs than on the unreinforced alloys. This imparts more difficulties on the study of failure mechanisms of MMCs.

**Mechanical properties of MMCs**

The observed mechanical behaviour of a given MMC system is the consequence of the combined effects of all the influential factors, such as the properties of the matrix and reinforcement, reinforcement volume fraction, geometry and geometric arrangement, the characteristics of the interfacial area, and the fabrication method.

**Modulus of elasticity** This property is one of the least sensitive properties to the composite microstructure, though variations in the elastic moduli among the particulate and whisker reinforced MMCs are common. This is mainly attributed to the difficulties in obtaining accurate measurements due to the short proportional regime on the engineering stress-strain curves of MMCs. The major controlling factors on modulus of elasticity are matrix and reinforcement modulus, reinforcement aspect ratio, volume fraction, and alignment [95-97]. In general, an MMC system exhibits higher modulus of elasticity over the monolithic matrix alloy.

**Shear modulus and Poisson’s ratio** The shear modulus and Poisson’s ratio of MMCs are the two other properties that are least sensitive to composite microstructure. The major controlling factors on composite shear modulus and Poisson’s ratio are similar to those on modulus of elasticity [95-97]. The higher elastic moduli give rise to an enhanced stiffness of MMCs, as the elastic loading is largely shared by the extremely stiff reinforcement. This is critical in the design of many engineering components, as to avoid excessive elastic deflection in service is commonly an important consideration.

**Strength** The strength of MMCs depends in a complex manner on the composite microstructure [98]. The effects of residual stresses, non-linear and temperature dependent work hardening of the matrix, interface strength and load transfer between reinforcement and matrix, statistical parameters associated with the intrinsic strength of the reinforcement, as well as the variations in microstructural parameters all need to be considered.

The strength of an alloy, expressed in terms of yield (0.2% proof) stress or failure stress, can be substantially enhanced by the addition of reinforcement. However, this is not universally true compared to the stiffness enhancement. For example, when stronger or high work hardening rate matrix are used to make composites, the failure stresses are often lower than the relevant matrix materials. This perhaps comes from the highly constrained plastic flow in the vicinity of reinforcement resulting in premature fracture.

**Fracture Toughness** The knowledge of fracture mechanics (particularly linear elastic fracture mechanics) has been shown to be inappropriate to characterising the fracture resistance of many MMC systems [99, 100]. This is due to the great sensitivity of composite fracture toughness to
local parameters that can very considerably, often in a poorly controlled manner. The toughness and ductility of MMCs are usually much lower than those of the unreinforced alloys because of the presence of the hard, brittle, and undeformable reinforcing phase.

**Fatigue and Creep Resistance** Fatigue fracture of MMC materials is governed by the growth of very small microcracks. One of the important parameters concerning fatigue is $\Delta K$, the difference in stress intensity between the maximum and minimum loading. The performance of particulate reinforced MMCs in resisting fatigue cracking depends largely on the magnitude of $\Delta K$, the matrix fracture toughness, the intrinsic strength of the reinforcing particles and their alignment. Explanations of the fatigue behaviour of composites under low $\Delta K$ and high $\Delta K$ loading conditions have been proposed [101-103]. It is somewhat straightforward that the fatigue life of a MMC is lower than that of the corresponding matrix alloy.

On the other hand, the enhanced creep resistance is potentially one of the most significant areas of application of MMCs. Creep is a time-dependent deformation under a constant load. It is then not surprising that the addition of a hard reinforcement embedded in a softer matrix will give rise to an enhanced resistance to this kind of deformation. Moreover, this enhancement can be kept at an elevated temperature in some MMC systems.

**Thermal-physical properties of MMCs**
Thermal conductivity and coefficient of thermal expansion are the two thermal-physical properties that are usually considered in the application of MMCs.

**Thermal Conductivity** The thermal conductivity of an MMC is a function of matrix and reinforcement thermal conductivity, reinforcement aspect ratio, orientation, and volume fraction. However, unlike elastic moduli, the sensitivity of this composite property to the reinforcement aspect ratio and volume fraction is less profound since the thermal conductivity values of matrix and reinforcement are usually similar. For the same reason the inhomogeneous distribution, or clustering of reinforcement, has little affect on the global thermal conductivity of MMC materials [104]. However, thermal resistance at the matrix/reinforcement interface due to presence of reaction layer or porosity can affect the thermal conductivity of MMCs.

**Coefficient of thermal expansion** The coefficient of thermal expansion of MMC materials (CTE) is controlled by the volume fraction, aspect ratio, the CTE value and the alignment of the reinforcement. The low CTE of ceramics can be used to tailor the CTE of composites to match that of many different materials. This is useful for microelectronic devices and for components in optical platforms and laser mirrors. It should be mentioned that the composite CTE can also be influenced by the presence of an interfacial reaction layer. Depending upon the interfacial reaction products, either an increase or decrease in composite CTE can be expected.
In summary, MMCs have the potential to offer certain advanced mechanical and thermal-physical properties not achievable through minor additives or microstructure control over the conventional materials. However, uncertainties are high in the prediction of MMC properties, especially for particulate reinforced MMCs, since the phase geometry is usually unknown, the volume fraction of the reinforcement is inaccurate, and the reinforcement shape is difficult to characterise.

1.5.2 Corrosion Behaviour of MMC

Studies of the corrosion behaviour of MMCs are sparse compared to those devoted to the mechanical behaviour and processing methods. Metal matrix composites are typically designed for superior mechanical and physical properties, not for resistance to environmental degradation. However, in many cases, for example in marine environments, an adequate corrosion resistance is essential for successful application of MMCs. As a corrosive environment is likely involved during erosion attack, a general knowledge about the corrosion behaviour of MMCs is necessary.

In the study of corrosion of MMCs, the majority of the work has been concentrated on marine corrosion of aluminium-based MMCs [105-111], which are the only type that are widely available. Information on the corrosion behaviour of less common MMCs can also be found, but the volume of the literature is small compared to that related to aluminium-based composites.

From the fundamentals of corrosion engineering, it is apparent that the reinforcing phase in an MMC will act like a cathode to promote dissolution of the matrix alloy which becomes the anode, as it is usually more noble than the matrix materials. However, the actual roles of reinforcement in the corrosion of MMCs are more complicated. Under special conditions, reinforcement can even enhance the corrosion resistance of MMCs to certain types of corrosion attack.

The role of reinforcement

The role of reinforcement in the corrosion of MMCs depends on many factors. One of the important factors is the electrical conductivity, as it determines the way that the reinforcing phase contributes to the corrosion of MMCs. An adequate conductivity is necessary for a reinforcement to make a direct contribution to the corrosion of an MMC. In this case, the reinforcing phase is a noble conductor that serves as inert electrodes for proton and oxygen reduction. As a result, the metal matrix that is galvanically coupled to the noble conductor is corroded at an accelerated rate. A good example is the corrosion attack in graphite reinforced aluminium MMCs in chloride containing environments [105, 112, 113]. As a good conductor, the graphite serves as cathodic sites for oxygen or proton reduction causing severe corrosion of the matrix as the anode. Another example is the corrosion of SiC reinforced aluminium composites, one of the most popular MMCs that are widely available. SiC is a semiconductor,
but its conductivity can be somewhat high as the impurity level is increased. Consequently, significant galvanic corrosion between aluminium and SiC in aerated chloride containing environments has been found [113, 114].

The indirect contribution of the reinforcing phase to the corrosion of MMC is also important. The reinforcement can have an indirect effect on the corrosion of MMC in three ways [115]. First, the presence of reinforcement may accelerate the ageing behaviour with ageing precipitates nucleating at interfaces, grain boundaries, and matrix [116-118]. The precipitates enhance the dissolution of the matrix alloy as they are usually noble and then act as extra sites for cathodic reactions. A good example is the preferential attack at the SiC/matrix interface in SiC reinforced aluminium composites due to the presence of the intermetallic precipitate CuAl2 in the vicinity of the SiC phase [106, 110, 111, 115]. Compared to SiC, CuAl2 is a good conductor. Clear evidence has suggested that it is the CuAl2 phase rather than the SiC reinforcement that plays a dominant role in the corrosion process. Second, the formation of reaction products and segregation of alloying elements at or along the reinforcement/matrix interface render the corrosion resistance of MMC lower. It has been reported that the occurrence of Al4C3 [107] at the interface of carbon fibre/aluminium and the formation of MgAl2O4 and Mg2Al3 at the Al2O3/Mg-added aluminium interface [105, 118] have a detrimental effect on the corrosion of MMC. Third, dislocation pileups near hard ceramic particle/matrix interfaces due to thermal mismatch and/or during fabrication processes may change localised corrosion characteristics. It has been found that in an Al2O3/Al composite the high dislocation density in composites enhances the solute diffusivity, one of the consequences is the increased possibility of Mg diffusing to the reinforcement/matrix interface, leading to a higher growth rate of detrimental intermetallic compounds [118].

The influence of geometry and geometrical arrangement of reinforcement can also have an influence on the corrosion of an MMC. For example, the reinforcement type can have an effect on the propagation of corrosion pits. It has been observed [107] that in MMC reinforced with continuous fibres, corrosion is generally channelled along the fibres to form pits deep within the material. While, the pit depths are similar to those in the respective unreinforced alloys when same material but in the form of short fibre or particulate is used as the reinforcement [106]. In another study [118], higher corrosion resistance is achieved in a SiC/Al 6013 composite when the homogeneity of the distribution of the reinforcement is improved.

**Corrosion types in MMCs**

Galvanic corrosion is the primary concern regarding the corrosion behaviour of MMCs. This is particularly true when an active metal such as aluminium or magnesium is galvanically coupled to a noble conductor such as graphite fibre. Pitting also occurs in MMCs, especially in those reinforced with particulate reinforcements having limited conductivity [110, 111, 119]. The presence of reinforcing particles renders the passive film on the composite surface more
vulnerable to breakdown in chloride-containing environments, and pits are found preferentially at the interface regions. Moreover, the oxide film on the surface of an MMC can hardly be repassivated once the localised attack is initiated, as numerous microcrevice sites exist in the interface area.

The stress corrosion cracking (SCC) behaviour of particulate reinforced aluminium composites has also been demonstrated [116, 121, 122]. Though the general trend of MMC materials in against SCC shows a higher susceptibility compared to the equivalent monolithic alloys, some composites exhibit an improved resistance to SCC. This improvement has been attributed to a reduced crack tip strain rate due to the presence of reinforcing phase [123].

In principle, the corrosion behaviour of MMCs can be predicted by using the mixed potential theory. However, the corrosion behaviour of an actual MMC can be different from the predicted one, and this is more likely when the major constituents (matrix and reinforcement) are the only components considered in constructing the mixed electrode diagram [124, 125]. Figure 1.24 presents an example of dissimilarity between the theoretical polarisation curve and the experimental one.

Fig. 1.24 Anodic polarisation curves of graphite fibre, monolithic aluminium, and 50 vol. % graphite/aluminium composite. The dissimilarity between the calculated composite curve and the measured one is dramatic [124].

Microstructural changes and contaminants in the MMC are the main reasons for the dissimilarity in polarisation behaviour. The contamination sources are, for example, segregation of alloying elements, formation of interphases and reaction products between the matrix and the reinforcement, and the processing related impurities. Therefore, although microstructural changes in the matrix of an MMC can be positive in terms of mechanical strengthening, they impart difficulties in predicting the corrosion behaviour of the composite.
1.5.3 Abrasive Wear and Erosion Performance of MMCs

Compared to erosion, in which a solid surface is damaged by free-moving particles, abrasion wear is the damage due to hard particles or hard protuberances that are forced against, and move along, a solid surface. The mechanisms by which materials are removed in the abrasion wear are better understood than that in erosion. This, perhaps, is due to the much lower strain rates in the material deformation during abrasion to that in erosion ($10^1$ s$^{-1}$ vs. $10^3$-$10^8$ s$^{-1}$, Fig. 1.6) and, therefore, material properties measured under static deformation conditions are more sensible when study abrasion wear. Clear correlation between material properties and abrasion wear resistance has been found in different types of material [126-130]. These properties include hardness, fracture toughness, elastic modulus, yielding strength, microstructure, crystal structure and composition.

**Abrasion wear of MMCs**

Achieving high wear resistance is one of the main motives in the development of MMCs, especially in the case of iron based and particulate reinforced MMCs. It is obvious that hard and well-embedded particles in a soft matrix will give rise to a higher wear resistance to a composite. Parameters affecting the abrasion wear resistance of MMCs include the hardness, shape, size, volume fraction and distribution of the reinforcement, the properties of the matrix, and the interfacial bonding between the two phases.

Reinforcing particles of high hardness value, sufficient fracture toughness and blocky shape are required for a composite to have good abrasion wear resistance. Depending on their hardness ratio to the matrix and the size ratio of the wear grooves to the average diameter of reinforcing particles, the damage patterns of the reinforcement can be different. The reinforcing particles may be dug out, cut off, cracked down, or pulled out from the matrix. High hardness value makes the reinforcing particles harder to cut. Toughness is to resist particle breakage. However, a blocky shape makes crack propagation in the particle more difficult.

Reinforcement volume fraction is another parameter affecting the wear resistance of MMCs. Unless spalling off the reinforcement particles occurs, most studies have shown that the abrasion wear resistance of MMCs increases with the increasing volume fraction of the reinforcement [131-135]. Otherwise, the wear rate of the composite starts to increase with the volume fraction when spalling off reinforcement particles become more evident.

Matrix microstructure has also a significant influence on the abrasion wear resistance of MMCs. The preliminary requirements for a matrix in a composite system are high hardness, good ductility, and large strain hardening capacity. These properties will limit the deformation occurring in the matrix and the extent of brittle fracture of the matrix will be limited and, therefore, the benefit of the embedded phase in resisting the wear attack is utilised.
Erosion performance of MMCs

In most of the cases, MMCs exhibit enhanced abrasive and sliding wear resistance over the unreinforced matrix alloys. Their erosion behaviour, however, appears more complicated. Studies of aluminium based composites, carbide-metal composites, and cermets have shown that the erosion resistance of the composites is often lower than that of the matrix alloys [136-141]. Whether the composites perform better than the unreinforced alloys or not depends on a number of parameters in complex manners. External parameters such as impact angle, impact speed, and erodent properties and such internal parameters as the mechanical strength of the matrix, the reinforcement content, and its distribution are all influencing factors on the erosion behaviour of composites.

Composites have showed improved erosion resistance over the unreinforced matrix alloys in shallow-impact-angle conditions [137, 139]. In one study [138], erosion tests are carried out on an Al/short-fibre Al2O3 composite, with the reinforcement content of 10, 20 and 30 vol%. SiC and SiO2 are the erosive particles, and the impact speed is 65 m/s. The results show that both the composites and the unreinforced alloy exhibit a typical ductile erosion response under shallow-angle impact, and the erosion rates of the composites are lower than those of the unreinforced alloys. It is explained that the short fibre reinforcement has the effect of reducing the severity of the plastic deformation on the impacted surface, and this leads to the reduced erosion rates. When the impact angle increases to 90°, voids are found on the composite surfaces, indicating the direct removal of fibres from the surfaces. Under this condition, the composite erosion rates are much higher than those of the unreinforced alloys, since the removal of fibres leaves the surrounding matrix vulnerable to successive attack. Similar erosion behaviour is also found in other studies on particulate-reinforced composites, in which the reinforcements are found beneficial in protecting the surrounding matrix only in shallow-angle and fine erodent impact conditions [139, 142].

The type of erosive particle considerably affects the erosion behaviour of composites. In one study, the composites exhibit lower erosion resistance than that of unreinforced alloy, when eroded by angular SiC particles at all impact angle. However, the same composites show an improved erosion resistance when eroded by less angular SiO2 particles and at a shallow angle [137]. This can be understood by analysing the operating mechanisms controlling the material wastage. In the case of erosion by angular SiC particles, gouging or cutting is the dominant mechanism of material loss, and the scale of the plastic deformation caused by individual particles is much larger than the size of the reinforcement. Therefore, the reinforcement provides little resistance to particle penetration. Moreover, the break off of the reinforcement leaves the surrounding matrix more vulnerable to cut. Consequently, the composites show poorer erosion resistance than the unreinforced alloy. On the other hand, the less angular SiO2 particles cause more plowing or less cutting on the sample surface. Since plowing of the surface causes repeated smearing of the deformed matrix alloy over the surface, cracks in the reinforcement and at
reinforcement-matrix interface are not exposed to the free surface for direct attack by subsequent impacts. This leads to a less wastage of the composites under shallow-angle impact.

The influence of erodent particle size on the erosion rate of composites has been found to correspond to the phenomenon of protection or shielding effect. This effect arises when the reinforcing particles in a composite act as a shield for the matrix material behind, while the erosion of the reinforcing particles is negligible [139]. It demonstrates that the occurrence of the shielding effect corresponds to the case where the mean free path ($\lambda$) between the reinforcing particles is much larger than the damage (or crater) size produced by a single impact particle (Fig. 1.25). In addition, the presence of protruding particles (the reinforcing phase) on the worn surface can be treated as a sign of the protection effect. The shielding effect is reduced when the erosive particle size changes from fine, to coarse (Fig. 1.26). As a result, the erosion rate of the composites is increased and finally at normal impact angle, the composite resistance becomes poorer than that of the unreinforced matrix.

The argument of shielding effect indicates that it is the erosion responses of the reinforcing phase that determines the erosion behaviour of the composites. Furthermore, it suggests that an increase in erosion resistance of a composite can be expected only when the erosion of the reinforcing phase is in the low rate regime. When erosion of the hard reinforcing phase is in its high rate regime, the contribution of the reinforcement becomes detrimental and erosion resistance of the composite is consequently low. The enhanced strength that the composite may possess has little to do with its erosion performance. Besides, the interfacial bonding between the matrix and reinforcement must be strong so that during erosion the reinforcing particles remain well embedded long enough in the matrix to have the shielding effect functioned.

![Fig. 1.25 Two basic erosion mechanisms for particulate-reinforced metal matrix. (a) Small impingement angle results in a shielding effect because reinforcing particles give rise to protruding particles. (b) Large impingement angle causes fracture of reinforcement particles, which eliminates the presence of protruding particles, and the entire surface is then gradual with the same erosion rate for the reinforcing particles and the matrix [139].](image-url)
At this point, it becomes clear that a composite system may offer an opportunity of good erosion resistance, while successful design of composite requires good knowledge about the erosion behaviour of the hard reinforcing phase, and the situation of the interfacial bonding between the matrix and the reinforcement.

1.6 The Aim of the Study

The aim of the present study is to develop a new generation material for the energy industry. The application conditions require the new materials to have high resistance against solid particle erosion and the synergetic attack of erosion and corrosion, particularly high temperature oxidation. With the new generation materials, the efficiency of energy production processes will be improved.

In addition to the industrial motive, this study is also intended to explore the fundamentals of erosion as a physical phenomenon. It is obvious that a thorough understanding of erosion and erosion-corrosion mechanisms is the precondition to the material development. Moreover, it is expected that the knowledge and the first-hand experiences from laboratory study and field test can provide useful guidelines to the production method of the new materials and to the future study.
2. **Experiment**

The entire experiment was designed closely to service the aim of the study. The specified application conditions required the new materials to perform under high temperature, corrosive, and erosive atmospheres. Solid particle erosion, high temperature oxidation and the synergism of erosion and oxidation were the major reasons for material degradation.

The entire set of experiments can be divided stepwise into three stages: the preliminary stage, the material development stage, and the advanced stage. The tests in the preliminary stage were arranged to provide guiding information for the second stage study. The advanced stage was designed to test the findings and various ideas arising from the second stage. The implementation of the last stage of the tests is, to a large extent, unfinished at the moment. This paper focuses on introducing the experiments and interpreting the results accomplished in the material development stage. However, it should be understood that the major conclusions from the first stage were the important guidelines for the material selection and composite design in the second stage experiments.

### 2.1 Material Selection and Composite Design

Following the arguments in the introductory part, particulate reinforced metal matrix composites were selected to develop the new generation erosion resistant materials. In the material selection, two groups of alloy were considered as the matrices, while hard ceramics in the form of particulate were selected as reinforcements.

#### 2.1.1 Selection of Matrix Materials

Two types of alloy, nickel-chromium superalloy and heat resistant steel were selected as the matrices. All of the raw materials were supplied in the form of powder, except one of the heat resistant steels that was in the form of cold-rolled bar.

The selection of the nickel-chromium superalloys was based on the broad usefulness of the alloys. In addition to the excellent resistance to both reducing and oxidising corrosive solutions, the nickel and chromium also work together in resisting oxidation, carbonisation, and other forms of high-temperature deterioration. Moreover, the alloys demonstrate good mechanical stability over a wide range of temperature. At cryogenic temperatures, the alloys do not become brittle. At moderate temperatures, the alloys sustain high level of tensile and fatigue strengths. At high temperatures, the alloys display excellent creep-rupture properties. In this study, two nickel-chromium superalloys — INCONEL 671 and NIMONIC 81 were selected. Under the high
temperature conditions in this study, the oxidation resistance of the selected superalloys was expected to be excellent.

Two heat-resistant steels — AVESTA 253MA and APM9935 were used in this study. AVESTA 253MA is an austenitic high temperature steel that exhibits high oxidation resistance and good weldability. It is used for furnace parts and accessories that are subjected to high temperatures (up to 1100°C) e.g. radiant tubes, sealing plates, and coolers. This grade also lends itself to use in automobile exhaust filter systems and other tubular applications subjected to high temperatures. APM9935 has a major chemical composition close to that of AVESTA 253MA, and hence was expected to behave similarly under the test conditions. The application temperature range of the selected stainless steels suggested that their oxidation resistance under the conditions in this study was sufficient. Since the powder form of AVESTA 253MA was not available, APM9935 in the form of powder was used as the matrix alloy in producing the heat-resistant steel composites. AVESTA 253MA in the form of cold-rolled bar was used as reference material in all of the erosion tests.

In the preliminary stage of study, stainless steel composites were also tested along with the superalloy and heat-resistant steel composites. They were, however, not included in the second stage experiment. From the results of the preliminary stage, it followed that the stainless steel composites experienced a relatively high rate of oxidisation at the temperature concerned. Their low temperature erosion resistance, on the other hand, was comparable and/or worse to that of the superalloy-based composites. In this paper, the erosion performance of the stainless steel composites is presented in the purpose to demonstrate the synergistic effect of erosion and oxidation. Two stainless steels — AISI 316L and DUPLOK 27, were used in the first stage experiment. AISI 316L, one of the most widely used austenitic stainless steel, has an excellent corrosion resistance, especially pitting and crevice resistance in chloride containing aqueous environments. DUPLOK 27 is a duplex stainless steel, and thus has a mixture of ferrite and austenite. As well as good corrosion resistance in aqueous environments, this stainless steel shows higher toughness and yielding strength than does the austenitic grade.

Table 2.1 and 2.2 present the major chemical compositions and selected physical and mechanical properties of the studied materials. The information in the tables is collected from different sources, and thus, should not be treated as absolute values of the materials. The figures in the tables are, therefore, for general reference only.

2.1.2 Selection of Reinforcements

Several ceramics in the form of particulate were selected as the reinforcements for the developing composites. High hardness, high elastic modulus, good chemical stability, and availability were the major considerations. Previous experience with metal matrix composites
was also important in the final selection. The major physical and mechanical properties of the ceramic reinforcements are listed in Table 2.3.

Table 2.1 Major chemical compositions of the studied materials

<table>
<thead>
<tr>
<th>Material</th>
<th>% Ni</th>
<th>% Cr</th>
<th>% Fe</th>
<th>% Mo</th>
<th>% Ti</th>
<th>% Cu</th>
<th>% C</th>
<th>% Mn</th>
<th>% Al</th>
<th>% Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCONEL 671</td>
<td>Bal.</td>
<td>48</td>
<td>0.3</td>
<td>0.35</td>
<td>0.1</td>
<td>0.4</td>
<td>0.04</td>
<td>0.35</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Bal.</td>
<td>30</td>
<td>0.3</td>
<td>1.8</td>
<td>0.2</td>
<td>0.05</td>
<td>0.90</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>AISI 316L</td>
<td>14</td>
<td>17</td>
<td>Bal.</td>
<td>3.0</td>
<td>0.2</td>
<td>0.02</td>
<td>1.3</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>DUPLOK 27</td>
<td>7.0</td>
<td>26</td>
<td>Bal.</td>
<td>3.3</td>
<td>0.2</td>
<td>0.02</td>
<td>1.0</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>AVESTA 253MA</td>
<td>11</td>
<td>21</td>
<td>Bal.</td>
<td>2.4</td>
<td>0.1</td>
<td>0.8</td>
<td>1.6</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>APM9935</td>
<td>11</td>
<td>21</td>
<td>Bal.</td>
<td>0.2</td>
<td>0.09</td>
<td>0.6</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2 Selected physical and mechanical properties of the studied materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Density g/cm³</th>
<th>Hardness HRB</th>
<th>Young’s Modulus GPa</th>
<th>Ultimate Tensile Strength MPa</th>
<th>CTE linear 20°C μm/m°C</th>
<th>Thermal Conductivity W/mxK</th>
<th>Melting Point °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCONEL 671</td>
<td>8.02</td>
<td>95</td>
<td>862</td>
<td>11.8</td>
<td>1350</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>8.06</td>
<td>max. 95</td>
<td>1050</td>
<td>11.1</td>
<td>10.9</td>
<td>1340</td>
<td></td>
</tr>
<tr>
<td>AISI 316L</td>
<td>7.92</td>
<td>200 min. 850</td>
<td>200</td>
<td>16.5</td>
<td>14</td>
<td>1440</td>
<td></td>
</tr>
<tr>
<td>DUPLOK 27</td>
<td>7.81</td>
<td>200</td>
<td>800-1000</td>
<td>13.5</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AVESTA 253MA</td>
<td>7.80</td>
<td>88</td>
<td>200</td>
<td>17</td>
<td>15</td>
<td>1450</td>
<td></td>
</tr>
<tr>
<td>APM9935</td>
<td>7.75</td>
<td>92</td>
<td>200</td>
<td>17</td>
<td>15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The densities of the steels were calculated based on the chemical compositions given in Table 2.1.

Table 2.3 Physical and mechanical properties of the ceramics

<table>
<thead>
<tr>
<th>Material</th>
<th>Density g/cm³</th>
<th>Hardness HV/μ</th>
<th>Young’s Modulus GPa</th>
<th>CTE linear μm/m°C</th>
<th>Thermal Conductivity W/mxK</th>
<th>Particle shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃</td>
<td>3.94</td>
<td>3790</td>
<td>366</td>
<td>8.3</td>
<td>28</td>
<td>Angular</td>
</tr>
<tr>
<td>Cr₃C₂</td>
<td>6.66</td>
<td>2280</td>
<td>380</td>
<td>10.3</td>
<td>33</td>
<td>Angular</td>
</tr>
<tr>
<td>TiC</td>
<td>4.93</td>
<td>3200</td>
<td>450</td>
<td>7.7</td>
<td>34</td>
<td>Angular</td>
</tr>
</tbody>
</table>
2.1.3 Composite Design and Processing

The composites were processed through a powder metallurgical route in which powders were mixed, filled into capsules, and consolidated. Where the raw powders had a wide range of size distribution, sieving was performed with regard to the considerations in the composite design.

**Particle size determination**

The current knowledge of powder metallurgy suggests that a fine particle size of metal powder is desired in producing high performance materials. Therefore, the matrix powders were sieved to remove coarse particles that were over 106 µm. The particle size of each matrix alloy is presented in Table 2.4.

<table>
<thead>
<tr>
<th>Particle Size (µm)</th>
<th>INCONEL 671</th>
<th>NIMONIC 81</th>
<th>APM 9935</th>
<th>AISI 316L</th>
<th>DUPLOK 27</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 ~ 106</td>
<td>60 ~ 106</td>
<td>&lt; 106</td>
<td>&lt; 22</td>
<td>&lt; 106</td>
<td></td>
</tr>
</tbody>
</table>

The particle size of reinforcement has more delicate effects on the final properties of composites [94, 99-104, 131], while the size effect on the erosion of composites is little studied. This caused difficulties in the determination of the particle sizes of the reinforcements. Finally, two grades of Cr₃C₂, fine and coarse, one fine grade of TiC with narrow distribution range and one coarse grade of Al₂O₃ particles, were used to construct the composite materials. The reasons of using two grades of Cr₃C₂ are twofold: to improve the homogeneity of the reinforcement in the matrix by narrowing down the size distribution, and to test the effect of reinforcement mean particle size on the overall erosion of the composites. The original size distribution of the Cr₃C₂ particles was large enough so that sieving could be performed to obtain two grades of reinforcement from this material. The particle size distributions of the selected reinforcements are given in Table 2.5.

<table>
<thead>
<tr>
<th>Particle Size (µm)</th>
<th>Al₂O₃</th>
<th>Cr₃C₂</th>
<th>TiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine grade (µm)</td>
<td>10 ~ 45</td>
<td>20 ~ 30</td>
<td></td>
</tr>
<tr>
<td>Coarse grade (µm)</td>
<td>105 ~ 149</td>
<td>45 ~ 106</td>
<td></td>
</tr>
</tbody>
</table>
**Composites design**

The volume percentage of reinforcement was the next parameter to be determined in design of the composites. Again, a wide literature survey provided an unclear impression of how the variation of volume percentage of the reinforcement would affect the erosion behaviour of a composite. Therefore, previous studies on abrasive wear of metal matrix composites were referred to in determining the volume percentages of the reinforcements. This was also the case in constructing the composite systems, i.e. which matrix alloy should joint to which ceramic reinforcement, although information from the literature did provide useful insights. It was hoped that the selected range of volume percentage was wide enough to reveal the possible transitions of mechanism in controlling the erosion processes of the composites.

Table 2.6 provides the details of the constitutional variables of the studies composites. The stainless steel composites, tested in the first stage study, are also presented. It should be remembered that more alloys and composite combinations than those presented in Table 2.6 were actually tested or are under testing in the whole study.

<table>
<thead>
<tr>
<th>Matrix $M$</th>
<th>Reinforcement $R$</th>
<th>R Volume $Vol.~%$</th>
<th>Particle size of R $\mu m$</th>
<th>Composite Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>10</td>
<td>10~45</td>
<td>APMCr1F</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>20</td>
<td>10~45</td>
<td>APMCr2F</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>30</td>
<td>10~45</td>
<td>APMCr3F</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>10</td>
<td>45~106</td>
<td>APMCr1C</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>20</td>
<td>45~106</td>
<td>APMCr2C</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Cr,C$_2$</td>
<td>30</td>
<td>45~106</td>
<td>APMCr3C</td>
</tr>
<tr>
<td>APM 9935</td>
<td>Al$_2$O$_3$</td>
<td>20</td>
<td>105~149</td>
<td>APMA2</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>10</td>
<td>10~45</td>
<td>81Cr1F</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>20</td>
<td>10~45</td>
<td>81Cr2F</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>30</td>
<td>10~45</td>
<td>81Cr3F</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>10</td>
<td>45~106</td>
<td>81Cr1C</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>20</td>
<td>45~106</td>
<td>81Cr2C</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>Cr,C$_2$</td>
<td>30</td>
<td>45~106</td>
<td>81Cr3C</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td>Cr,C$_2$</td>
<td>20</td>
<td>45~106</td>
<td>671Cr2C</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td>TiC</td>
<td>20</td>
<td>20~30</td>
<td>671T2</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td>Al$_2$O$_3$</td>
<td>20</td>
<td>105~149</td>
<td>671A2</td>
</tr>
<tr>
<td>AISI 316L</td>
<td>Al$_2$O$_3$</td>
<td>35</td>
<td>105~149</td>
<td>316A35</td>
</tr>
<tr>
<td>DUPLOK 27</td>
<td>Cr,C$_2$</td>
<td>35</td>
<td>10~45</td>
<td>D27Cr35F</td>
</tr>
</tbody>
</table>
Composites processing

The powder metallurgical route in processing the composites included several steps. First, powders of the matrix alloy and the corresponding reinforcement particles were mixed using a tumble mixer (TURBULA T2C, Maschinenfabrik W. A. Bachofen AG). In the mixing, the powders in the container underwent a complex three-dimensional movement. Optimal mixing was achieved by following an effective mixing procedure [143]. The powder mixtures were then transferred into capsules for consolidation.

Hot isostatic processing (HIPing) was used in the powder consolidation. This technique involves the simultaneous application of a high-pressure gas (usually inert) and an elevated temperature in a specially constructed vessel. Under the conditions of heat and pressure, internal pores and defects within the powder mixture collapse and are welded up. Using this technique, not only full but also uniform densification can be achieved, since the high pressure is developed with gas and thus, is isostatic [144]. The isostatic pressure arises from molecules or atoms of gas colliding with the surface of the object. These colliding atoms have the ability to reach all surfaces of the component, including re-entrant angles, and to act reliably and consistently independent of shape. On average, the numbers of gas atoms moving through unit area, and their velocities, are the same in all directions. Thus, the pressure on every surface of a component is the same and acts in a direction normal to the surface.

Table 2.7 Parameters of HIPing consolidation and heat treatment

<table>
<thead>
<tr>
<th>Composites</th>
<th>HIPing*</th>
<th>Heat treatment (Solution annealing)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temp. °C</td>
<td>Time hrs</td>
</tr>
<tr>
<td>Cr3C2/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>NIMONIC 81**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr3C2/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr3C2/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>APM 9935</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TiC/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al2O3/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al2O3/</td>
<td>1180</td>
<td>3</td>
</tr>
<tr>
<td>APM 9935</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Diffusion bonding and air cooling.
** Ageing was performed at 700 °C for 16 hours and then followed by pressured air cooling.

The HIPing parameters in this study were determined according to previous experience. After HIPing, the capsules were heat-treated to release the stresses developed during the cooling stage in the HIPing cycle. This was particularly necessary for the composites, since the thermal
mismatch between the matrix and the reinforcing phase could generate high levels of stress and, as a result, internal as well as surface related defects would form in the pre-test samples. For the steel composites, the heat treatment had an additional purpose, which was to ensure the matrices were free of sigma phase, which might precipitate in the high chromium steels in the cooling step of HIPing. Table 2.7 presents the HIPing parameters and the heat treatment procedures used in the second stage of the experiment.

2.2 Test Equipment

Two types of erosion tester were used in this study. A centrifugal erosion tester was used in the erosion tests at room temperature, and a gas-blast erosion tester was used for the high temperature erosion-oxidation tests.

2.2.1 Centrifugal Erosion Tester

The centrifugal erosion tester used in this study has a typical installation commonly found in the laboratory study of erosion. A vibrating feeder supplies the erosive particles into the central hole of a rotating disc (sand wheel) that has four radial channels made of carbon steel, through which the particles are accelerated by the centrifugal force and ejected with a velocity defined by the velocity of the disc periphery. The specimen holders are concentrically arranged with the disc on a ring that is fixed to the immobile parts of the equipment.

The principle of the tester is illustrated in Fig. 2.1. With this device, fifteen samples can be tested simultaneously at five different angles: 15°, 30°, 45°, 60°, and 90°. The speed of the erosive particles can be varied between 40 to 80 m/s. Finally, this device is designed for erosion tests at ambient temperature with dry erosive particles only.

2.2.2 Gas-blast Erosion Tester

The principle of the gas-blast test unit is illustrated in Fig. 2.2. The erosive particles are accelerated and heated in a gas stream along an acceleration tube before striking the target surface. During the test run, a computer-controlled unit measures and records data of the temperatures of the test atmosphere and the specimen surface at certain intervals. Simultaneously, the oxygen concentration of the test atmosphere is also monitored. The particle velocity calculations are based on the assumption that particles reach the velocity of the gas stream in the long acceleration tube before impinging on the specimen. The particle dose in the gas stream is controlled by adjusting the particle-feeding rate.
Fig. 2.1  Schematic drawing showing the principle of the centrifugal erosion tester [145].

Fig. 2.2  Schematic drawing showing the principle of the gas-blast type of erosion test unit [146].
2.3 Implementation of Erosion Tests

The conditions of the erosion tests at room temperature are provided in Table 2.8. Using the centrifugal tester, fifteen specimens (25×15×4 mm) mounted at the same angle to the impinging particles were tested in each round.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Impact angle</th>
<th>Particle speed</th>
<th>Erodent</th>
<th>Particle dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>25°C</td>
<td>15°/ 30°/ 60°</td>
<td>40 m/s</td>
<td>SiO₂ (100 –600 µm)</td>
<td>30 kg</td>
</tr>
</tbody>
</table>

Note: The Particle dose is the amount of erodent consumed in each round of test, and was 10 kg in the first stage and 30 kg in the second stage of tests.

The test conditions of the high temperature erosion-oxidation tests were considered to simulate as faithfully as possible the real application situations. In each set of test, four specimens (20×15×5 mm) of different materials were tested simultaneously. The test parameters are presented in Table 2.9.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Oxygen</th>
<th>Impact angle</th>
<th>Particle feed rate</th>
<th>Particle speed</th>
<th>Erodent</th>
<th>Test duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>850°C</td>
<td>10%</td>
<td>30°/ 60°</td>
<td>2.5 kg/h</td>
<td>20 m/s</td>
<td>SiO₂ (100 – 600 µm)</td>
<td>18 hours</td>
</tr>
</tbody>
</table>

Note: The nominal particle feed rate was set at 2.5 kg/h, while large variations were experienced in the tests.

As can be seen, the impact angle was the only variable for a given material in the erosion-oxidation tests. However, considering all the combinations of matrices and reinforcements (referring to Table 2.6), the number of specimens to be tested was still large. The funding situation of this study as well as the large amount of work needed in processing the composites set a limit for a given material of only one test at each angle could be implemented. This, however, would leave the validity of the experimental results in doubt, since the repeatability of the data could not be assessed. To cope with this problem, specimens in each set of test were arranged so that there was always a reference sample mounted at the same place in the sample holder (Fig. 2.3). It was hoped that in this way, the relative erosion performance of all the other materials could be evaluated from the erosion data of the reference sample. Multiple specimens of the reference material were tested repeatedly under the nominal test conditions.
Before the tests, the specimens were wet grounded with sandpaper to 1200 grade and the surface areas were carefully measured. All specimens were weighted before and after the tests to an accuracy of 0.1 mg. Although the entire surface areas of the targets were supposed to expose to the impinging particles, it turned out that only part of the surface area of each specimen was actually subjected to the particle impingement in both of the tests (referring to Fig. 2.3 and 2.4). Therefore, the effected surface area of each specimen was measured after the tests to assess the real erosion situation.

![Fig. 2.3](image)

**Fig. 2.3** Schematic diagram showing the sample arrangement in the specimen holder.

![Fig. 2.4](image)

**Fig. 2.4** Schematic diagram of sample geometry and typical pattern of the erosion affected surface area. (a) Room temperature erosion test and, (b) high temperature erosion-oxidation test.
3. Results

The test results from the second stage experiment include a large amount of data. In this paper, only part of the results will be treated. Furthermore, it will be found that the focus is placed on the interpretation of material behaviour in the tests involving a 60° angle of impact.

However, the trends in the material performance under other impact angles will be mentioned when necessary to assist the discussions and support the conclusions to be reached in this paper. For the same purpose, some test results from the preliminary stage are also demonstrated.

3.1 Room Temperature Erosion Test

The composite materials together with the reinforcement-free matrix alloys were tested under three impact angles. For the reasons discussed earlier, the mass of erodent that struck on each target was not assessable since, in each set of tests, an unknown amount of erodent particles inevitably missed the target. Therefore, the erosion performance of the materials is represented in terms of volume removed from per unit surface area, assuming the erosion conditions were identical for each of the fifteen specimens.

The results of the erosion tests at 60° angle of impact are presented in Fig. 3.1. Most of the data in the figure are the average of two measurements from duplicate samples under identical test conditions. It can be seen that the composite materials performed poorer than the reinforcement-free matrix alloys. The exceptional behaviour of the composite APMCr1C is likely an error resulting from, for instance, inappropriate specimen mounting that caused less erosive particles stroke on the surface. Among the composites, the superalloy based ones exhibited better erosion resistance than those based on heat-resistant steel, but the differences were marginal. As to the influence of the reinforcing phase, it showed that the erosion losses tended to increase as the volume percentage of reinforcement was increased, while Cr3C2 appeared to be less detrimental than the Al2O3 and TiC to the erosion of the composites.

The erosion behaviour of the stainless steel composites, investigated in the first stage of this study, exhibited a similar trend of material performance (Fig. 3.2). The test conditions were the same except that the particle dose that was 10 kg compared to 30 kg in the second stage of study.
Fig. 3.1 Erosion losses of the studied materials at room temperature (centrifugal tester: $\alpha = 60^\circ$, particle dose = 30 kg).

Fig. 3.2 Relative erosion rate of the stainless steel composites at room temperature. The erosion loss of the reference material — AVESTA 253MA is set as unit (centrifugal tester: $\alpha = 60^\circ$, particle dose = 10 kg).
3.2 High Temperature Erosion-oxidation Test

The characteristics of the erosion data indicate a complex situation for analysis of results. This is demonstrated in Fig. 3.3, in which the particle dose and the corresponding erosion losses of the reference samples (AVESTA 253MA) are plotted. The x-axis is the set number in which a group of four specimens were tested. The reference samples were mounted at the same position in the specimen holder in each set of tests.

Two things are indicated in Fig. 3.3. First, it is seen that the particle dose was varied dramatically from set to set and, in many cases, was significantly larger than the nominal one — 45 kg, the setting value of the particle-feeding rate multiplying the test duration (Table 2.8). Second, it shows an abnormal relation between the erosion loss and the particle dose in that higher particle dose caused less material to be removed. This appears to conflict with the principle that under steady-state erosion, the erosion rate of a homogeneously structured material should be constant for a given set of test conditions. In other words, per unit erosive particle should remove a constant amount of material in steady state erosion. Only by holding to this principle can erosion rate be evaluated, and the erosion performance of different materials investigated.

![Fig. 3.3 Erosion-oxidation losses vs. particle doses for the reference material (gas-blast tester, α = 60°).](image)

It has been observed [77, 78, 80] that an increase in particle flux about a threshold level may cause a reduction in the erosion rate in testing with the gas-blast type of tester. This is ascribed to the divergence of the particle beam and the “sheltering effect” of the interactions between the incoming and the rebounding particles. That is, when divergence occurs, instead of the nominal angle and velocity set for the test, a particle beam having a distribution of
trajectories and velocities is actually encountered. Moreover, an effective particle dose rather than the total particle dose should be considered when estimating the erosion rate. Therefore, the results in this study should not be treated as a violation to the principle of steady state erosion since the real erosion conditions appeared varied from set to set.

The experimental data suggest that divergence of particle beam occurred in the tests of the present study. However, the real situation of the divergence as well as the effective particle dose is not assessable. Therefore, the real erosion rates for each material can not be calculated. Under this circumstance, an effort to rationalise the experiment data is made first so that the experimental results are explainable.

3.2.1 Data Rationalisation

Fig. 3.3 implies that direct comparisons of erosion performance among materials tested in different sets may incur large errors since the real erosion conditions were varied from set to set. Thus, to make such comparisons valid, the test conditions of each set must be investigated. In doing so, an assumption is made first that if the erosion rates of two specimens of identical material in, for example, set A and set B are similar, the erosion conditions of the two sets are also thought to be similar. This is not necessarily true in a general sense since different combinations of test conditions may yield similar results. However, it was unlikely to be the case in this study since, obviously, the possible combinations in the variation of the test conditions were limited. It went on to assume that the conditional variations in the tests were accounted for mainly by, the variations of one factor, for example, the characteristics of the particle flow during the entire course of the test.

In order to assess the variations in test conditions, the erosion rate of the reference material in each set must be estimated first. This similarly appears to be difficult, as the exact amount of particles striking on the sample surface is unknown. However, since the purpose is to compare the erosion performance among the studied materials, the absolute values of the erosion rate are not necessary. Referring to Fig. 2.3, it appears that it is reasonable to assume that the amount of particles striking each specimen was somewhat under one quarter of the total dose in each set of tests. Using this particle dose for a given set of test, an apparent erosion rate for each material in the set can be calculated. Such a calculation for the reference material is presented in Fig. 3.4. It should be remembered that the reference specimen was mounted at the same position in the sample holder in each set of test.

As Fig. 3.4 shows, the apparent erosion rates of the reference samples in Sets 5, 7, 9, 11, and 13 were rather similar, as were the erosion rates of Sets 1 and 3. In Set 15, the erosion rate was much higher. Keeping in mind the assumption made earlier, this suggests that all the test pieces were subjected to roughly three sets of experimental conditions at 60° angle of impact.
(Table 3.1). However, the occurrence of each set of conditions was not controlled and was therefore random. However, the erosion performance of the materials within each set of conditions (A, B or C) can be directly compared using the values of the *apparent erosion rate*.

![Graph showing apparent erosion rate for the reference material](image)

Fig. 3.4  Apparent erosion rate for the reference material, calculated using ¼ of the total dose consumed in the corresponding set (gas-blast tester, $\alpha = 60^\circ$).

<table>
<thead>
<tr>
<th>Set</th>
<th>Apparent erosion rate ($\text{mm}^3/\text{cm}^2 \text{ g} \times 10^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S9</td>
<td>9.7</td>
</tr>
<tr>
<td>S5</td>
<td>9.8</td>
</tr>
<tr>
<td>S13</td>
<td>8.0</td>
</tr>
<tr>
<td>S7</td>
<td>10.8</td>
</tr>
<tr>
<td>S11</td>
<td>9.7</td>
</tr>
<tr>
<td>S3</td>
<td>16.1</td>
</tr>
<tr>
<td>S1</td>
<td>15.6</td>
</tr>
<tr>
<td>S15</td>
<td>19.4</td>
</tr>
</tbody>
</table>

Table 3.1 Classification of erosion-oxidation test conditions at 60° angle of impact

<table>
<thead>
<tr>
<th>Condition A</th>
<th>Condition B</th>
<th>Condition C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 5</td>
<td>Set 7</td>
<td>Set 9</td>
</tr>
<tr>
<td>Set 7</td>
<td>Set 9</td>
<td>Set 11</td>
</tr>
<tr>
<td>Set 13</td>
<td>Set 13</td>
<td>Set 15</td>
</tr>
<tr>
<td>Apparent erosion rate</td>
<td>9.7</td>
<td>9.8</td>
</tr>
</tbody>
</table>

Note: The values of the apparent erosion rates are taken from Fig. 4.4. The real erosion rates are somewhat higher than those given in the table.

The sample positions on the specimen holder were also found to have an observable influence on erosion losses. Notwithstanding the influence of specimen mounting, this suggests that the particle flux over the cross section of the particle beam was uneven. As a result, specimens at different positions (refer to Fig. 2.3) received different doses of erosive particle. To account for the positional effect, a position-factor is introduced. The positional factors are estimated by implementing extra sets of test in which four duplicated test pieces of the reference material were mounted at each of the positions in the sample holder.
The available data in estimating the positional factors include two sets of test at both 60° and 30° angle of impact in the second stage of the experiment, and two sets of test at 60° in the first stage. The results showed that at the position LL (Fig. 3.5), the specimen suffered the severest erosion damages. The severity of erosion at the other positions was similar. The positional factors are then estimated and presented in Fig. 3.5. The factor for the position UL is set as unit, since this was the position at which the reference sample was mounted in each set of tests. It should be mentioned that the estimation of the positional factors is somewhat conservative, because of insufficient data available. Therefore, it is not realistic to expect the real material performance to be revealed after this treatment. However, this modification does bring the apparent erosion rates of the materials one step closer to the real figures, making the comparisons of material performance more sensible.

![Fig. 3.5 Positional factors indicating the severity of erosion at different places in the sample holder.](image)

### 3.2.2 Erosion-oxidation Performance of the Studied Materials

The comparisons of erosion performance of the studied materials within each set of conditions (Table 3.1) are presented in Fig. 3.6. It is seen that the trends in the material performance are not consistent for different composite systems.

**Cr$_3$C$_2$, Al$_2$O$_3$/APM9935**

The erosion data of the steel-based composites (Fig. 3.6, (a)) indicate that all the reinforcement parameters had clear and significant effects on the erosion performance of the composites. As the volume percentage of the reinforcement increased, the erosion rates of the composites increased too. Composites reinforced with coarse Cr$_3$C$_2$ particles were overperformed those with fine Cr$_3$C$_2$ particles. With the exception of the composite with Al$_2$O$_3$ reinforcement, the overall erosion resistance of the composites was inferior to that of the reinforcement-free matrix alloy.
The good erosion resistance from the Al\textsubscript{2}O\textsubscript{3} reinforced composites contrast with the results of the room temperature erosion tests, in which the Al\textsubscript{2}O\textsubscript{3}/steel composites were among the worst performing materials (Fig. 3.1 and 3.2).

**Cr\textsubscript{3}C\textsubscript{2}/NIMONIC 81**

Because of the uncontrollable variations of in the test conditions, this composite system was subjected to two sets of conditions (Condition A and B). The data show that the erosion rates of the composites scaled inversely to the volume percentage of the reinforcements, contrary to the behaviour of the steel composites (Fig. 3.6 (c) and (d) vs. (a)). The influence of reinforcement particle size to the erosion rate of the composites was also contrary to the trend of the steel composites. In this case, the composites reinforced with fine Cr\textsubscript{3}C\textsubscript{2} particles seemed to perform better than those with the coarse ones.

**Cr\textsubscript{3}C\textsubscript{2}, TiC, Al\textsubscript{2}O\textsubscript{3}/INCONEL 671**

The results show again that the composite with Al\textsubscript{2}O\textsubscript{3} reinforcement performed the best in resisting the erosion attack (Fig. 3.6, (c)). In addition, it appears that under the testing conditions TiC was not a good choice as the reinforcement in developing the erosion-oxidation resistant composites.

In comparison, the performance of the stainless steel composites is presented in Fig. 3.7. The tests were accomplished in the first stage study under similar conditions. It is seen that the relative erosion rate of the reinforcement-free stainless steel was significantly higher than the superalloy and the reference material. To the corresponding composites, the erosion rate was even higher. The data in the figure were rationalised following the same ideas.

### 3.3 Determination of Plastic Zone Size \(L\)

As introduced in the introduction part, the strain localisation theory is an attractive model in explaining the erosion phenomena of ductile materials. According to the theory, for a ductile material under steady state erosion, a uniform plastic zone beneath the eroding surface to a depth \(L\) is formed (Fig. 1.12). Moreover, it demonstrates that the magnitude of \(L^3\) appears valid in predicting qualitatively the relative erosion rate among a group of materials of same type [52].

Referring to Fig. 1.12, \(L\) is determined using a practical method. The plastic zone size is defined as the depth at which the microhardness value equals the base value. In this study, the plastic zone analysis is carried out only on selected materials tested at a 60\(^\circ\) angle of impact.
Fig. 3.6 Erosion losses of the studied materials in the high temperature erosion-oxidation test (gas-blast tester: 850°C, $v = 20$ m/s, $\alpha = 60^\circ$).
Fig. 3.7  Relative erosion rate of the stainless steel composites tested in the preliminary stage of the experiment. The erosion rate of the reference material is set as unit (gas-blast tester: 850°C, \(v = 20\) m/s, \(\alpha = 60^\circ\)).

### 3.3.1 Plastic Zone L — Room Temperature Erosion Test

The intention in selecting materials for plastic zone analysis is to collect the most indicative information to demonstrate the applicability of the localisation model in explaining, particularly, the erosion behaviour of the composites. Therefore, materials that exhibited good and bad erosion resistance are analysed along with the reference alloy.

**253MA**

The microhardness analysis indicates that a plastic zone was formed on the eroded surface of this alloy. As Fig. 3.8 (a) shows, the microhardness value drops dramatically over a short distance and then become rather constant.

**APM9935, Al₂O₃/APM9935**

Plastic zones were formed on the eroded surface of the reinforcement-free alloy and the Al₂O₃/APM9935 composite (Fig. 3.8 (b) and (c)). At the eroded surface and the unaffected bulk structure, the microhardness values of the composite are higher than that of the reinforcement-free alloy.
Fig. 3.8 Microhardness vs. distance down from the eroded surface of 253MA, APM9935 and Al₂O₃/APM9935 composite. The origin is set at the eroded surface (Load: 25 mg; Interval between points: 20µm; room temperature erosion test).

Fig. 3.9 Microhardness vs. distance down from the eroded surface the superalloys and superalloy composites. The origin is set at the eroded surface (Load: 25 mg; Interval between points: 20µm; room temperature erosion test).
**NIMONIC 81, Cr$_3$C$_2$/NIMONIC 81**
A plastic zone on the surface of the superalloy matrix alloy was formed, but the gradient of microhardness value was much lower (Fig. 3.9 (a)). No plastic zones could be clearly defined on the surfaces of the superalloy composites reinforced with 10 vol.% coarse Cr$_3$C$_2$, which had a relatively high erosion resistance in this composite system (Fig. 3.9 (b)).

**INCONEL 671, Al$_2$O$_3$/INCONEL 671**
The microhardness of the reinforcement-free superalloy changed in a similar fashion as the NIMONIC 81. As the figure shows, a plastic zone formed on the eroded surface of the superalloy composite reinforced with Al$_2$O$_3$, but the gradient of the hardness value was much lower than that in the Al$_2$O$_3$/steel composite (Fig. 3.9 (d) vs. Fig. 3.8 (c)).

In summary, the microhardness measurements indicate that a plastic zone was formed on the eroded surfaces of the heat resistant steels and the Al$_2$O$_3$/steel composites. However, on the surfaces of the reinforcement-free superalloys as well as the Al$_2$O$_3$/superalloy composites, the gradient of microhardness values through the plastic zone was much lower. Regarding the superalloy composites reinforced with 10 vol. % coarse Cr$_3$C$_2$, it is impossible to identify such a zone on the eroded surface. The estimated values of the plastic zone size are presented in Table 3.2.

<table>
<thead>
<tr>
<th>Plastic zone size L (µm)</th>
<th>Plastic zone size L (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>253MA</td>
<td>95</td>
</tr>
<tr>
<td>APM9935</td>
<td>90</td>
</tr>
<tr>
<td>APMA2</td>
<td>100</td>
</tr>
<tr>
<td>INCONEL 671</td>
<td>80</td>
</tr>
<tr>
<td>671A2</td>
<td>105</td>
</tr>
<tr>
<td>NIMONIC 81</td>
<td>75</td>
</tr>
</tbody>
</table>

**Note:** $L$ was estimated from two or more measurements of each material.

### 3.3.2 Plastic Zone $L$ — High Temperature Erosion-oxidation Test
The same idea was followed in selecting materials for microhardness measurements under the high temperature erosion-oxidation test. In this case, the aim was to test the applicability of the localisation model in explaining the erosion-oxidation behaviour of the studied composites.
Fig. 3.10 Microhardness vs. distance down from the eroded surface of selected materials. The origin is set at the eroded surface (Load: 25 mg; Interval between points: 20µm; high temperature erosion-oxidation test).

**253MA**

Fig. 3.10 shows that the peak value of the microhardness at the surface as well as the bulk value are lower than the results of the room temperature erosion test (Fig. 3.8 (a) vs. Fig. 3.10 (a)). Another feature of the microhardness curve is the smoother transition of the hardness values through the plastic zone.

**APM9935, Al₂O₃, Cr₃C₂/APM9935**

The microhardness curve of the reinforcement-free alloy has a similar shape to that in the former case. Regarding the related composites, however, the variations of the microhardness values suggest that it is unclear if such a zone was formed in the steel composites that were reinforced with 30 vol. % coarse Cr₃C₂ (Fig. 3.10 (c) and (d)).
Superalloy composites
As in the case of the room temperature erosion test, no plastic zones could be clearly defined on
the surfaces of the $\text{Cr}_2\text{C}_2$/superalloy composites. The situation of the reinforcement-free alloys
was not assessable since no valid erosion-oxidation tests were conducted on the superalloys.

In general, there is a trend that under erosion-oxidation conditions, the gradient of
microhardness values through the plastic zone becomes smoother if such a zone can be
identified. The estimated values of $L$ are presented in Table 3.3:

| Plastic zone size $L$ ($\mu m$) |
|----------------|--------|
| 253MA         | 125    |
| APM9935       | 100    |
| APMA2         | 115    |
| 671A2         | 100    |

Note: $L$ was estimated from two measurements of 253MA, and from only one measurement of APM9935;
4. Discussion

The trends in the material performance indicate that in the erosion test and at a 60° angle of impact the composite materials were inferior to the corresponding matrix alloys in resisting the erosion attack. However, under the same impact angle, certain composites exhibited enhanced erosion resistance compared to that of the reference material in the erosion-oxidation test. The major conditional differences in the two tests were the temperature and the velocity of the impingement particles. In addition, the experiment results indicate no consistent correlation between erosion performance and alloy hardness in both of the tests, in agree with the findings in other studies [30-32].

To reveal the erosion mechanisms behind the material performance, the topographic features of the eroded surface on selected materials are demonstrated first. Then, on the cross-sectioned samples, the erosion responses of the reinforcing phases are investigated. Finally, the deformation situation at the sub-surface layers is examined, and the applicability of the strain localisation model in comparing the erosion performance of the studied materials is assessed.

4.1 Correlation Between Topographic Features and Erosion Performance

The eroded surfaces of the studied materials were investigated with a scanning electron microscopy (SEM). With SEM observations, the types of erosion loss of the representative materials were classified.

4.1.1 Room Temperature Erosion Test

SEM observation reveals that for the matrix alloys (Fig. 4.1) ploughing and type-I cutting were the major mechanisms for the material remove under the erosion test conditions. In Fig. 4.1, it is clear that the eroded surfaces are featured with cutting scars and craters with the extruded lips flattened by the successive impacts on the sides. The characteristics of the eroded surface suggest that severe plastic deformation occurred and materials were displaced first before being removed. The embedded erosive particles (Fig. 4.1 (a), (c) and (e)), found over the entire eroded surface, indicate the soft and ductile nature of the alloys. The topographic features for all of the matrix alloys are similar, as is the case with their erosion performance.
Fig. 4.1 Typical features of eroded surfaces of the reinforcement-free alloys showing the soft and ductile nature of the alloys under erosion (room temperature erosion test: $v = 40\text{ m/s}, \alpha = 60^\circ$).

The typical features of the eroded surface of the composites are presented in Fig. 4.2. In general, the composite surfaces were much more damaged than the surface of the reinforcement-free alloys. While the alloy surfaces look more smeared (Fig. 4.1), the surfaces of the composite were crushed, especially at the interfacial areas around the reinforcement particles (Fig. 4.2).
Fig. 4.2 Typical features of eroded surfaces of the composite materials showing severe erosion damage particularly at the matrix/reinforcement interfacial region (room temperature erosion test: $v = 40$ m/s, $\alpha = 60^\circ$).

The topographic features indicate that the erosion losses of the composites were controlled, mainly, by the damage patterns of the ceramic reinforcements. It is clear that the force of the impacting particle was sufficient to cause widespread fracture of the reinforcing particles at the surface. The broken reinforcing particles were easily removed, leaving the surrounded matrix materials vulnerable to the subsequent impacts. This detrimental effect of the reinforcing phases explains the poor erosion performance of the composites under the erosion test conditions. The impact force was so high that it is likely that a single impact could cause massive breakdown of a reinforcement particle at the surface. This is seen from the SEM observations at the boundary regions between the eroded and the unaffected areas (referring to Fig. 2.4). As Fig. 4.3 shows,
even the impacts of stray particles could cause severe damage to the reinforcing phases, while the surrounding matrix areas were little affected.

Fig. 4.3 Damage of reinforcement phases by the impacts of stray eroding particles at the boundary regions between eroded and unaffected areas. The Al₂O₃ particles are rather brittle comparing to the TiC and Cr₃C₂ ones (room temperature erosion test: \( v = 40 \) m/s, \( \alpha = 60^\circ \)).

The erosion pattern of the reinforcing phases underlines the relative erosion resistance among the composites. Fig. 4.2 and 4.3 demonstrates that the breakdown of the Al₂O₃ particles was in a pure brittle manner and the bonding with the matrices appeared rather weak. As a result, the erosion performance of the Al₂O₃ reinforced composites was poor. The erosion damage of the TiC particles proceeded in a similar way, but the cracks seemed to experience, to certain extent, difficulties in propagation. Therefore, small pieces of TiC particles at surface were removed upon impacts, and it is likely that plastic deformation occurred before the final detachment. As a result, composites reinforced with TiC performed better than those with Al₂O₃ (Fig. 3.1).

The erosion pattern of the Cr₃C₂ reinforcing phase was complex, as signs show clearly that plastic deformation occurred and played a role in the course of the material remove (Fig. 4.2, (c), (d)). This ductile behaviour may have a positive effect on the erosion of the composites.
depending on the composite system, comparing the erosion behaviour of the INCONEL 671 based composites to that of the APM9935 based ones. The erosion responses of the Cr$_3$C$_2$ reinforcement depended, to a large extent, on its chemical stability as well as the bonding situation at the matrix/reinforcement interfacial area. An interesting phenomenon is demonstrated in Fig. 4.3 (c) and (d). The figures show that in an APMCr3C composite, a Cr$_3$C$_2$ particle was knocked off and the interfacial areas were damaged by the impact of stray eroding particles (Fig. 4.3 (c)). However, in the case of 81Cr3F composite, the interfacial areas as well as the bulk Cr$_3$C$_2$ particle remained sound under the attack of stray eroding particles (Fig. 4.3 (d)). This will be discussed in more detail when the cross-sectioned samples are examined.

4.1.2 High Temperature Erosion-oxidation Test

SEM observation on the eroded surfaces indicates that oxidation occurred on all of the tested materials to different level. However, in general, the topographic features are similar to those in the room temperature erosion test.

Fig. 4.4 shows typical features of the eroded surface of the APM9935 matrix alloy. Craters, cutting scars, and embedded impingement particles are found over the entire surfaces, indicating the ductile nature of the erosion process of this alloy. However, debris of oxidised material at surface is visible on the surface. Compared to the superalloys, it is argued that the steel alloys became particularly soft under the testing temperature so that the surface was roughened severely by the impingement particles. The heavily strained ridges, or pushed-up materials, underwent higher-rate oxidation than those at the valley because of the high surface-to-volume ratio. Here, it should be emphasised that this higher-rate oxidation does not necessarily, though possible, suggest a change in the oxidation kinetics under the impact, and the oxidation mechanisms are believed not changed. The highly oxidised materials were then forged flat upon successive impacts and detached easily in large pieces because of loose connection to the underlying material. Therefore, the steel alloys experienced higher material losses under the erosion-oxidation conditions than they had in the erosion test.

The Al$_2$O$_3$ reinforced composites, the worst performing in the erosion test, were the best performing materials under the erosion-oxidation conditions (Fig. 3.6). It can be seen that the Al$_2$O$_3$ particles stood well after multiple impacts with no massive breakdown (Fig. 4.5). Materials at the interfacial areas were not especially vulnerable to the impact attack and were removed evenly.
Fig. 4.4 Topographic features of eroded surface of the APM9935 matrix alloy. The embedded SiO$_2$ particles in the middle of the pictures indicate the ductile nature of the alloy at the testing temperature (high temperature erosion-oxidation test: $850^\circ$C, $v = 20$ m/s, $\alpha = 60^\circ$).

Fig. 4.5 Topographic features of eroded surface of the Al$_2$O$_3$ reinforced composites indicate no massive breakdown of the reinforcement particles (high temperature erosion-oxidation test: $850^\circ$C, $v = 20$ m/s, $\alpha = 60^\circ$).

This is contrary to the situations in the room temperature erosion test (Fig. 4.5 vs. Fig. 4.2 (a), (b)). It is argued that there are three reasons for this change. Firstly, the impinging particles in the erosion-oxidation test possessed much less energy than in the erosion test, as the velocity dropped from 40 to 20 m/s. The reduced impact energy became insufficient to induce massive breakdown of the Al$_2$O$_3$ particles. Secondly, the high temperature involved in the test enhanced the bonding strength between the Al$_2$O$_3$ particles and the matrix alloy, leading to a more efficient transfer of impact energy to the surrounding matrix. Thirdly, the high-temperature strength and toughness of the matrix alloy was enhanced because of the presence of the reinforcement, and consequently the magnitude of surface roughening in the matrix regions was reduced. Considering the foregoing analysis, this indirect contribution to the erosion of composites was positive. The last two arguments will be tested when the cross-sectioned test pieces are analysed.
The erosion trend of the Cr$_3$C$_2$ reinforced composites is not consistent in different composite systems (Fig. 3.6). In the case of steel composites, topographic observation indicates no signs of protecting effects [139] from the Cr$_3$C$_2$ reinforcement, but suggests a worsened situation of surface damage due to the presence of the reinforcement (Fig. 4.6 (a) and (b)). This is to say that the positive effect of the reinforcing phase in reducing the magnitude of surface roughening was overshadowed by the massive breakdown of the reinforcement itself. Consequently, the erosion rates of the steel/Cr$_3$C$_2$ composites were higher than that of the matrix alloy and scaled with the reinforcement concentration.

On the other hand, some of the composites exhibited enhanced erosion resistance than that of the reference alloy (Fig. 3.6 (c), (d)). Moreover, this enhancement was only achieved when the volume percentage of the reinforcement was high. Unlike the situation in the erosion test, this suggests that under the erosion-oxidation conditions the breakdown of the Cr$_3$C$_2$ particles was no longer the dominant mechanism in controlling the overall erosion of the Cr$_3$C$_2$/superalloy composites. To better understand the erosion mechanisms in this composite system, the cross-sectioned specimens are examined to demonstrate the erosion responses of the reinforcing phase and the deformation situations at sub-surfaces.
4.2 Erosion Responses of Reinforcing Phases and Sub-surface Deformation

It is demonstrated that the erosion responses of reinforcing phases are critical for the overall erosion performance of composite material [139]. While topographic observations provide general information on the erosion responses of reinforcing phase, more indicative information can be obtained by examining the cross-sectioned surface of eroded samples. Moreover, the deformation situation at sub-surfaces can be revealed by means of microhardness measurement of the cross-sectioned samples. This yields to an important parameter, the plastic zone size ($L$) with which, according to the strain localisation model [25-27], the relative erosion resistance of materials of the same type can be compared.

4.2.1 Erosion Responses of Reinforcing Phase and Sub-surface Deformation
— Room Temperature Erosion Test

The topographic features of the eroded surface suggest that the erosion losses of the composites were controlled, mainly, by the damage patterns of the reinforcement particles. This is backed by a SEM examination of the cross-sectioned specimens.

Fig. 4.7 shows the typical features of the cross-sectioned sample of the Al$_2$O$_3$ reinforced composites. It is clear that the reinforcement particles were crushed and detached from the surfaces. The sites of the reinforcement particles became concave regions, and the surrounding matrix alloy suffered accelerated erosion loss. Investigation of the interface between the steel matrix and the Al$_2$O$_3$ particles using energy dispersion spectroscopy (EDS) reveals that the interfacial areas were free of new phases (Fig. 4.8). This was expected since Al$_2$O$_3$ is completely inert in iron [147]. However, the EDS analysis suggests that the matrix and the reinforcing phase were soluble though nonreactive, since a diffusion-type layer of about 1µm in thickness was developed at the interface (Fig. 5.8). This type of thin layer has been reported to be beneficial to the bonding strength of a metal/ceramic interface [143, 148-150]. In this study, the bonding between the matrix and the reinforcement was sound, although the Al$_2$O$_3$ particles at the surfaces appears brittle and thus vulnerable to the impact of the erodent (Fig. 4.7).
Fig. 4.7 Typical features of cross-sectioned specimens of Al$_2$O$_3$ reinforced composites indicating the erosion responses of the reinforcing phase (room temperature erosion test: $v = 40$ m/s, $\alpha = 60^\circ$).

Fig. 4.8 Line scan using EDS showing the situation of interfacial area in an APMA2 composite (room temperature erosion test: $v = 40$ m/s, $\alpha = 60^\circ$).
The SEM observations on cross-sectioned specimens also support the idea that the damage pattern of the reinforcing particles determined the relative erosion resistance among the composites. Fig. 4.9 demonstrates the typical features of cross-sectioned samples of the Cr$_3$C$_2$ and TiC reinforced composites. In the steel composites, the detrimental effect of the Cr$_3$C$_2$ reinforcement was as poor as that of the Al$_2$O$_3$ (Fig. 4.7 (a), (b) vs. Fig. 4.9 (a), (b)). The particles suffered massive breakdown and were removed in large pieces, leading to high erosion rates (Fig. 4.9 (a), (b)). On the other hand, the Cr$_3$C$_2$ and TiC particles in the superalloy composites were chipped off in small pieces. Meanwhile, signs of plastic deformation occurring in the course of material removal are observable in the superalloy-based composites (Fig. 4.9 (c), (d)).

To understand the behaviour of the Cr$_3$C$_2$ particles in different composite systems, EDS analysis was carried out on the metal/ceramic interfaces. In Fig. 4.10, one can see that in the Cr$_3$C$_2$/steel composite, dissolution of the reinforcement particles occurred at the metal/ceramic interface. The interfacial layer is not a pure diffusion-type layer, which is featured with planar front as in the case of the Al$_2$O$_3$/steel composite (Fig. 4.8). This dissolution might have several effects, for example lowering the interface strength, reducing the load bearing capacity of the reinforcement, and decreasing the toughness and strength of the surrounding matrix. The
consequence was high erosion rates of both the reinforcement and the matrix. In the case of Cr$_3$C$_2$/superalloy composites, a diffusion-type interface with a planar front was developed (Fig. 4.10 (b)). The sound interface strength is believed to be the reason for the higher erosion resistance of the Cr$_3$C$_2$/superalloy composites than the Cr$_3$C$_2$/steel as well as the TiC/superalloy composites.

The poor performance of the TiC/superalloy can also be understood from the EDS analysis (Fig. 4.10 (c)). It is clear that a new phase, possibly an intermetallic compound consisting of Ni and Ti, was developed at the places where Ni in the two-phase superalloy was in contact with the TiC particles. The entire interfacial region was somewhat thick (over 2.5µm) and therefore, the bonding was weak. Moreover, the intermetallic compound (about 0.5 µm in thickness) might be especially vulnerable to the erosion attack because of its brittle nature.

However, it should be reminded that under erosion test conditions, the reinforcing phases in general provided no protection to the matrix alloys, and consequently the overall erosion performance of the composites was poor. The ceramic reinforcements were actually the more vulnerable targets and underwent high rates of erosion loss in all of the composite systems.

The deformation situation at the sub-surfaces of selected materials was investigated by measuring the plastic zone size $L$, following the idea of strain localisation. For the reinforcement-free alloys, $L$ appears to be a useful parameter in revealing the relative erosion resistance among the materials of same type. It shows that the two superalloys had similar erosion rates, and $L$ values (refer to Fig. 3.1 and Table 3.2). The same situation is also found for the two heat-resistant steels. Here, it should point out that a direct comparison of erosion resistance between the superalloys and the steels according to $L$ may not be valid, though shorter $L$ seems to be associated with lower erosion rates. This is because that $L$ alone can be relied on to predict qualitatively the erosion resistance of materials only if $\varepsilon_c$ is constant (Equation (1-23)). For different alloy systems, $\varepsilon_c$ is most probable different. Besides, $L$ also varies with impact angle and tends to become shorter at lower angle [41, 47]. In this study, the angle effect on the development of the plastic zone seems more evident in the superalloys since, compared to the steels, the gradient of the hardness values through the plastic zone was much lower.
Fig. 4.10. Line scan using EDS showing the situation at the interfacial area in the steel and superalloy composites (room temperature erosion test: \( v = 40 \) m/s, \( \alpha = 60^\circ \)).
On the other hand, it is not clear if \( L \) is a valid parameter in predicting composite erosion rate. In the case of \( \text{Al}_2\text{O}_3 \) reinforced composites, \( L \) values are higher than those of the corresponding matrix alloy, as are erosion losses. However, this increase may come from the influence of residual strain in the composite on the erosion induced plastic zone on which the two deformations are superimposed. In general, it may be argued that for a composite, the magnitude of \( L \) should be determined principally by the \( L \) of the corresponding matrix alloy, but the interference of the reinforcing phase will have an influence on the final value. This is because the development of this plastic zone in ductile metals is the result of plastic deformation under adiabatic and high strain-rate conditions, and strengthening mechanisms have little effect on it. In cases where the role of the reinforcing phase is more complicated in the mechanical behaviour of the composite due to, for instance, interface reaction, uneven distribution, or premature fracture, the plastic zone may not be identifiable. This is the case for the \( \text{Cr}_3\text{C}_2/ \) composites in this study.

In practice, to measure the erosion induced plastic zone in composites, the regions must be selected carefully so that the indentation is far from the reinforcing phase. This is particularly difficult when the reinforcement concentration is high. It is also advisable that a low measuring load and short intervals should be used. Finally, it should be kept in mind that sample preparation could also have a strong influence on the measured value of \( L \).

### 4.2.2 Erosion Responses of Reinforcing Phase and Sub-surface Deformation

---

**High Temperature Erosion-oxidation Test**

The SEM examination of cross-sectioned samples indicates a clear link between the erosion responses of the reinforcing phases and the overall erosion performance of the composites in the high temperature erosion-oxidation test. The examination also suggests that the impact of the erosive particles did not change the oxidation mechanisms of the matrix alloys, and, therefore, had little effects on the erosion behaviour of the composites.

As Fig. 4.11 shows, the reinforcing phase in the \( \text{Al}_2\text{O}_3 \) reinforced composites stood well after the erosion attack with no massive breakdown. The protruding \( \text{Al}_2\text{O}_3 \) particles on the eroded surfaces, a unique feature contrary to the situations in the erosion test, acted as shelters that effectively reduced erosion damages in the matrix regions (Fig. 4.11 vs. Fig. 4.7). This beneficial effect of the \( \text{Al}_2\text{O}_3 \) reinforcing phase is brought about by the change of erosion mechanism under different test conditions. As is demonstrated in the introductory part, transitions in erosion rate and mechanisms are a common feature of the erosion of brittle materials. In such cases, a relatively small change in erosion conditions results in significant change in the erosion mechanism. Referring to Fig. 1.18 (b), it is believed that under the erosion-oxidation test conditions the dominant mechanism for the \( \text{Al}_2\text{O}_3 \) reinforcement was changed.
from lateral fracture to plastic deformation, as the impact velocity dropped from 40 to 20 m/s. Consequently, the erosion rate of the Al₂O₃ was much lower.

The situation at the interface region in the Al₂O₃ based composites was similar to that in the room temperature erosion test. Comparing Fig. 4.12 with 4.8, one can see that under erosion-oxidation conditions, the interface region remained clean and the interface layer remained thin. EDS analysis indicates that the diffusion layer developed in the erosion-oxidation test was slightly thicker. At this point, it is not clear whether the bonding strength was improved. However, it may still be claimed that at high temperature, the bonding strength could be enhanced by improving the interface homogeneity and reducing the residual stress at the interfacial area. As a result, the impact energy could be transferred more efficiently to the ductile matrix, reducing the possibility of immediate breakdown of the Al₂O₃ particles.

Fig. 4.11 Typical features of cross-sectioned samples of Al₂O₃ reinforced composites indicating the protection effect of the reinforcing phase in resisting the erosion attack (high temperature erosion-oxidation test: T°C = 850, v = 20 m/s, α = 60°).
The effect of surface-roughening reduction by the reinforcement to the erosion of composite is also demonstrated in the SEM observation on cross-sectioned samples. This indirect and positive contribution is considered more significant under the high temperature oxidising conditions. This is because if the magnitude of surface roughening can be reduced the oxidation rate of the matrix at the surface will be lower, as will be the erosion rate. In Fig. 4.13, one can see that the surface of the reinforcement-free APM9935 alloy was so soft that the erodent particles (SiO₂) could be embedded easily into the sub-surface layer. The highly strained, oxidised, and roughened surface layer was porous and, therefore, could be easily removed. On the other hand, the eroded surface of the Al₂O₃/APM9935 composites was comparatively even and solid (Fig. 4.11 (a), (b)). This becomes more evident in the case of Al₂O₃/superalloy composites (Fig. 4.11 (c), (d)).

The erosion responses of the Cr₃C₂ reinforcement were not consistent in different composite systems. For the Cr₃C₂/steel composites, the erosion response is somewhat similar to the situation in the room temperature test (Fig. 4.14 (a), (b) vs. Fig. 4.9 (a), (b)), suggesting similar erosion mechanisms in both tests. In other words, the impacts were still powerful enough to cause massive breakdown of the Cr₃C₂ particles, although the velocity was only half that in the erosion tests. Therefore, the erosion rates of the composites were higher than that of the matrix alloy and scaled with the volume percentage of the Cr₃C₂. The beneficial effect of the Cr₃C₂ particles in reducing the surface roughening was again overshadowed by the massive breakdown of the reinforcing phase itself.
The role of the Cr$_3$C$_2$ reinforcement in the erosion of the Cr$_3$C$_2$/NIMONIC 81 composites appears more complicated. Here, it is assumed that the erosion rate of the reinforcement-free NIMONIC 81 alloy is lower but close to that of the reference steel, since no valid measurement of this superalloy was made. Under this assumption, the comparison of composite erosion rates with that of the reference alloy suggests that the reinforcing phase seemed detrimental at low concentration but might become beneficial at higher concentrations (Fig. 3.6 (c) and (d)). Therefore, the erosion performance of the Cr$_3$C$_2$/NIMONIC 81 composites should be the results of competitive operation of the two mechanisms: surface-roughening reduction of the reinforcing phase and massive breakdown of the reinforcing phase itself. If such were the case, the magnitude of the breakdown of the Cr$_3$C$_2$ particles would be low under the erosion-oxidation conditions, since so far the benefit of surface-roughening reduction has been always overshadowed by the detriment of massive breakdown. In Fig. 4.14, one can see that the Cr$_3$C$_2$ particles in the superalloy composite are more ductile and tougher than the ones in the steel composite (Fig. 4.14 (a), (b) vs. (c), (d)). In addition, signs of plastic deformation during the erosion events are observable (Fig. 4.14 (e) and (d)). To reveal the reasons for the different behaviour of the Cr$_3$C$_2$ phase, EDS analysis was arranged to investigate the situations at the metal/ceramic interface.

The EDS analysis indicates that the situation at the metal/ceramic interface in the Cr$_3$C$_2$ reinforced composites was similar in both of the tests (Fig. 4.15 vs. 4.10). As in the erosion test, the dissolution of the Cr$_3$C$_2$ particle into the steel matrix was severe (Fig. 4.15 (a)), and this dissolution was detrimental to the erosion resistance of the composites, as discussed earlier. On the other hand, a layer of diffusion-type was developed at the metal/ceramic interface in the Cr$_3$C$_2$/superalloy composites (Fig. 4.15 (b)). Comparing Fig. 4.15 (a) with (b), one can see that the diffusion-type layer at the Cr$_3$C$_2$/superalloy interface was thicker than the layer of unknown
type at the Cr$_3$C$_2$/steel interface. This diffusion layer is believed to contribute to the tougher behaviour of the Cr$_3$C$_2$ particles in the superalloy composites.

The poor erosion resistance of the TiC/superalloy composites can also be explained by analysing the bonding at the metal/ceramic interface. Compared to the situation in the erosion test, the region of a new phase, possibly an intermetallic compound of Ni and Ti, was widened under the erosion-oxidation conditions (Fig. 4.16 vs. 4.10 (c)). Further study with SEM suggests that the new phase was brittle with weak bonding between the bulk TiC particle and the matrix (Fig. 4.17). This is particularly true at the places where the TiC particles were in contact with the Cr phase of the two-phase matrix alloy, since the interdiffusion rate between Cr and Ti was low compared to that between Ni and Ti (Fig. 4.16).

![ Typical features of cross-sectioned samples of Cr$_3$C$_2$ reinforced composites indicating the erosion responses of the reinforcing phase (high temperature erosion-oxidation test: T°C = 850, v = 20 m/s, α = 60°).](image-url)
Fig. 4.15 Line scan using EDS showing the situation at the interface area in the Cr$_3$C$_2$ reinforced steel and superalloy composites (high temperature erosion-oxidation test: T°C = 850, v = 20 m/s, α = 60°).
Fig. 4.16 Line-scan using EDS showing the situation of interface area in a TiC/INCONEL 671 composite. A thick layer of intermetallic compound consisting of Ti and Ni was produced at the regions where the TiC particle was in contact with Ni phase in the two-phase alloy (high temperature erosion-oxidation test: T°C = 850, \( v = 20 \text{ m/s}, \alpha = 60^\circ \)).

Fig. 4.17 SEM observation indicating the interfacial reaction at metal/ceramic interface in a TiC/INCONEL 671 composite. A thick layer of intermetallic compound consisting of Ti and Ni was produced at the regions where the TiC particle was in contact with Ni phase in the two-phase matrix. While, debonding was observable at the places where the TiC was in contact with the Cr phase (high temperature erosion-oxidation test: T°C = 850, \( v = 20 \text{ m/s}, \alpha = 60^\circ \)).

The plastic zone size \( L \) was also measured on selected materials tested under the erosion-oxidation conditions. As in the case of the erosion test, such a zone could be identified only on the eroded surface of the steel alloys and the Al₂O₃ reinforced composites. However, \( L \) appears to be a valid parameter in predicting the relative erosion resistance only for the steel alloys. Comparing the erosion performance of 253MA and APM9935, one can see that higher resistance corresponds to shorter \( L \) (refer to Fig. 3.6 (a) and Table 3.3).
$L$ appears not to be a valid parameter in predicting the relative erosion resistance of composite to the corresponding matrix alloy under the erosion-oxidation conditions. The Al$_2$O$_3$/APM9935 composite had a larger $L$ compared to that of the reinforcement-free matrix, but exhibited clearly higher erosion resistance. Besides the residual strain argument, the high temperature involved might have an annealing effect on the plastic straining at the sample surface, and this effect was more pronounced with the reinforcement-free matrix than with the composite.

### 4.3 Erosion-oxidation Behaviour of Stainless Steel Based Composites

The erosion-oxidation resistance of stainless steel reinforced composites, namely, Al$_2$O$_3$/AISI 316 and C$_3$C$_2$/Duploc 27, were investigated in the first stage of the study. The poor performance of these composite systems caused their elimination from further studies. From the foregoing discussion, it is clear that high bonding strength at the metal/ceramic interface, good chemical stability of the reinforcement and sufficient matrix strength and toughness at high-temperature are desired for good erosion-oxidation resistance of composites. Here, the erosion-oxidation behaviour of the stainless steel composites provides supporting information for these ideas.

The most significant features on the eroded surface of the Al$_2$O$_3$/AISI 316 composite are the severe roughness in the matrix region and the remaining thick oxidising layer. Fig. 4.18 demonstrates a series of EDS analysis in a reinforcement-free area at the eroded surface of the Al$_2$O$_3$/AISI 316 composite.

The first analysis (Fig. 4.18 (a)) shows a freshly exposed ridge of the matrix alloy at which high oxidation rate and easy material remove can be expected. The second and third analyses (Fig. 4.18 (b), (c)) were carried out in the nearby and erosive particle doped area. It is clear that the matrix alloy had a low strength at high temperature as the SiO$_2$ particles, large or small, could be deeply embedded into the matrix. The formation of a thick oxide layer and its easy detachment would obviously be the next event. The structure of the oxide was not investigated but the EDS analysis indicates that it consisted of Fe and Cr. This is in accord with the common knowledge of high temperature oxidation of Fe-Cr alloy for which the Cr concentration is under 20% [89].

On the contrary, no detectable oxide layer could be found by EDS on the specimen surface of all the materials in the second stage of the study. Therefore, the low strength and high oxidation rate at high temperature contributed to the poor erosion-oxidation resistance of the Al$_2$O$_3$/AISI 316 composite, even though the bonding at the metal/ceramic interface was sound.
Fig. 4.18 A series of EDS analysis indicating surface roughening and oxidising at the reinforcement-free area in the Al₂O₃/AISI 316 composite tested in the first stage study (high temperature erosion-oxidation test; T°C = 850, v = 20 m/s, α = 60°).
In the case of the Cr₃C₂/D27 composite, decomposition of the matrix and reaction of the reinforcement are the most significant features. Figure 4.19 presents an EDS analysis across a Cr₃C₂ particle. It is clear that reaction of the reinforcement particle with the matrix alloy occurred at the interfacial region, leading to a compositional modification of the reinforcing phase. In a separate study, it has been shown that such a modification may occur during the HIPing process [151]. Therefore, the situation only worsened under the high temperature erosion-oxidation conditions. The SEM observation demonstrates the interface reaction and the severe damage at the eroded surface (Fig. 4.20). The erosion impact caused not only material removal at the surface but also cracking in the sub-surface layers. The cracks, parallel to the eroded surface, went through the Cr₃C₂ particles and continued into the matrix, which became brittle because of decomposition.

Fig. 5.19 EDS analysis indicating interfacial reaction and matrix decomposition in the Cr₃C₂/D27 composite tested in the first stage study (high temperature erosion-oxidation test: T°C = 850, v = 20 m/s, α = 60°).

Fig. 4.20 SEM observation of (a) reaction between the matrix and the reinforcement, and (b) sub-surface cracking in a Cr₃C₂/D27 composite tested in the first stage study (high temperature erosion-oxidation test: T°C = 850, v = 20 m/s, α = 60°).
4.4 Summary

The forgoing discussion on the experimental results presents a general picture of the erosion and erosion-oxidation of MMC materials. Under room temperature erosion conditions, the erosion rate of the composites was determined mainly by the erosion response of the reinforcing phase. The erosion response of the reinforcement was also critical in the erosion-oxidation test. However, in addition to sound bonding at the metal/ceramic interface, high oxidation resistance and good high-temperature strength of matrix were also desired for a composite system to resist erosion-oxidation. While the strain localisation model can well explain the erosion of ductile metals as a physical phenomenon, its applicability to MMCs has not been proved in this study. However, it seems that the analysing method needs to be modified for a full test of this model.

It has been demonstrated in the study that composite materials exhibited unexceptionally inferior erosion resistance to their reinforcement-free matrices under the room temperature erosion conditions. This, however, should not be treated as a general trend of MMCs in against erosive attack. The erosion of MMCs is determined by not only the internal parameters of the composites, but also external factors involving all parameters of erosion. To improve the erosion resistance of MMC materials, the considerations are twofold: improve the intrinsic properties of the composites, and select better composite system to encounter harder erosive conditions.

While this work is focused on the second stage study and a 60° angle of impact, the understanding of erosion mechanisms of MMCs is enhanced by the material performance under other impact angles as well as in the first and third stage study.

The results from the first and second stage study demonstrate a trend whereby, as the impact angle changed from 60° to 30° and 15°, more composites performed better than the corresponding matrix alloys in the erosion test. The lowered impact angle had two effects: lowering the erosion rate of the brittle reinforcement while increasing the rate of the ductile matrix (refer to Fig. 1.13). Apparently, the former was dominant, which supports the idea that the erosion performance of composites depends on the erosion responses of the reinforcing phase. Besides, the impact energy was also reduced with the decreasing impact angle, which led to less possibility of breakdown of the reinforcement particles and, therefore, better composite performance.

Regarding the erosion-oxidation behaviour of the composites, the preliminary results from a field test, in the third stage study, suggest that erosion degradation can become negligible if the impact energy is sufficiently low and the matrix oxidation rate is minimal. In the related erosion-oxidation test, the average particle velocity of impact was under 10 m/s, the oxygen concentration was 3-5% and the temperature was 750°C. Compared to those in the second stage study (Table 2.9), these conditions were considerably less severe. In the field test, a static oxidation test paralleled to the erosion test was conducted using duplicated specimens in a
similar atmosphere under 850°C. Analysis of the results from the two tests demonstrates that the erosive losses of two superalloy composites, namely TiC/INCONEL 671 and Cr3C2/NIMONIC 81, were negligible. The thickness losses in the erosion test were actually lower than those recorded from the static oxidation test, suggesting that the mechanism of material degradation was pure oxidation. On the other hand, the static oxidation loss of a steel composite, Al2O3/AISI 316, was dramatically higher than that of the superalloy composites. This high level of thickness loss was more than doubled in the erosion test, suggesting that the mechanism of material degradation for the steel composite is erosion enhanced oxidation.

The applicability of the strain localisation model in ranking erosion resistance of ductile metals is promising. However, the validity of such an application on MMC materials is unclear. On the other hand, some MMCs have shown potential to offer good erosion resistance under certain erosion conditions. Therefore, it is of great interest for engineering applications that a simple testing procedure can be relied on for preliminary material selection in dealing with erosion and/or erosion-oxidation problems. It is postulated that conduction of single impact tests at an angle of 90° using a specially designed device may offer a solution. In such a test, the plastic zone is well established and, therefore, the plastic zone size (L) can be precisely defined.

Finally, it is clear that better testing arrangements are necessary in the further study in order to have more reproducible results. A new test device that is capable to produce a much more focused erosive beam on the surface of a single test piece has been constructed, and new tests with shortened test duration will be arranged. In practice, this means that more tests can be implemented, and more statistically sound results can be achieved.
5. Conclusions

Room temperature erosion and high temperature erosion-oxidation tests were implemented on heat-resistant steels, superalloys, and on the corresponding composites. An understanding of erosion as a physical phenomenon has been established, from which discussion of the experimental results is carried out. The following conclusions are reached from this study.

Under room temperature erosion conditions, the composites were inferior to the related reinforcement-free matrix alloys in resisting erosion attack. This is ascribed to the easy removal of broken reinforcement particles in large scale, leaving the surrounding matrix alloy vulnerable to successive impacts. The relative erosion resistance of the composites depended on the erosion pattern of the reinforcements. In the case of the Al$_2$O$_3$ reinforced composites, the massive breakdown of the Al$_2$O$_3$ particles was in a pure brittle manner, and consequently the erosion resistance of the composites was very poor. In the case of the Cr$_3$C$_2$ and TiC reinforced composites, the reinforcement particles were chipped off in small pieces with signs of plastic deformation occurring in the course of material removal. This led to higher composite erosion resistance. As the breakdown of the reinforcing phases was the dominant event in the erosion, the bonding situation at the metal/ceramic interface seemed unimportant.

Under high temperature erosion-oxidation conditions, certain composites exhibited higher resistance than the reference material. The worst performing Al$_2$O$_3$ composites in the erosion test became the best performing ones in the erosion-oxidation test. This was because the reduced impact energy in this test was insufficient to induce massive breakdown of the reinforcement, and the Al$_2$O$_3$ reinforcement was in a low rate erosion regime. In addition, the bonding strength was found improved under the test conditions. Moreover, a thin interface layer of diffusion type with a planer front is shown beneficial to the bonding strength. The protruding Al$_2$O$_3$ particles on the eroded surface represent a unique feature of the beneficial effect of reinforcement by which the overall erosion resistance of the composite is enhanced.

On the other hand, in the erosion-oxidation test, interfacial reactions at the TiC/matrix interface and reinforcement dissolution at the Cr$_3$C$_2$/matrix interface became more significant in the related composites, rendered the reinforcement strength and matrix toughness poor. As a result, the reinforcements offered no protection to the matrix alloys but were detrimental to the overall resistance of the composites.

Besides the bonding strength and chemical stability of the reinforcement, matrix strength at high temperature became more important under erosion-oxidation conditions. This is because under same erosion conditions, the eroded surface of a high strength alloy will be less roughened and consequently the oxidation rate will be low since the surface-to-volume ratio is low. At this point, the strengthening effect of reinforcement, especially at elevated temperatures, is of potential benefit to the composite erosion. In this study, the relatively high erosion resistance of
the NIMONIC 81 composite with 30 vol% Cr₃C₂ can be partially ascribed to its high temperature strength.

Based on the idea of strain localisation in erosion of ductile metals, the practical method of ranking materials in resisting erosion is promising with regard to ductile alloys. For alloys of identical type, lower $L$ indicates in general a better erosion resistance. As for the MMC materials in this study, $L$ can not be properly identified on the eroded surface. However, with modified measuring procedure to account for the effects of matrix/reinforcement interaction, it is believed that $L$ can be well defined and, therefore, the erosion performance of MMC materials can be compared.
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