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Abstract

Ferromagnetic and ferroelectric materials exhibit an order parameter that can be controlled and switched with an external field conjugate to it. This property has been used in practical applications such as memory devices or sensors. In an effort to further scale down the size and energy consumption of devices, multiferroic materials are investigated. In these materials multiple ferroic orders coexist and coupling between them allows tailoring of magnetic properties in an electric field or vice versa. The observation of novel physical phenomena and the promise of new device concepts make these materials attractive. However, due to the incompatibility of the conventional mechanisms that give rise to ferromagnetism and ferroelectricity, strong coupling of sizeable order parameters at room temperature is difficult to obtain in single phase materials. A promising alternative is the use of hybrid material systems, such as thin film heterostructures, where ferromagnetic and ferroelectric compounds are artificially assembled.

In this Thesis I present results on elastically coupled domain walls in ferromagnetic/ferroelectric heterostructures. BaTiO$_3$ substrates exhibiting regular ferroelastic stripe domains are used as the ferroelectric component. Ferromagnetic thin films or multilayers are deposited using Electron Beam Evaporation, Magnetron Sputtering, or Molecular Beam Epitaxy depending on the material. The heterostructures are investigated by Magneto-Optical Kerr Effect (MOKE) microscopy and Scanning Electron Microscopy with Polarisation Analysis (SEMPA). Micromagnetic simulations and analytical modelling complement and expand upon the experimental results.

Strain transfer from the laterally modulated ferroelastic domains in the substrate induces anisotropies in the ferromagnetic thin films via inverse magnetostriction. The abrupt changes in symmetry and orientation of these anisotropies on top of ferroelastic domain boundaries lead to strong pinning of magnetic domain walls. As a result, two types of domain walls - uncharged and charged - can be initialised. They differ in width, energy, and chirality and are tuned by magnetic fields. The remanent magnetisation and switching behaviour of the films are strongly affected by these domain walls when the dimensions of the domains are scaled down to a length comparable to the width of the domain walls. In an electric field, both in-plane and alternating in-plane/out-of-plane magnetic domain patterns can be rewritten. Finally, controlled and reversible electric field induced magnetic domain wall motion is demonstrated. This novel driving mechanism functions without the use of spin polarised currents or magnetic fields. As a result, high density and low power devices based on magnetic domain walls can be envisaged.
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1. Introduction

The behaviour of large and complex aggregates of elementary particles, it turns out, is not to be understood in terms of a simple extrapolation of the properties of a few particles. Instead, at each level of complexity entirely new properties appear.

Philip Warren Anderson

Present information technologies rely on the motion of charge for data storage and logic operations. Currents allow the writing of information in magnetism based data storage via their Oersted field, while semiconductor based logic technologies rely directly on the flow of currents. Significant effort is spent on scaling devices to smaller dimensions in order to increase storage densities and device speeds. Unfortunately, further downscaling aggravates the issue of heating generated by the flow of electrons. The associated energy dissipation has become the main hindrance for technological improvements. New concepts and physical phenomena thus have to be exploited in order to sustain the miniaturisation and improvements in efficiency of microelectronics.

Spintronics – as opposed to conventional electronics – utilises the spin of electrons, or their associated magnetic moment, instead of their charge to perform logic operations, store information, or sense magnetic fields [2, 3]. Fast switching, high storage densities, and non-volatility make magnetism based technologies advantageous. Examples of commercially available devices include magnetic read heads in Hard Disc Drives (HDD) that are based on Giant Magneto-Resistance (GMR) and Magnetic Random Access Memory (MRAM). Another proposed and intensively investigated data storage technology is the so-called Racetrack Memory [4–6] that relies on the motion of magnetic domain walls. Nonetheless, present spintronic devices rely on magnetic switching or magnetic domain wall
motion induced by an external magnetic field or electric currents. Both mechanisms have disadvantages: The generation of magnetic fields relies on currents and requires bulky components. The Spin Transfer Torque (STT) mechanism also requires high current densities that lead to undesirable heating and substantial power dissipation.

Control of magnetism with electric fields (i.e. voltages) would not require the flow of electric charges and may thus reduce power consumption by several orders of magnitude [7]. It therefore constitutes a promising low power alternative to existing and proposed memory and logic technologies. One approach to electric field control of magnetism relies on magnetoelectric multiferroics. These materials exhibit both ferromagnetism and ferroelectricity and allow for the control of magnetisation using electric fields instead of magnetic fields or currents. Unfortunately, multiferroic materials are rare and show only weak coupling effects, usually well below room temperature. Attractive alternatives are hybrid or composite material systems, in which ferromagnetic and ferroelectric compounds are artificially assembled, e.g., in thin-film heterostructures. In these systems, the coupling between the two ferroic phases is mediated via strain, charge modulation, or other electronic effects at the interfaces. Multiferroic heterostructures are appealing not only because they exhibit the properties of both parent compounds, but also because interactions between magnetic and electric polarisations can lead to entirely new functionalities. For instance, coupling could in principle permit data to be written electrically and stored magnetically. This would allow for new high speed information technologies with reduced power consumption.

In this Thesis, I present results on elastically coupled domain walls in ferromagnetic/ferroelectric heterostructures. BaTiO$_3$ substrates exhibiting regular ferroelastic stripe domains are used as the ferroelectric component. At room temperature the ferroelectric polarisation is associated with a tetragonal lattice elongation. Relaxation of stress leads to the formation of ferroelastic stripe patterns, where the lattice elongation and correlated polarisation change by 90° between domains. When this lattice elongation rotates between in-plane domains, so-called $a_1-a_2$ domain patterns provide a 1.1% modulation of lateral strain. Thin films of Co$_{60}$Fe$_{40}$ or Co$_{40}$Fe$_{40}$B$_{20}$ are deposited by Electron Beam Evaporation or Magnetron Sputtering, respectively. Strain transfer at the interface and inverse magnetostriction in the ferromagnetic films induce uniaxial anisotropies that are correlated with the orientation of the ferroelectric polarisation. Con-
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sequently, imprinting of regular ferroelectric domains into continuous ferromagnetic films is realised.

Using Magneto-Optical Kerr Effect (MOKE) Microscopy and Scanning Electron Microscopy with Polarisation Analysis (SEMPA), I demonstrate that magnetic domain walls are strongly pinned by the abrupt changes in the anisotropy direction. Ergo, ferromagnetic and ferroelectric domain walls are coupled. Moreover, two types of domain walls – magnetically uncharged and charged – can be initialised. They differ in width, energy, and chirality, and can be tuned by magnetic fields. Hysteretic switching between both wall types is demonstrated in a rotating magnetic field.

As the width of domains is reduced, magnetic domain walls are brought closer together and start to interact. This has a significant impact on the magnetic properties of the heterostructures, both at remanence and in applied magnetic fields. Combining Micromagnetic simulations and analytical modelling, I show that when the widths of domains and domain walls become comparable, domain pattern transfer breaks down and correlations between the ferroelectric substrate and ferromagnetic thin film are lost. As two types of domain walls with distinct widths can be initialised, two scaling regimes of pattern transfer may be obtained. Recurrent switching between both regimes in a rotating magnetic field allows for the writing and erasure of magnetic domains. Results on Co$_{40}$Fe$_{40}$B$_{20}$/BaTiO$_3$ heterostructures confirm the theoretical predictions.

An electric field applied across the substrate of a Co$_{60}$Fe$_{40}$/BaTiO$_3$ heterostructure switches the ferroelectric polarisation from in-plane $a_1$–$a_2$ domains to fully out-of-plane. In the magnetic film, new compressive strains are imposed along the direction in which the lattice was initially elongated. Hence, local anisotropy directions rotate throughout the film, preserving the domain pattern. After removal of the electric field, BaTiO$_3$ relaxes into an $a$–$c$ domain pattern where the polarisation alternates between in-plane and out-of-plane. As a result, new strains are imposed on the ferromagnetic film and the domain pattern is rewritten.

In heterostructures with a Ni/Cu multilayer grown onto an in-plane polarised BaTiO$_3$ substrate by Molecular Beam Epitaxy (MBE), the magnetisation points out-of-plane in the as-deposited state. The perpendicular magnetic anisotropy is a consequence of the strain that develops due to lattice matching at the Ni/Cu interfaces. Again, the polarisation of the substrate can be switched out-of-plane electrically. The resulting strains switch the magnetisation of the ferromagnetic multilayer into the film
plane. At electric remanence an a–c domain pattern in the substrate is imprinted into the ferromagnetic multilayer as alternating in-plane-out-of-plane magnetised domains. Electric fields allow for the reversible control of these domains.

As a highlight, reversible electric field driven magnetic domain wall motion is demonstrated for epitaxial Fe films grown by MBE onto a BaTiO$_3$ substrate exhibiting a–c domains. The mechanism is also based on pinning of magnetic domain walls onto their ferroelectric counterpart. The induced motion is fully controlled and reversible, and the velocity of the domain walls increases exponentially as a function of out-of-plane electric field. This novel driving mechanism functions without the concurrent use of electric currents or magnetic fields. This proof of principle study opens up the possibility to devise low power technologies based on the motion of magnetic domain walls. Micromagnetic simulations show that despite the moderate domain wall angle induced by domain pattern transfer, near to 180° domain walls can be initialised in magnetic nanowires due to competing shape anisotropy. Furthermore, fast domain wall motion can be sustained up to several hundreds of m/s.

The remainder of the Thesis is organised as follows: In Chapter 2, I introduce ferromagnetism in the framework of Micromagnetism and review the pertinent literature. Ferroelectricity is presented in Chapter 3, while the coexistence and coupling of ferroic orders is discussed in Chapter 4. In Chapter 5, I present the methods used. They include Electron Beam Evaporation, Molecular Beam Epitaxy, and Magnetron Sputtering to deposit thin films. The heterostructures are characterised using Magneto-Optical Kerr Effect (MOKE) Microscopy and Scanning Electron Microscopy with Polarisation Analysis (SEMPA). The experimental results are complemented and expanded upon with Micromagnetic simulations and analytical modelling. The results are presented and discussed in Chapter 6. I conclude in Chapter 7 with a short summary.
2. Ferromagnetism

The existence of this spontaneous magnetisation is explained by the Weiss “molecular field” postulate, amended quantum-mechanically by Heisenberg; the amendment replaces the mysterious molecular field by exchange forces, which are less mysterious or more so according to one’s feeling towards quantum mechanics.

William Fuller Brown

Ferromagnetic materials undergo a phase transition from a high temperature phase that does not exhibit a macroscopic magnetic moment to a low temperature phase displaying a spontaneous magnetisation that can be switched by the application of an external magnetic field. Unlike for paramagnets ($\chi = M/H > 0$) and diamagnets ($\chi < 0$), the susceptibility $\chi$ of a ferromagnet is not constant as a function of magnetic field. On a macroscopic level, ferromagnetic materials are characterised by a hysteresis curve (cf. Figure 2.1). It displays the macroscopic magnetisation $M$ as a function – and along the direction – of an applied magnetic field $H$. In a large magnetic field the magnetisation is fully aligned with the external field and the saturation magnetisation $M_S$ is measured. The field required to reach saturation is called the saturation field $H_S$. As the magnetic field is reduced to zero, the remanent magnetisation $M_R$ is observed. Finally, the coercive field $H_C$ is the field that needs to be applied opposite the saturating field in order to reduce the magnetisation to zero. This does not mean that the microscopic magnetic moments that make up the macroscopic magnetisation vanish, but that the average of their projection onto the field direction is zero. The changes in magnetisation observed in the hysteresis curve can be caused by two independent mechanisms: Rotation of the direction of magnetic moments or creation and growth of magnetic domains [8–12].
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Figure 2.1. Schematic of a ferromagnetic hysteresis curve: When the magnitude of the magnetic field is larger than the saturation field $H_S$, the magnetisation is fully aligned with the field and reaches the saturation magnetisation $M_S$. The remanent magnetisation $M_R$ is measured in zero magnetic field, while the coercive field $H_C$ needs to be applied in order to bring the average macroscopic magnetisation down to zero.

Origin of Magnetic Moments

Microscopically the magnetic moment originates from the spin and orbital angular momenta of electrons. In a naive classical image of the atom, an electron can be modelled as orbiting the nucleus on a circular orbit. This model is equivalent to a tiny current loop which can be shown to correspond to a classical magnetic moment [13]:

$$\vec{m} = -\frac{e\mu_0}{2m_e}\vec{l},$$  \hspace{1cm} (2.1)

where $e$ is the elementary charge, $\mu_0$ is the permeability of free space, $m_e$ is the electron mass, and $\vec{l}$ is the classical angular momentum of the orbiting electron. The minus sign is courtesy of Ben Franklin and the negative charge of the electron. As a result, the magnetic moment of the electron is anti-parallel to its angular momentum.

Of course the electron is not on a simple circular orbit around the nucleus of the atom. Quantum mechanically the electron is described by an angular wave function with its angular moment quantised in units of the Bohr magneton [14]:

$$\mu_B = \frac{e\mu_0\hbar}{2m_e}.$$  \hspace{1cm} (2.2)

Moreover, only the expectation value $\langle \hat{l}_z \rangle = \hbar l_z$ of the angular momentum operator along the quantisation axis (here: z-direction) can be observed. In addition to the orbital angular momentum the electron itself exhibits an intrinsic angular momentum known as spin. Despite being associated with a spin quantum number of only $s = \hbar/2$ with expectation values $\langle \hat{s}_z \rangle = \hbar l_z/2$, it generates a full Bohr magneton. The total magnetic moment of the electron is then given by the sum of the orbital and spin
magnetic moments as [13]:

$$\langle m_{z,\text{tot}} \rangle = -\frac{\mu_B}{\hbar} (\langle l_z \rangle + g_s \langle s_z \rangle),$$ (2.3)

where the so-called g-factor $g_s \approx 2$. Due to the much larger mass of the proton when compared to that of the electron (by three orders of magnitude) nuclear magnetic moments do not contribute significantly to the magnetisation of an atom.

The spin and orbital angular momenta are not completely independent. The so-called spin–orbit coupling (SOI) leads to a correction in the total angular momentum of the electron. While this correction is only small, it is relevant in magnetic materials as will be shown later. The interaction can be intuitively understood in the classical picture introduced above: The angular momentum is viewed as arising from a circular motion of the electron around the nucleus. Switching into a frame where the electron is at rest, the nucleus is considered as rotating around the electron. The current loop thus created gives rise to a magnetic field that interacts with the spin magnetic moment of the electron. Thus, the spin of the electron is coupled to its orbital motion [13].

Most atoms contain more than one electron. In fully filled electron shells the various contributions to the angular momentum cancel each other out resulting in zero total angular momentum $J$. The empirical Hund’s rules can be used in order to determine the electronic ground state in partially filled shells [11,15]:

1. The total atomic spin $S$ is maximised without violating the Pauli exclusion principle. This means that, as far as possible, electrons will occupy states with parallel spins.

2. Maintaining consistency with the obtained value of $S$, the total atomic orbital angular momentum $L$ is maximised.

3. The total angular momentum $J$ equals $L + S$ if the shell is more than half full and $J$ equals $L - S$ if the shell is less than half full.

The third rule is a consequence of spin–orbit coupling. The second rule is a consequence of Coulomb repulsion: Electrons orbiting in the same direction meet less often than if they were orbiting in opposite directions. Hund’s first rule is also a consequence of the Coulomb interaction: In order to minimise the electrostatic energy, electrons are kept as far apart from each other as possible. This is achieved by having the electrons occupy different orbitals. The corresponding wave function is then antisym-
metric in space and must therefore be symmetric in spin. The first rule is hence a consequence of an intra-atomic exchange interaction.

**Magnetic Order**

In most cases the magnetic moments of the atoms are not – or only weakly – coupled. Thermal agitation causes spins to point in random directions in the absence of an applied magnetic field. When applying an external magnetic field the spins tend to align, although their orientation is still randomised by the effect of temperature. This leads to a paramagnetic response of the material. This model, known as the Langevin-model [16], requires localised magnetic moments. This is not the case in metals where the Pauli paramagnetism model [17] needs to be considered. For simplicity, I will first consider localised moments only: In order for ferromagnetism to arise, the inter-atomic exchange interaction needs to align neighbouring spins. Consequently, magnetic moments are aligned in the same direction at zero applied magnetic field. Neighbouring spins can also couple in a different way leading to other forms of magnetic order: In antiferromagnets adjacent magnetic moments point in opposite directions leading to zero net magnetic moment. When the two antiferromagnetically coupled sublattices have moments of different magnitude the material exhibits a net magnetic moment and is called ferrimagnetic. Finally, neighbouring spins can be orientated at an angle leading to helimagnetism. In macroscopic measurements helimagnets and antiferromagnets cannot be distinguished from paramagnets while ferrimagnets can be mistaken for ferromagnets. As mentioned at the beginning of this Chapter, the randomising effect of temperature destroys magnetic order above a transition temperature known as the Curie temperature $T_C$ for ferromagnets and Néel temperature $T_N$ for antiferromagnets. Above this temperature materials are paramagnetic [11, 18, 19].

**Micromagnetism**

Depending on the dimensions that are considered, ferromagnets can be described by different theoretical models [20]. Macroscopic hysteresis curves and elementary magnetic moments on the atomic level have already been introduced. In this Thesis magnetic materials are considered on a length scale from a few nm to several tens of μm. The theory that is most suited for describing magnetic properties at this level is Micromagnetism [21]. The approach of Micromagnetism is to describe the magnetic microstructure of ordered materials in a continuum approximation that ignores the atomic nature of matter [22]: As the magnitude of $\vec{M}$ is
uniform in a homogeneous specimen its value is taken as the saturation magnetisation $M_S$. The direction of $\mathbf{M}$ on the other hand is known experimentally to vary spatially and is therefore approximated as a continuous function of position $\mathbf{r}$. The local orientation of the magnetisation is then calculated similarly to the approach taken in Domain Theory [8,23], i.e. by minimising the total energy:

$$E_{\text{tot}}(\mathbf{M}(\mathbf{r}), H_{\text{ext}}) = \int_V (e_{\text{ex}}(\mathbf{r}) + e_h(\mathbf{r}) + e_a(\mathbf{r})) \, d\mathbf{r}$$

$$+ \int_V \int_{V'} (e_{\text{ms}}(\mathbf{r}, \mathbf{r'}) + ) \, d\mathbf{r} \, d\mathbf{r'}, \quad (2.4)$$

using variational calculus. The first contribution is the exchange energy density $e_{\text{ex}}$ that tends to keep neighbouring spins parallel. The Zeeman energy density $e_h$ describes the energy cost for misaligning the magnetisation with the external magnetic field $H_{\text{ext}}$. The magnetostatic energy density $e_{\text{ms}}$ is a consequence of the dipole–dipole interaction between magnetic moments and is the only non-local energy contribution. It thus cannot be calculated in a simple integration as it depends on the distribution of magnetic moments. Finally, the anisotropy energy density $e_a$ describes the preference of the magnetisation to lie along certain directions in the sample [19].

Alternatively, the energy minimum can be calculated by requiring that in thermodynamic equilibrium the magnetisation is oriented in a way such that the torque:

$$\mathbf{L} = \mathbf{M} \times H_{\text{eff}}$$

on each moment is zero. The different energy contributions then need to be expressed in terms of a magnetic field and summed to yield the effective field $H_{\text{eff}}$. Tracing the dissipative process that leads to thermodynamic equilibrium allows for the determination of magnetisation dynamics [21].

In the following Sections, I introduce the various energy contributions and the equation that determines magnetisation dynamics. I will then show how the energy contributions lead to the formation of domains and domain walls and how they affect magnetisation reversal, i.e. the shape of the hysteresis curve.


2.1 Exchange Energy

In materials, ferromagnetism originates from the short range exchange interaction. It causes parallel magnetic moments to be energetically more favourable than spins with opposite orientation. Two – mutually exclusive – phenomenological models of exchange are successful in explaining the origin and effect of exchange in solids: The localised moment model and the band model [9–11, 19]. In the former, electrons remain mainly localised around the atom and there is only a small overlap with the wave function of electrons from neighbouring atoms. This model is described by the Heisenberg Hamiltonian [24], and exchange is, as for intra-atomic exchange, a consequence of the antisymmetric electron wave function and minimisation of the Coulomb energy. The band model of ferromagnetism [25, 26] explains exchange in metals, where electrons from many atoms share common bands. Additionally, other models of exchange exist that are more appropriate for specific ferromagnetic material classes: They include the RKKY interaction, superexchange, and double exchange [27].

2.1.1 Heisenberg Hamiltonian

In the Heisenberg model of ferromagnetism the electronic magnetic moments are mainly localised around their respective atoms. A small overlap of the electronic wave functions is necessary for the Pauli exclusion principle to apply. As a result, there is a correlation between the spin of the electrons which in turn leads to a magnetically ordered state. When considering only interactions between nearest neighbours, the exchange energy is described by the Heisenberg Hamiltonian [24]:

\[ H = -J \sum_{i<j} \vec{S}_i \cdot \vec{S}_j, \]  

(2.6)

where the exchange integral J between total atomic moments (atomic spins) \( \vec{S}_i \) is taken to be identical for all next-neighbour pairs [11, 19]. While the model provides a relatively simple model for exchange it is, unfortunately, not very realistic. In many cases, such as in the magnetic 3d transition metals (Fe, Co, Ni), the electrons that contribute to the magnetic moment are relatively free to move. Moreover, if the electrons were fully localised around the atoms, the atomic magnetic moments should be integer multiples of the Bohr magneton \( \mu_B \) (cf. Equation 2.3), which is not the case. They are 2.2 \( \mu_B \) for Fe, 1.7 \( \mu_B \) for Co and 0.6 \( \mu_B \) for Ni [19].
2.1.2 Band Model of Ferromagnetism

To explain ferromagnetism in metals a band theory of ferromagnetism [25, 26] is needed. I will concentrate on the magnetic 3d transition metals that are characterised by unequally filled spin-split 3d bands and unsplit 4s bands. While the 4s electrons are mainly de-localised and form a broad s-band of relatively free electrons, the 3d electrons form a more localised, narrow and high density of states (DOS) d-band [13, 19]. The 3d electrons thus "spend more time" close to the ion core and are subjected to the intra-atomic exchange interaction favouring parallel spins. The electron's magnetic moment is mostly due to its spin, while orbital moments contribute only a limited amount. In order for spins to align parallel, band states cannot be filled equally with up and down spins any more and the electron band is spin-split as sketched in Figure 2.2. As a result of the exchange interaction, the minority band with spin-up electrons is shifted up in energy relative to the majority band containing spin-down electrons. Consequently, electrons from the minority band need to be transferred to band states of higher energy, since band states with the same energy are already occupied in the majority band. This increase in band energy opposes the exchange interaction and their competition determines the magnitude of the band splitting. If both the exchange energy and the DOS at the Fermi level (EF) are large enough (this can be formulated quantitatively as the Stoner criterion), the resulting spin imbalance leads to a net magnetic moment. As can be easily seen, the resulting net magnetic moment is generally not an integer multiple of the Bohr magneton.
The model also explains why some metals are ferromagnetic while others are not. For Fe, Co and Ni, $E_F$ lies in the 3d band, while e.g. in Cu it lies above the 3d band [10].

### 2.1.3 Exchange Stiffness

Although the band model is successful in explaining the origin of ferromagnetism in metals, it has the major drawback of not being able to deal with spatial variations in the magnetisation. Despite not describing the underlying physics correctly, the Heisenberg Hamiltonian is hence more suited for calculating the exchange energy of a magnetisation configuration. In order to be able to use it in Micromagnetism a continuum approximation is made. The Heisenberg Hamiltonian (Equation 2.6) is isotropic, i.e. if we view the spins as classical vectors it only depends on the angle between spins. It can therefore be rewritten as [8]:

$$H = -J \sum_{i<j} S^2 \cos \psi_{ij},$$  \hspace{1cm} (2.7)

where $\psi_{ij}$ is the angle between adjacent spins $\vec{S}_i$ and $\vec{S}_j$. Making the reasonable assumption that the angle between neighbouring spins is small, a Taylor expansion eventually yields:

$$e_{ex} = A (\nabla \vec{m})^2,$$  \hspace{1cm} (2.8)

where $\vec{m} = \vec{M}/M_S$ is the reduced magnetisation (i.e. its unit vector) and $A$ is the exchange stiffness that can be determined experimentally. Equation 2.8 quantifies the energy penalty associated with variations in the magnetisation direction imposed by the exchange interaction [8, 14, 20].

### 2.2 Zeeman Energy

The requirement of zero torque (cf. Equation 2.5) forces magnetic moments to align parallel to an externally applied magnetic field $\vec{H}$ [11].

The corresponding energy – called the Zeeman energy – can be derived in a classical picture as follows: In analogy to classical electrostatics the magnetic dipole $\vec{m} = p \vec{d}$ is viewed as composed of a positive magnetic charge (+p) and negative magnetic charge (−p) separated by a distance d as shown in Figure 2.3. These charges do not actually exist, but they will prove to be a very useful concept later on. The magnetic field $\vec{H}$ exerts
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Figure 2.3. A magnetic dipole \( m = pd \) at an angle \( \alpha \) with an applied magnetic field \( H \) minimises its energy by turning towards the field direction because of the forces \( F^\pm \) on the (virtual) magnetic charges \( \pm q \), while the net force is zero \[13\].

Forces \( F^+ = +p\hat{H} \) and \( F^- = -p\hat{H} \) on the positive and negative charge, respectively. On average the forces cancel out, i.e. the magnetic dipole does not move, but it is pushed to align with the magnetic field. Using the definitions given in Figure 2.3 the Zeeman energy is derived as:

\[
E = 2\mu_0 p \int \hat{H} \cdot d\vec{l} = \mu_0 p dH \int \cos \alpha \, d\alpha = -\mu_0 \vec{m} \cdot \hat{H}.
\]  (2.9)

For a uniformly magnetised sample the Zeeman energy density can thus be written as:

\[
e_{zh} = -\mu_0 M_S H \cos(\theta - \phi),
\]  (2.10)

where \( (\theta - \phi) = \alpha \). The definitions of \( \theta \) and \( \phi \) are given in Section 2.7 \[13\].

### 2.3 Magnetostatic Energy

Besides an externally applied field, a magnetic sample is affected by the magnetic field created by its own magnetisation. The classical dipole–dipole interaction between magnetic moments is at the origin of this magnetostatic energy. It is the only energy that is non-local and cannot be written as a simple integral over an energy density. It is instructive to start by defining the scalar potential \( U \) via the equation:

\[
\vec{H} = -\nabla U
\]  (2.11)

which is the most general solution to the Maxwell equation \( \nabla \times \vec{H} = 0 \). With the boundary conditions appropriate for a finite ferromagnetic material, the solution to Equation 2.11 is given by:

\[
U(\vec{r}) = \frac{1}{4\pi\mu_0} \left( -\int \frac{\nabla \cdot \vec{M}(\vec{r}')}{|\vec{r} - \vec{r}'|} dV' + \int \frac{\vec{n} \cdot \vec{M}(\vec{r}')}{|\vec{r} - \vec{r}'|} dS'ight),
\]  (2.12)
where the first integral is over the volume and the second integral over the surface of the ferromagnetic sample. \( \hat{n} \) is the outward normal to the sample surface. The form of the magnetostatic potential resembles the electrostatic potential. The first integral can be interpreted as representing a reduced volume charge density:

\[
\rho = -\nabla \mathbf{m},
\]

(2.13)

while the second integral can be viewed as the potential of a reduced surface charge density:

\[
\sigma = \hat{n} \cdot \mathbf{m},
\]

(2.14)

where \( \mathbf{m} = \mathbf{M}/M_S \) is again the reduced magnetisation. Substituting these charge densities into Equation 2.12 and integrating then yields the magnetostatic energy

\[
E_{ms} = \frac{M_S}{2} \left( \int \rho(\mathbf{r})U(\mathbf{r})dV + \int \sigma(\mathbf{r})U(\mathbf{r})dS \right),
\]

(2.15)

associated with a given magnetic charge distribution. These charges are of course virtual. "However, it is never necessary for any useful mathematical tool to have a physical meaning. There is no real physical charge, but the mathematical identity between these integrals and those which involve a charge makes it possible to use the knowledge about a real charge to guess the qualitative properties of the magnetostatic potential" [28]. The positive and negative magnetic charges act as sources and sinks of the magnetostatic field. Magnetic charges accumulate on the surface of a body when it has a magnetisation component pointing perpendicular to its surface. An extreme example would be a homogeneously magnetised sample as shown for instance in Figure 2.4 (on Page 17). The charges create a field outside the sample known as the stray field. They also generate the demagnetisation field that passes through the body and opposes the magnetisation that is at their origin.

The magnetostatic potential falls off as \( 1/r \), meaning that the dipole–dipole interaction acts over a relatively long range. Conversely, the exchange interaction introduced in Section 2.1 acts only over a very short length scale. It is however much stronger than the magnetostatic energy. When the exchange energy is expressed as an effective molecular field [29, 30], it is seen to be larger by about 4 orders of magnitude than the magnetostatic field created by the magnetic moments of a ferromag-
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Exchange thus determines the properties of ferromagnets on a short length scale while the magnetostatic energy dominates on a long length scale [19, 20, 28].

2.4 Anisotropy Energy

It is an experimental fact that the magnetisation has a tendency to be oriented along one or several directions in a ferromagnet. These directions are called axes of easy magnetisation, or easy axes. The directions along which it is the most difficult to orient the magnetisation are called hard axes. By definition, the magnetic anisotropy energy is needed to reorient the magnetisation from the easy to the hard axis. Without the existence of magnetic anisotropy, 2-dimensional samples, i.e. thin films, could not order ferromagnetically [31] and 3-dimensional objects would not exhibit a macroscopic magnetisation despite the presence of the exchange interaction [28]. Magnetic anisotropy can have different origins, such as the magnetostatic energy that results in a dependence on the shape of the sample. In a crystal the combined effect of the crystal field and the spin–orbit coupling leads to magnetocrystalline anisotropy. The magnetoelastic anisotropy relates the anisotropy to strain. The broken symmetry at the surface of a ferromagnet or at the interface between materials leads to surface and interface anisotropies. Finally, the exchange interaction between an antiferromagnetic and a ferromagnetic layer can lead to exchange anisotropy. The related exchange bias is not strictly speaking an anisotropy but will also be introduced here. Since "the ability to reduce everything to simple fundamental laws does not imply the ability to start from those laws and reconstruct the universe" [32] it is usually not possible to determine the anisotropy energy from first principles. I will therefore first introduce the phenomenological energy expressions commonly used before giving an explanation of their origin [8, 13, 33].

Uniaxial Anisotropy

The form of the anisotropy must follow the symmetry of the mechanisms that cause it. Series expansions in terms of spherical harmonics are used. As anisotropies define easy and hard axes of magnetisation, only terms that are invariant when the magnetisation is inverted are included. If only one anisotropy axis is present, the uniaxial anisotropy energy density
is given by [8]:

$$e_u = \sum_n K_n \sin^{2n}\phi,$$

(2.16)

with anisotropy constants $K_n$ and $\phi$ the angle between the anisotropy axis and the magnetisation. It is often sufficient to include only the first term of the expansion in Equation 2.16 and, in order to avoid confusion later on, the first anisotropy constant is here renamed $K_1 = K_u$. $K_u > 0$ describes a uniaxial anisotropy with energy minima at $\phi = 0$ and $\phi = \pi$. In the case where $K_u$ is negative, the uniaxial anisotropy axis is a hard axis with a perpendicular easy plane [13,14,20].

**Cubic Anisotropy**

If the magnetic anisotropy is cubic, the anisotropy energy density in terms of the directional cosines $m_i$ of the reduced magnetisation is given by [8]:

$$e_c = K_1 (m_x^2 m_y^2 + m_y^2 m_z^2 + m_z^2 m_y^2) + K_2 m_x^2 m_y^2 m_z^2,$$

(2.17)

where only the first two terms that are not constant have been included. In two dimensions this expression can be simplified as [V]:

$$e_c = K_c \sin^2 (2\psi),$$

(2.18)

where $K_c$ is the cubic anisotropy constant and $\psi$ is the angle between the magnetisation and one of the anisotropy axes (the other one is perpendicular to it) [28].

**2.4.1 Shape Anisotropy**

The magnetostatic energy described in Section 2.3 introduces an anisotropy that depends on the shape of a ferromagnetic sample. The examples given here can actually be solved analytically, but the shape anisotropy can be understood intuitively using the concept of magnetic charges. I first consider a ferromagnetic ellipsoid that is uniformly magnetised. This is the case for a small enough particle. Magnetic charges accumulate on the surface of the ellipsoid as illustrated in Figure 2.4 (a) & (b) for configurations where the magnetisation is pointing along the principal axes of the ellipsoid. In both cases, the charge density is the same, but when the magnetisation lies along the short axis (Figure 2.4(a)) the charge is spread over a larger area than when the magnetisation lies along the long axis of the ellipsoid (Figure 2.4(b)). The latter is therefore
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Figure 2.4. Examples of shape anisotropy illustrated with virtual magnetic charges: The magnetostatic energy of an ellipsoid uniformly magnetised along its short axis (a) is higher than if magnetised along its long axis (b). Similarly, a thin film magnetised perpendicular to its plane (c) has a higher energy than one magnetised in-plane (d).

energetically favourable and the long axis constitutes an easy anisotropy direction. The same argument can be used when considering a uniformly magnetised thin film: If the magnetisation was to point out of the film plane (Figure 2.4(c)) the magnetic charges would be spread over a much larger area than if the magnetisation would lie in the film plane (Figure 2.4(d)). In the extreme case of an infinite film\(^1\), the magnetostatic energy can be expressed as:

\[
e_{ms} = 2\pi (\vec{n} \cdot \vec{M})^2 = 2\pi M_s^2 \cos^2 \chi,
\]

where the magnetisation makes an angle \(\chi\) with the film normal \(\vec{n}\). Accordingly, the magnetisation of thin films usually lies in the film plane. Similarly, magnetic nanowires are characterised by a uniaxial anisotropy along the wire axis. In Micromagnetism the shape anisotropy is not explicitly introduced, as it is a consequence of the magnetostatic energy [28, 33].

2.4.2 Magnetocrystalline Anisotropy

In bulk materials, the magnetocrystalline anisotropy that couples the direction of magnetisation to the crystal axes generally dominates. This anisotropy is due to crystalline electric fields and the spin–orbit coupling. In an atom electron is subjected to a spherically symmetric potential that determines the orbital motion of the electron as described in the introduction to this Chapter. The electron spin will thus point along any direction with the same probability. When the atom is embedded in the

\(^1\)This is a good approximation when the thickness of the film is orders of magnitude smaller than the lateral dimensions.
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crystal lattice of a metal, the electrostatic potential felt by the electron is different: The ions of the lattice create an inhomogeneous potential. The orbital angular momentum of the electron is therefore not free to orient in any direction any more. Although the magnitude of the orbital angular momentum is greatly reduced (quenched) in metals – only approximately 5% of the magnetisation of Iron (Fe) is of orbital origin – gradients in the electrostatic crystalline potential will give rise to a spin–orbit coupling [14]. As it is energetically favourable for the orbital angular momentum to be oriented along certain axes of the crystal, the spin of the electrons will also exhibit this preferential orientation. In order for a metal to exhibit magnetocrystalline anisotropy it is thus necessary for the magnetisation to "feel" the asymmetric crystal field through the action of the spin–orbit interaction. The magnetocrystalline anisotropy energy therefore depends on the symmetry of the crystal and on the relative orientation of the crystal axes and the magnetisation. It should be noted that the location of the Fermi level in the spin-split band structure (cf. Section 2.1.2) is crucial for the symmetry of the crystalline anisotropy and for the sign and magnitude of the anisotropy constants. In the magnetic 3d transition metals the magnetocrystalline anisotropy manifests itself as follows: Both BCC Iron (Fe) and FCC Nickel (Ni) exhibit cubic anisotropy. For Fe the easy axes are oriented along the [100] directions of the crystal while the [111] diagonals are the hard axes. For Ni the roles of the axes are inverted. Hexagonal Cobalt (Co) exhibits a uniaxial anisotropy with the easy direction along the c-axis. Polycrystalline ferromagnets exhibit no – or only small – net magnetocrystalline anisotropy as the contributions from randomly oriented grains cancel out [8,14,19,33–35].

2.4.3 Bond Orientation Anisotropy

Amorphous materials do not have a crystalline lattice nor do they exhibit an associated magnetocrystalline anisotropy. However, it is an experimental fact that amorphous ferromagnets display anisotropy. It has been demonstrated that for thin films, oblique deposition or the simultaneous application of a magnetic field during growth can lead to significant uniaxial anisotropies. The most frequently suggested mechanism for this phenomenon is bond orientation anisotropy. It refers to a distribution in the orientation of nearest neighbour atomic bonds that can be spatially anisotropic. It explains how amorphous thin films can exhibit a magnetic anisotropy [36–40].
2.4.4 Magnetoelastic Anisotropy

Magnetostriction describes the phenomenon that macroscopically a ferromagnet usually exerts a stress on its surroundings when the orientation of the magnetisation is changed. If the material is not constrained it will thus change its physical dimensions. Microscopically this fact is due to a change in the crystal lattice [41, 42]. The converse effect – i.e. a change in the orientation of the magnetisation due to an applied stress – forms the basis of magnetoelastic anisotropy. It can be shown that "the effect of ... stress is to introduce an additional term to the anisotropy energy superimposed on the normal crystal energy" [41]. In crystalline materials the magnetoelastic anisotropy is closely related to the magnetocrystalline anisotropy. As seen in Section 2.4.2, the magnetisation is coupled to the lattice via spin–orbit coupling and the crystal field. Stress alters the distance between ions and therefore their electric potential and the overlap in wave function between them. The bond orientation anisotropy introduced in the previous Section accounts for magnetoelastic anisotropy in amorphous ferromagnets as the orientation and length of bonds clearly changes when a materials is compressed or elongated [33,36,43].

**Magnetostriction Constants**

The magnetostriction $\lambda = dl/l$ is defined as the fractional change in length $l$ associated with a change in magnetisation from a demagnetised state to a fully saturated state. $\lambda$ is a dimensionless material parameter and generally depends on the sample direction. For cubic materials two magnetostriction constants, $\lambda_{100}$ and $\lambda_{111}$ are defined along the crystal axes and diagonals, respectively. In case of an anisotropic medium the saturation magnetostriction $\lambda_S$ can be defined. For polycrystalline materials with randomly oriented grains it is given by [11,44,45]:

$$\lambda_S = \frac{2}{5}\lambda_{100} + \frac{3}{5}\lambda_{111}.$$  \hspace{0.5cm} (2.20)

**Magnetoelastic Coupling**

I will now introduce a phenomenological approach to the magnetoelastic anisotropy energy [8,41]: Starting from a cubic crystal the anisotropy energy density can be expanded in powers of the strain $\epsilon_{ij}$:

$$\epsilon = \epsilon^0 + \sum_{i \geq j} \frac{\partial \epsilon}{\partial \epsilon_{ij}} \epsilon_{ij} + \cdots = \epsilon^0 + \epsilon_{me}.$$  \hspace{0.5cm} (2.21)
Considering only the two lowest order terms and under some symmetry considerations we define:

\[
\frac{\partial e_c}{\partial \epsilon_{ii}} = B_1 m_i^2 \quad \text{and} \quad \frac{\partial e_c}{\partial \epsilon_{ij}} = B_2 m_i m_j,
\]  

(2.22)

where \( B_1 \) and \( B_2 \) are the magnetoelastic coupling constants and \( m_i \) are again the direction cosines of the magnetisation with respect to the cubic axes. The magnetoelastic anisotropy is rewritten as:

\[
e_{me} = B_1 (m_x^2 \epsilon_{xx} + m_y^2 \epsilon_{yy} + m_z^2 \epsilon_{zz}) + B_2 (m_x m_y \epsilon_{xy} + m_y m_z \epsilon_{yz} + m_z m_y \epsilon_{zy}) + K_{me} \epsilon_s \lambda S^2
\]  

(2.23)

The magnetoelastic coupling constants and the magnetostriction constants are related via the elastic stiffness tensor \( c_{ijkl} \):

\[
\lambda_{100} = -\frac{2}{3} \frac{B_1}{(c_{1111} - c_{1122})} \quad \text{and} \quad \lambda_{111} = -\frac{1}{3} \frac{B_2}{c_{2323}}.
\]  

(2.24)

In isotropic materials – such as randomly oriented polycrystalline or amorphous films – under uniaxial strain \( \epsilon \) the magnetoelastic anisotropy takes the form of a uniaxial anisotropy with anisotropy constant [20]:

\[
K_{me} = \frac{3 Y \epsilon \lambda S}{2}
\]  

(2.25)

where \( Y \) is the Young’s modulus of the material [8, 33, 41, 44].

2.4.5 Surface and Interface Anisotropy

The broken translational symmetry at the surface of a ferromagnetic material or at the interface with another material gives rise to a surface or interface anisotropy [46]. For simplicity I will just call it the interface anisotropy\(^2\). Its strength and symmetry are again determined by the spin–orbit coupling between the electron spin and the crystal field that is altered at the interface. In a phenomenological approach the interface anisotropy can be represented as a uniaxial anisotropy:

\[
e_i = \frac{K_i}{t} \sin^2 \chi,
\]  

(2.26)

where \( K_i \) is the interface anisotropy constant, \( t \) is the film thickness and \( \chi \) is the angle between the surface normal and the magnetisation. A positive \( K_i \) favours an out-of-plane magnetisation direction, for example

\(^2\)From a certain point of view the surface is also an interface between the ferromagnet and vacuum/air.
Ferromagnetism at the Co/Pt interface [47]. In very thin films, the interface anisotropy can contribute significantly and overcome the effect of bulk anisotropies and the magnetostatic energy to create a net Perpendicular Magnetic Anisotropy (PMA). As the thickness of the film increases a Spin Reorientation Transition (SRT) eventually occurs, where the magnetisation rotates into the film plane due to the reduced relative contribution of the interface anisotropy [14,28,33].

The interface anisotropy favours an in-plane magnetisation for $K_i < 0$, as observed for example at the Ni/Cu interface. Interestingly, a perpendicular magnetic anisotropy is imposed on the multilayer as a result of the strain that develops between the Ni and Cu layers. Hence, with increasing film thickness a first SRT from in-plane to out-of-plane is observed. A second SRT back into the film plane is driven by strain relaxation and the effect of the magnetostatic energy [48–50].

2.4.6 Exchange Bias

Exchange bias is the result of the exchange interaction that occurs at the interface between a ferromagnetic (FM) and an antiferromagnetic (AFM) material [51,52]. At the interface the AFM exhibits uncompensated spins. If the sample is heated above the Neél temperature of the AFM but below the Curie temperature of the FM ($T_N < T < T_C$) in an applied external magnetic setting field, the FM spins align with the field while the AFM is paramagnetic. When cooling through the Neél temperature, the uncompensated AFM spins align with the FM spins due to the exchange interaction. These uncompensated spins then remain pinned in the direction determined by the setting field if the AFM anisotropy is large enough. The net AFM moment at the interface exerts a torque on the FM spins: It will be easier for an external magnetic field to align the FM magnetisation in the direction of the net AFM moment than in the opposite direction. This leads to a shift in the hysteresis curve by $H_{EB}$ as indicated schematically in Figure 2.5. Since the exchange bias is an interface effect, the bias field:

$$H_{EB} \propto \frac{1}{t},$$

where $t$ is again the thickness of the FM layer. The exchange bias also depends on the thickness of the AFM layer but that dependence is more complicated.

In case the anisotropy of the AFM is not strong enough to pin the un-
compensated spins, they will flip in an applied magnetic field leading to a uniaxial exchange anisotropy. The switching field is increased as AFM spins need to be dragged along by the magnetic moments of the ferromagnet [53–55].

### 2.5 Torque Equations

Energy minimisation is not the only approach that can be taken in order to calculate the equilibrium magnetisation distribution. As stated in the introduction to this Chapter, it can also be determined by requiring the torque $\vec{L}$ on the magnetisation to be zero. The equation of motion is given by:

$$\frac{d\vec{M}}{dt} = \gamma \left( \vec{M} \times \vec{H} \right) = \gamma \vec{L}, \quad (2.28)$$

where $\gamma < 0$ is the gyromagnetic ratio of the electron [13, 21].

### Effective Fields

In order for Equation 2.28 to describe the motion of magnetic moments in a ferromagnetic solid, the effect of all the energy contributions previously discussed need to be included. It is therefore necessary to define an effective magnetic field:

$$\vec{H}_{\text{eff}} = \vec{H}_h + \vec{H}_{ms} + \vec{H}_{ex} + \vec{H}_{an} \quad (2.29)$$

The first two contributions are the externally applied magnetic field and the field created by the magnetisation itself. The exchange energy can be represented as an effective field $\vec{H}_{ex}$ in a mean field approach [29, 30] as mentioned previously. The effective anisotropy field for a uniaxial anisotropy can be written as:

$$H_{an} = \frac{2K_u}{\mu_0 M_s} \quad (2.30)$$

where the field points along the uniaxial anisotropy axis [13, 14, 21].
The Landau Lifshitz Gilbert Equation

Equation 2.28 describes the precession of the magnetisation in a magnetic field, with a constant angle $\theta$ between them. In reality the magnetisation follows a damped precession and eventually aligns with the direction of the effective field. The damping is caused by a loss of energy due to coupling to, for example, lattice vibrations and can be expressed as an additional phenomenological torque. The damping is quantified by the damping constant $\alpha$ and the dynamics of the magnetisation is given by the Landau-Lifshitz-Gilbert (LLG) equation:

$$\frac{d\vec{M}}{dt} = \gamma (\vec{M} \times \vec{H}) + \frac{\alpha}{M_S} \left( \vec{M} \times \frac{d\vec{M}}{dt} \right). \quad (2.31)$$

It not only allows determination of the equilibrium magnetisation but also magnetisation dynamics [13, 21, 56].

2.6 Magnetic Domains and Domain Walls

Generally, the total energy of a ferromagnetic sample can be minimised by the formation of magnetic domains. While the magnetisation within a domain is largely uniform, its orientation changes from one domain to the next. The magnetostatic energy is the reason for the existence of magnetic domains as can be understood by considering a large enough ellipsoid as a simple example. The total surface charge of an ellipsoid magnetised along its long axis (Figure 2.6(a)) is the same as in the case where the magnetisation has been subdivided into two anti-parallel domains (Figure 2.6(b)). Yet, the subdivision into two domains leads to a reduction in energy because opposite charges attract each other. A similar argument can be used to explain the formation of domains in samples of any finite shape. The
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**Figure 2.6.** The magnetostatic energy of a uniformly magnetised body (a) is larger than if the magnetisation is divided into magnetic domains (b).
subdivision into further domains continues as long as it is energetically favourable. The gain in energy from the creation of an additional domain is countered by the energy cost of forming the boundary between domains, the domain wall. Within the domain wall the magnetisation rotates gradually in order to minimise the exchange energy at the cost of an increased anisotropy energy. The formation of magnetic domains is therefore the result of a competition of the long-range magnetostatic energy favouring anti-parallel magnetisation alignments, the short-range exchange energy favouring a parallel magnetisation, and the anisotropy energy favouring a collinear arrangement of the magnetisation. In very small samples the exchange interaction dominates, while in a hypothetical infinite sample the absence of surfaces means that the magnetostatic energy does not contribute. In both cases the magnetisation is uniform, but in any other case domains form [8, 19, 28, 57].

2.6.1 Domain Patterns

Due to the symmetries of the energy contributions, domains are usually not of random shape and orientation but form patterns such as stripes and more complicated structures. In small rectangular thin film elements the magnetisation usually forms domains with a magnetisation angle of 90° between them due to the effect of the shape anisotropy [20].

Anisotropy Modulations

The shape and orientation of magnetic domains can also be set by local anisotropy modulations. This can be done for example by local ion-irradiation that changes the structural properties of thin films [58–63]. Using a substrate that exhibits a modulation between a single crystalline and a polycrystalline substrate surface can lead to selective epitaxial growth of a thin magnetic film [64]. These methods have been used in order to create regions that alternate between in-plane and out-of-plane magnetisation [58, 64], or to rotate an in-plane anisotropy [59, 61] or exchange bias [60] by applying a magnetic bias field during ion-irradiation.

2.6.2 Domain Walls

As stated above, magnetic domains are separated by relatively thin transition regions – magnetic domain walls – in which the magnetisation direction changes continuously. The finite extent of domain walls is due to the fact that a gradual magnetisation rotation has a lower exchange
Figure 2.7. Sketch of domain walls in ferromagnetic thin films: Bloch walls (a) create charges at the film surfaces while Néel walls (b & c) exhibit volume charges within the film. In uncharged domain walls (b) the charges create a dipole and cancel on average while in charged domain walls (c) they do not.

energy than if the magnetisation was to switch abruptly. However, the resulting misalignment of the magnetisation with the anisotropy axes leads to an increase in energy. The width of the domain wall is therefore, in the simplest case, the result of a competition between the exchange and anisotropy energies [14, 20, 28, 57].

180° Domain Walls
The simplest case for a domain wall is in an infinite medium with uniaxial anisotropy exhibiting two domains. To avoid the accumulation of magnetic charges the wall is defined along a plane that is parallel to the anisotropy axis. The magnetostatic energy is moreover minimised – zero to be exact – when the magnetisation rotates parallel to the wall plane. This wall is called a Bloch wall and its width can be calculated analytically to be:

\[ \delta_{\text{Bloch}} = \pi l_{ex}, \]

where the exchange length:

\[ l_{ex} = \sqrt{A/K_u} \]

gives a measure of the dimensions over which the exchange energy dominates. The Bloch wall for the case of a magnetic film is sketched in Figure 2.7(a).

In thin films, magnetic charges are created at the top and bottom of the Bloch wall. For thin enough films the domain wall therefore minimises its magnetostatic energy by having the magnetisation rotate in the film plane. This is called a Néel wall and is shown schematically in Figure 2.7(b). It is energetically favourable for films with a thickness comparable to the Bloch wall width or below. While the Néel wall does not exhibit surface charges, volume charges accumulate in the core of the wall, thus forming a magnetic dipole. As a result, the Néel wall exhibits a core where the magnetisation rotates rather abruptly and two tails that are much more extended [65]. In the following I will call this type of Néel wall an uncharged domain wall because it does not exhibit a net magnetic
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Figure 2.8. Examples of a transverse wall (a) and a vortex wall (b) in a magnetic nanowire. In the transverse wall the magnetisation at the centre can point up or down while the vortex wall can have two chiralities and the magnetisation at its centre can point into the plane or out of it. Moreover, both types of domain wall can be the result of a head-to-head or tail-to-tail magnetisation orientation in the domains.

charge. In case the Néel wall is perpendicular to the uniaxial anisotropy the charges that accumulate on both sides of it have the same sign (Figure 2.7(c)), and a net magnetic charge is associated with the domain wall. The charges lead to a dependence of the domain wall width on film thickness \( t \), which can be approximated as [66]:

\[
\delta_{c,\text{Neel}} \approx \frac{\pi \mu_0 M_s^2 t}{4 K_u}.
\] (2.34)

There is no reason for the occurrence of charged domain walls in thin films, but the situation is different in magnetic nanowires where the shape anisotropy induces a uniaxial anisotropy along the wire axis. In that case more complicated domain walls form in order to reduce the magnetostatic energy. Depending on the nanowire’s cross-sectional dimensions transverse walls (Figure 2.8(a)) or vortex walls (Figure 2.8(b)) are formed [13,14,19,20,67,68].

90° Domain Walls

Ferromagnets with a cubic anisotropy can also exhibit domain walls where the magnetisation rotates by an angle of 90°. The magnetostatic energy then contributes to the profile of the 90° domain wall. This type of domain wall can also occur when domain patterns (cf. Section 2.6.1) are present: In small rectangular thin film elements domains are separated by 90° domain walls as well as in many anisotropy modulated films. Ignoring the magnetostatic energy, the width of a 90° Néel wall is given by:

\[
\delta_{90} = \pi \sqrt{\frac{A}{2 K_u}},
\] (2.35)

which is obtained by adapting the case of a 180° domain wall to a wall of reduced angle [19,20,64].

Domain Wall Widths

It is useful to define the domain wall width over which the magnetisation rotates. This can be done as a function of the slope of the magnetisation angle \( \phi \) at the centre of the domain wall [69]. While it yields the correct
result for the Bloch wall, it fails for most other walls, e.g. for Néel walls, because their extended tails are ignored. A more suitable definition uses an integral over the wall profile [70]. The width is then also defined for asymmetric walls and arbitrary spin rotations if it is taken as [IV]:

\[
\delta = \int_{-\infty}^{+\infty} \cos(\phi')^2 \, dx,
\]

(2.36)

where \( \phi' \) is the reduced magnetisation angle:

\[
\phi' = \left( \phi - \frac{1}{2} \left( \phi_1 + \phi_2 \right) \cdot \frac{180}{|\phi_1 - \phi_2|} \right),
\]

(2.37)

with magnetisation angles \( \phi_i \) in the neighbouring domains [19, 20].

**Magnetic Field Driven Domain Wall Motion**

Once a domain wall has been nucleated in a ferromagnetic film it can be moved by a magnetic field that favours the magnetisation in one of the adjacent domains. For small magnetic fields, the motion of the domain wall is a thermally activated process influenced by domain wall pinning at imperfections, known as creep. At larger fields the pinning is too weak to affect the domain wall motion and the velocity \( v \) increases linearly with the applied field [71]. The domain wall mobility \( \mu = dv/dH \) is then a positive constant that is limited by intrinsic damping [72]. Above the so-called Walker field \( H_W \) the domain wall motion changes from a steady to a precessional mode of propagation where the domain wall periodically alternates between the Bloch and the Néel type [73, 74]. As a result of this Walker breakdown, the velocity drops abruptly. With increasing external field the domain wall motion undergoes a region of negative mobility. Eventually the increase in wall velocity becomes linear again, but with reduced wall mobility.

Domain wall motion is also observed in magnetic nanowires [75, 76]. The process can be controlled by attaching a larger pad to the nanowire [77]. In this nucleation pad the switching field is reduced (cf. Section 2.7) and a domain wall is thus nucleated there before propagating into the nanowire. Similarly to the case of a continuous film, the domain wall velocity as a function of field shows two linear regimes separated by a region of negative wall mobility due to the Walker breakdown [78]. In the intermediate regime the domain wall oscillates and can show periodical transformations between a transverse and a vortex wall [74, 79]. Experimentally, domain wall speeds of the order of 1000 m/s have been obtained in magnetic fields of a few tens of mT [80, 81].
**Current Driven Domain Wall Motion**

In the case of magnetic field driven motion, adjacent domain walls will move in opposite directions as the domains that are bound by them shrink or grow [82]. Current driven domain wall motion can move several domain walls in the same direction [83]. Another advantage is that the magnetic field needed to move a domain wall does not scale with the size of the nanowire, while the current – and therefore the power – needed to move a domain wall is reduced in smaller wires because the domain wall motion depends on current density [82, 84]. Two main mechanisms allow for current driven domain wall motion: Spin Transfer Torque [85–87] and Momentum Transfer [88]. For relatively wide walls the Spin Transfer Torque dominates: In a ferromagnet the electric current is always associated with a spin polarised current. In order to align their magnetic moment with the local magnetisation direction the electrons crossing the domain wall have their net spin reversed and as a result of angular momentum conservation this creates a torque onto the wall, hence moving it. In the rare case of a very thin domain wall, Momentum Transfer due to the reflection of electrons dominates. This effect is proportional to the charge current. While the domain wall velocities obtained were initially rather low [89, 90], speeds of the order of 100 m/s have been achieved [82]. Recently a velocity of 750 m/s was demonstrated in antiferromagnetically coupled nanowires [91]. Unfortunately, the current densities required for magnetic domain wall motion are of the order of at least $10^{10}$ A/m$^2$ [89, 92–95] and reach $10^{12}$ A/m$^2$ for high velocities [82, 91].

As a result, domain wall motion is affected by Joule heating that can even lead to the temperature of the nanowire exceeding the Curie temperature [57, 84, 94, 96].

An alternative driving mechanism was demonstrated recently in multilayers that consist of a thin ferromagnetic metal sandwiched between an oxide and a heavy metal where the Spin Hall Effect (SHE) drives magnetic domain wall motion [97]. In order for all domains to move in the same direction their chirality needs to be fixed, which can be attained by use of Dzyaloshinskii–Moriya interactions [98, 99].

**Domain Wall Pinning**

Domain walls move in a potential landscape created by pinning sites caused by chemical or microstructural imperfections such as the roughness of nanowire edges [14, 100]. These pinning sites impede domain wall dynamics and lead to stochastic motion known as Barkhausen jumps.
Ferromagnetism in the field driven case. A comparable behaviour is observed in the current driven situation [93]. Imperfections can also be created artificially as point defects [102] or, more commonly, as protrusions, constrictions, and bends in the nanowire geometry [95, 100, 103–107]. This allows controlled pinning of domain walls at lithographically defined locations. The geometrical variations create potential barriers or wells depending on their shape and the type and chirality of the domain wall. The strength of the pinning decreases with increasing wire width. A ratchet for domain wall motion can be devised when asymmetric triangular notches are used [108–110]: The total energy of the domain wall is proportional to its area which increases gradually when the wall moves in one direction but abruptly in the other. This creates a sawtooth potential for domain walls and it is easier for them to move in the direction along which the inclination of the notch is lower. Using a series of triangular notches, unidirectional motion of domain walls is possible in sequential alternating magnetic fields without the use of electric currents. The required sawtooth potential can also be obtained by anisotropy modulations through ion beam irradiation [62]. In the absence of geometric variations, domain walls can also be pinned by the stray field created by a domain wall in an adjacent nanowire [111] or by a magnetic nanopillar grown onto the nanowire [112]. In the latter case it was demonstrated that the pinning in a nanowire exhibiting perpendicular magnetic anisotropy depends on the pillar height and on whether its magnetisation points up or down. Finally, an interesting way to pin domain walls is to use anisotropy modulations. A domain wall can be pinned at the anisotropy boundary between two regions of different anisotropy strength and/or orientation [63, 64]. The domain wall may be termed an "anisotropy constrained magnetic wall" [64].

**Domain Wall Tuning**

The width and type of domain walls does not only depend on intrinsic material parameters but also on the geometry and dimensions of the body containing them [103, 113, 114]. As previously mentioned, the domain wall can be of Néel or Bloch type depending on the thickness of a thin film and the width of Néel walls generally decreases when the lateral dimensions of the ferromagnet are reduced, for example in nanowires. Recently another way to tune magnetic domain walls has been demonstrated in multilayers where the Dzyaloshinskii–Moriya interaction contributes significantly [115, 116]. Néel walls of chosen chirality, Bloch walls, or a mix-
ture of both can be stabilised by including spacer layers or adding uniaxial strain during multilayer growth. However, these approaches allow only for a limited active tuning of domain wall properties once the magnetic sample has been fabricated. A significant part of the results presented in this Thesis (Chapter 6) are devoted to the active tuning of magnetic domain walls.

**Domain Wall Devices**

The use of controlled domain wall motion in devices for memory or logic applications holds the fascinating promise of reliable and low power technological solutions. The reliability is due to the fact that no mechanical motion is needed (such as in Hard Disc Drives) and leakage currents do not play a role (as in Solid State Memory). Low power devices are envisaged due to the low intrinsic power requirement for domain wall motion \[20\].

A complete magnetic logic has been devised \[117\], where logical operations such as NOT and AND gates, signal fan-out and crossover elements, and a way to write and delete data are integrated using planar magnetic nanowires. The different elements are implemented through a specific device geometry. A rotating magnetic field plays the role of power supply and clock for the circuit. The required magnetic field is also the main drawback of the design because its generation requires bulky solutions with high power consumption.

An alternative is of course the use of the Spin Transfer Torque for domain wall propagation. As mentioned before, it allows for a series of domain walls to be controllably and reversibly moved in the same direction \[83\]. This has led to the proposal of the Racetrack Memory \[4–6\], a concept that uses domain walls in a shift register driven by spin polarised currents. It has the advantage that the current required for domain wall motion scales with the size of the device. An obstacle to the scaling is stray field coupling between adjacent nanowires but this problem has been overcome in racetracks formed by antiferromagnetically coupled nanowires that do not exhibit a net magnetisation \[6,91\].

A third application is based on the use of the oscillation of a pinned magnetic wall as a tunable source of microwaves. The oscillation of the domain wall can of course be driven by a microwave current with the resonance frequency set by an applied magnetic field \[103\]. It is also possible to obtain an oscillation with a low dc current \[118,119\]. In this case, the nanowire geometry and material parameters need to be chosen in a way
that there is only a small energy difference between the Bloch and the Néel wall. If the applied current is larger than the one needed for Walker breakdown behaviour – but lower than the depinning current – oscillations between both wall types can be induced.

2.7 The Stoner–Wohlfarth Model

In samples where a uniaxial anisotropy dominates, a simple and instructive model can be used to describe the shape of hysteresis curves. Known as the Stoner–Wohlfarth model [120], it assumes a homogeneous magnetisation, i.e. the exchange energy can be ignored and the magnetostatic energy is not taken into account. This situation is encountered in small enough ellipsoids (cf. Section 2.4.1) and the model was mainly developed for that situation. Still, the original publication already mentions that the model is applicable to any kind of uniaxial anisotropy. For the situation just described, the energy density is given by:

\[
e_{sw} = K_u \sin^2 \phi - \mu_0 M_S H \cos(\theta - \phi),
\]

where \( \phi \) is the angle between the uniaxial anisotropy axis and the magnetisation and \( \theta \) the angle between the anisotropy axis and the applied magnetic field. The model has a simple analytical solution for fields applied along the easy (\( \theta = 0 \)) and hard (\( \theta = 90^\circ \)) axis. The magnetisation direction that minimises the energy density in Equation 2.38 can easily be found using its first and second derivative with respect to \( \phi \):

\[
\frac{\partial e_{sw}}{\partial \phi} = 2K_u \sin(\phi)\cos(\phi) - \mu_0 M_S H \sin(\theta - \phi) = 0,
\]

\[
\frac{\partial^2 e_{sw}}{\partial \phi^2} = 2K_u \cos(2\phi) + \mu_0 M_S H \cos(\theta - \phi) > 0.
\]

It is useful to define the reduced magnetic field \( h = H/H_{an} \) using the anisotropy field from Equation 2.30 and to use the reduced magnetisation \( m = M/M_S \).

In case of an easy axis field two energy minima at \( m = \pm 1 \) (i.e. \( \phi \in [0, \pi] \)) can be found at remanence. These solutions continue to be local minima for \( -1 < h < 1 \), while for \( h < -1 \) only \( m = -1 \) is a minimum and for \( h > 1 \) the only solution is found at \( m = 1 \). This results in a square hysteresis curve with abrupt magnetisation switching as sketched in Figure 2.9(a).

For fields applied along the hard axis the same minima as in the easy
axis case are found for \( h < -1 \) and \( h > 1 \). For \(-1 < h < 1\) the magnetisation increases linearly as a function of magnetic field as shown in Figure 2.9(b). The hard axis hysteresis curve can be used to determine the uniaxial anisotropy strength by measuring its slope.

The Stoner–Wohlfarth model can also be used to determine the shape of hysteresis curves for arbitrary angles \( \theta \) but a numerical solution is then necessary. Nonetheless, the angular dependence of the coercive field, the switching field, and the remanent magnetisation can be determined analytically. The reduced coercive field is given by:

\[
h_c = \cos|\theta|,
\]

and equals the anisotropy field in the easy axis case and is zero in the hard axis case as just discussed. The switching field where the magnetisation rotates abruptly is not always the same as the coercive field. It can be determined from the condition that one of the two minima found at remanence disappears in an applied magnetic field. This happens when both first and second derivative of the energy are zero, and the angular dependence of the reduced switching field is given by:

\[
h_{sw} = \frac{1}{\left(\sin^{2/3}\theta + \cos^{2/3}\theta\right)^{3/2}}.
\]

Plotting the switching field in polar coordinates (Figure 2.10(a)) yields the so-called Stoner–Wohlfarth asteroid.

In practice the magnetisation is not uniform throughout the reversal process. The nucleation and motion of magnetic domain walls play a significant role. The magnitude of the coercive and switching fields are therefore determined by the pinning of domain walls and their thermally activated depinning. Since domain nucleation happens in the easy axis case while coherent rotation prevails in the hard axis curve, the switching field will in practice not have the fourfold symmetry seen in Figure 2.10(a). The
values determined from the Stoner–Wohlfarth model are therefore only an upper limit for the coercive and switching fields. In order to accurately determine the orientation of a uniaxial anisotropy the remanent magnetisation can be plotted as a function of angle (Figure 2.10(b)). Its reduced value:

$$m_R = |\cos\theta|$$  \hspace{1cm} (2.43)

is simply given by the projection of the magnetisation vector onto the easy axis [13,14,19,55].

**Cubic Anisotropy**

The Stoner–Wohlfarth model can be modified in order to accommodate a cubic instead of a uniaxial anisotropy. This case is more complex than the uniaxial one, but it can be determined that for many field angles the magnetisation exhibits two switching events characterised by two switching fields as plotted in Figure 2.11(a). The value of the remanent magnetisation is again given by the projection of the magnetisation vector onto the closest anisotropy axis and is sketched in Figure 2.11(b) [28],[III].

Figure 2.10. Angular dependence of the reduced switching fields $h_{SW} = H_{SW}/H_{an}$ (a) and the reduced remanent magnetisation $m_R = M_R/M_S$ (b) according to the Stoner–Wohlfarth model.

Figure 2.11. (a) Angular dependence of the reduced switching fields $h_{SW} = H_{SW}/H_{an}$ in case of a cubic anisotropy. For many field angles two switching events are observed. (b) Corresponding reduced remanent magnetisation $m_R = M_R/M_S$. 
3. Ferroelectricity

In dielectric materials an applied electric field $E$ [V/m] induces an electric polarisation $P$ [C/m$^2$] proportional to the susceptibility $\chi$. In analogy to ferromagnetism, ferroelectric materials are defined as insulators exhibiting a spontaneous electric polarisation that can be switched by an electric field. The switching process can be characterised by a ferroelectric hysteresis curve. Similarly to the ferromagnetic equivalent (cf. Figure 2.1), the saturation polarisation $P_S$, remanent polarisation $P_R$, saturating field $E_S$, and coercive field $E_C$ may be defined. At the ferroelectric Curie temperature $T_C$ a transition to a paraelectric phase occurs. Just like ferromagnets, ferroelectric crystals usually exhibit domains [10,121–124]. While the occurrence of ferromagnetism is ultimately based on the electron’s angular momenta and the exchange interaction, ferroelectric order is more difficult to explain, because it can be the result of several distinct mechanisms. Moreover, these mechanisms are usually not well understood. Unlike magnetism, the occurrence of ferroelectricity is closely linked to the symmetry of the crystal. The high-temperature paraelectric phase is characterised by a symmetry $G$ associated with one of the 32 point groups. It is called the parent or prototype phase. The transition to the low-temperature ferroelectric phase can be reconstructive or distortive in nature. I will not discuss the former case where the transition includes a breaking of chemical bonds and a complete change of the atomic arrangement. At a distortive transition the parent phase distorts into a phase of lower symmetry $F$. This phase can be viewed as a slightly altered structure due to a shift in crystal atom positions. The symmetry operations of group $F$ are contained in $G$. The breaking of certain spatial symmetries at the phase transition is a prerequisite for the
development of a spontaneous polarisation. The polarisation is caused by the arrangement of ions in the crystal. Of course the separation of positive and negative charges causing the electric polarisation comes at a cost in electrostatic energy and a mechanism that favours this separation has to exist. Unfortunately, it is generally unclear how this mechanism works [27,121,123–127].

Ferroelectric materials are also pyroelectric, i.e. they exhibit a change in spontaneous polarisation as a function of temperature. Materials may be pyroelectric but not ferroelectric if their polarisation is not switchable by an external field. All ferroelectrics are piezoelectric, i.e. a volatile change of their polarisation is induced when strain is applied. As a result of the induced polarisation, charges are created at the surfaces of a piezoelectric and a voltage can be measured across it. When an electric field is applied to a piezoelectric the converse effect leads to the development of strain. Since most ferroelectrics exhibit a polarisation that is associated with a spontaneous lattice elongation or contraction they are usually also ferroelastic. This means that they exhibit a spontaneous strain that can be hysteretically switched with an applied stress [121,123,128].

The piezoelectric properties of ferroelectrics can be used to convert electrical signals to a mechanical response in transducers. The inverse effect can be used in sensors. The spontaneous polarisation could be used for information storage, but in order to determine the polarisation state it is generally necessary to switch the polarisation. This destructive readout has the disadvantage of increasing the problem of a limited number of reliable switching events due to mechanical fatigue. Ferroelectrics could also replace the gate dielectric in non-volatile field effect transistors (FET).

It should be noted that correctly measuring the hysteresis curve of a ferroelectric material is much more demanding than for its ferromagnetic counterpart. Application of an electric field requires the deposition of electrodes so that a device for hysteresis measurement is fabricated. The hysteresis curve will then depend on the components of the measurement system. The materials used for electrodes have been shown to have a strong influence and mechanical clamping also changes the response. The experimental and theoretical difficulties encountered when studying ferroelectrics combined with the limited prospect for applications have led to them being studied less than ferromagnets\(^1\) [121,124,127,131].

\(^1\)It may also be due to the fact that while ferroelectricity was experimentally demonstrated in 1920 [129], ferromagnetism has been known for millennia, with the first review published in 1600 [130].
3.1 Perovskite Ferroelectrics

Perovskite oxides are the most studied ferroelectrics. The typical cubic ABO$_3$ parent phase sketched in Figure 3.1(a) has space group $Pm3m$. It consists of an oxygen octahedron with a small cation (B) at its centre and large cations (A) at the corners of the unit cell. Depending on their composition the perovskites show a large variety of physical properties: they can be insulating, metallic, ferromagnetic or ferroelectric. Examples of ferroelectric perovskites include BaTiO$_3$ and PbTiO$_3$. The latter has a Curie temperature of 490°C, below which its structure is tetragonally distorted as shown schematically in Figure 3.1(b). The elongated axis is called c-axis while the other two are called a-axes. At room temperature it exhibits one of the largest polarisation ($P_S = 0.75$ C/m$^2$) and lattice elongation (6.5%) [132]. BaTiO$_3$ is the first perovskite ferroelectric to be identified with Ba$^{2+}$ as A and Ti$^{4+}$ as B. Unlike PbTiO$_3$ it exhibits several ferroelectric phases when cooling down from the paraelectric parent phase. The first phase transition to a tetragonal structure ($P4mm$) occurs at 120°C. Further transitions to an orthorhombic ($Amn2$) and a rhombohedral ($R3m$) symmetry occur at 5°C and −90°C, respectively. In this Thesis only the tetragonal phase at room temperature needs to be considered where the length of the a-axis is 3.992 Å while it is 4.036 Å for the c-axis. The resulting lattice elongation of 1.1% [121] is associated with a polarisation of 0.26 C/m$^2$ as found experimentally [121, 133] and theoret-
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Since BaTiO$_3$ is insulating it has a high resistivity $\rho$, of the order of $10^8$ $\Omega$m [9, 10, 123, 124, 127, 131, 136–143]. Each of the phase transitions is characterised by a small distortion of the crystal lattice. It can be viewed as an elongation along an edge ([001]) in the tetragonal phase, along a face diagonal ([011]) in the orthorhombic phase and along a body diagonal ([111]) in the rhombohedral phase. Each distortion is associated with a shift in the position of the ions. In the tetragonal phase the Ti ion is shifted relative to the Ba ions in one direction (right in Figure 3.1(d)), while the oxygen ions are shifted in the other (left in this case). The electric polarisation is thus a consequence of the shift of the positively charged Ti ion relative to the negatively charged oxygen octahedron and points in the same direction as the lattice elongation. The distortion leads to an increase in energy due to the Coulomb interaction, but a decrease in energy is obtained due to hybridisation between the empty d states of the Ti ion and the 2p states of one of the oxygen ions. This means that the oxygen octahedron is distorted because not all oxygen ions shift by the same amount. More importantly, the presence of an ion in a $d^0$ state seems to be a prerequisite for the occurrence of ferroelectricity in many oxides [9, 10, 124, 127, 141, 143–146].

Due to the mechanism that causes an electric polarisation in the unit cell the ferroelectric properties are highly anisotropic and depend on the symmetry of the crystal. In the tetragonal phase the lattice can be elongated along 3 different directions leading to 6 possible orientations of the polarisation. In the rhombohedral phase the polarisation can point into 8 equivalent directions. From purely electrostatic considerations one would expect the polarisation in neighbouring unit cells to be aligned antiparallel. This situation is encountered in antiferroelectric materials. In ferroelectrics the long-range effect of strain associated with the polarisation via the lattice elongation is the major contribution that leads to a parallel orientation of the polarisation. This mechanism fully explains ferroelectricity in PbTiO$_3$ but not in BaTiO$_3$. It seems that in the latter case, the long-range Coulomb interaction actually contributes to the ferroelectric alignment [135, 146–149].
3.2 Ferroelectric Domains and Domain Walls

For the remainder of this Chapter, I will focus on the tetragonal lattice encountered in BaTiO$_3$ at room temperature. As mentioned before, when the ferroelectric crystal is cooled from the paraelectric high-temperature phase through its Curie temperature there are 6 – in principle energetically equivalent – orientations for the polarisation. Ferroelectrics therefore generally divide into domains of uniformly polarised regions. As for ferromagnets, the formation of domains is generally caused by the finite size of the ferroelectric sample. There is a major difference, though: The spontaneous deformation of the crystal lattice is two orders of magnitude larger than the one due to magnetostriction in ferromagnets [8,150]. Strain relaxation thus plays a more important role than the depolarising effects of the electrostatic energy. The latter can be minimised by the ferroelectric splitting into domains with oppositely oriented polarisation.

The strain present in the material is due to its ferroelastic properties and leads to the formation of domains with perpendicular orientations of the polarisation. These domains are strongly affected by crystal impurities, the way the sample was grown, strain imposed by a substrate, and even the mere presence of the sample surface [151–153].

In plate-like crystals and thin films with a (001) orientation of the surface, a nomenclature according to Merz is used for domains of different polarisation orientation [154]: Domains with the polarisation normal to the surface are called c-domains while a-domains exhibit an in-plane polarisation. The latter can be further subdivided into a$_1$-domains with the polarisation along [100] and a$_2$-domains with the polarisation along [010] [121, 127, 140, 146, 155–158].

Domain Walls

In the tetragonal phase, two types of domain walls are possible$^2$. 180° domain walls separate domains of opposite polarisation orientation. These domain walls are not ferroelastic and in order to remain electrically neutral they are parallel to the ferroelectric polarisation in the domains, i.e. they are oriented along a lattice edge. Domains with perpendicular polarisation and lattice elongation are separated by 90° domain walls. As the elongated lattice needs to be matched on both sides of the domain wall the wall is oriented along one of the edge diagonals of the lattice. A fur-

$^2$In the rhombohedral phase three types of domain walls can be found: 180°, 109° and 71° [155].
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ther consequence is that the angle between the polarisation in adjacent domains deviates from $90^\circ$ by the canting angle $\alpha = 2 \arctan(a/c)$. While this angle is rather small for BaTiO$_3$ ($\alpha \approx 0.5^\circ$) it is large for PbTiO$_3$ ($\alpha \approx 3.5^\circ$) [127,142,154,155,159–163].

Ferroelectric and ferroelastic domain walls differ significantly from their ferromagnetic counterpart. Their typical width is less than 10 nm, while ferromagnetic domain walls can range from at least 10 nm in width up to the $\mu$m scale. Furthermore, while a magnetisation of fixed magnitude rotates in the ferromagnetic domain wall, the change in polarisation in the ferroelectric domain wall proceeds by a reduction of the local atomic displacement and its associated polarisation, i.e. no gradual rotation of the polarisation vector takes place. The different behaviours can be understood by considering the energies that contribute to the shape and width of the domain walls. In ferromagnets, the magnetic moments are quantised and do not change their magnitude. The only way to change the direction of the magnetisation is then by rotation. The exchange coupling favouring a wide domain wall is strong while the anisotropy energy favouring narrow domain walls is due to weak spin–orbit coupling. In ferroelectric materials, analogies to the exchange and anisotropy energies can be made. The "anisotropy energy" in ferroelectrics is strong because the polarisation direction is directly linked to the crystal symmetry and can only lie in certain directions. At the same time the magnitude of the polarisation is not quantised and can vary in magnitude more easily. This explains why ferroelectric domain walls do not exhibit a rotation of the polarisation. The energy difference between a ferroelectric and antiferroelectric arrangement of the polarisation in neighbouring unit cells can be viewed as an "exchange energy". Its strength is comparable to that of the ferroelectric anisotropy energy. Ferroelectric domain boundaries are therefore narrower than ferromagnetic domain walls.

Historically it has been very difficult to determine the width of ferroelectric domain walls. The intrinsic width is generally overestimated for various reasons: Residual strain, defects, and surfaces lead to a broadening of the domain wall and thermal fluctuations affect measurements. Moreover, the limited resolution of measurement techniques makes it difficult to measure such narrow domain walls. Combining experimental and theoretical results it is now generally accepted that 180$^\circ$ domain walls are one or two lattice constants wide, while 90$^\circ$ domain walls in BaTiO$_3$ have a width of a few nm [122,127,139,154,159,160,164–168].
3.2.1 Stripe Domains

As already mentioned in Section 2.6.1 for the case of ferromagnetism, striped domain patterns can be observed for a large variety of systems [169]. Ferroelectricity is no exception. In the case of purely ferroelectric domains, 180° domain patterns are usually observed where prolonged domains with one polarisation direction are surrounded by domains of the opposite polarity. These domains can also be highly ordered and form regular stripe domains [170,171].

Periodic stripe domains are generally encountered when the domains are separated by 90° domain walls. The domain walls are straight because a deviation would be associated with a large cost in elastic energy. The 90° domain patterns encountered in tetragonal BaTiO₃ with a (001) orientation of the surface are illustrated in Figure 3.2. In crystals exhibiting a–c domain patterns the aforementioned canting angle leads to an undulation of the sample surface as illustrated in Figure 3.2(b). Unfortunately, the research on 90° domain patterns has been limited because the presence of ferroelastic domain walls has usually only been investigated when they affect the measurement of other properties [127,142,158,163,172–174].

3.3 Ferroelectric Switching

By definition, the ferroelectric polarisation can be reversed in an applied electric field. In order to apply the electric field, electrodes need to be deposited. In some cases, fields are also applied using tips (e.g. of a Piezo-Force Microscope). Starting from a uniformly polarised plate-like crystal or a thin film the switching usually occurs in a three step process. In the first step, reverse domains nucleate inhomogeneously at the interfaces with the electrodes. At the interface the threshold for switching (the coercive field $E_C$) is reduced due to the broken symmetry, strain or the presence of built-in electric fields and charges. The second step consists of the rapid forward growth of needle-shaped domains normal to the film.
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surface until the opposite surface is reached. Finally, the domains grow by sideways motion of domain walls until the whole ferroelectric is switched. When domain walls are present in the crystal, their motion can be induced by applying an electric field that favours the polarisation direction in one of the domains [127, 139, 154, 156, 175–181].

In general, ferroelectric crystals do not possess a well-defined coercive field. Applying a field for a longer time increases the switching probability. $E_C$ therefore increases with the frequency of the applied electric field. This also means that switching is possible in very low fields, although the process may take considerable time. Furthermore, ferroelectric domain boundaries can be pinned by imperfections. These will be discussed below but they generally lead to an increase of $E_C$ with the number of switching cycles [127, 128, 154, 177, 182].

3.3.1 Motion of 180° Domain Walls

The forward growth of domain boundaries is much faster than the sideways motion but has attracted only limited interest [183, 184]. Since 180° domain walls are only a few lattice constants thick, they will have an equilibrium position in the crystal lattice. The energy needed to move them sideways is therefore higher than for their magnetic counterpart where the rotation of the order parameter is spread out [154]. The sideways motion of the ferroelectric domain boundaries most likely occurs via the nucleation of reversed steps along the previously existing wall. The velocity $v$ is then given by the nucleation rate as $v \propto \exp(-\delta/E)$ (with applied electric field $E$ and activation field $\delta$), a dependence that fits experimental observations [185–189]. The velocity of domain walls is ultimately limited by the speed of sound of the crystal and is of the order of $10^3$ m/s [125, 182]. When driven above the speed of sound the crystal would be destroyed by the sonic boom [155]. In practice, observed velocities are of the order of 1 m/s [180, 190] but speeds of the order of up to $10^2$ m/s [191] and even $10^3$ m/s have been achieved experimentally [188, 192] or predicted theoretically [193].

Ferroelectric Fatigue

The phenomenon of ferroelectric fatigue is a process in which the switchable remanent polarisation is reduced as a function of the number of applied field cycles. It is generally due to a reduction in the mobility of domain walls because of an increase in the amount and strength of pin-
ning sites. This can be caused by cracking in crystals with a large lattice distortion. Another mechanism is linked to oxygen vacancies. These have been shown to migrate towards domain walls and thus create ordered planes of oxygen vacancies that pin domain walls more efficiently. This effect can be reduced by using conducting oxide materials as electrodes [121, 139, 194–198].

### 3.3.2 Motion of 90° Domain Walls

Research on the motion of ferroelectric 90° domain walls is extremely limited. Movement of these domain walls leads to a change of both the direction of the polarisation and the associated strain. As a result, these domain walls are strongly affected by crystal imperfections. Moreover, the velocity of domain walls decreases as a function of the boundary distance from its equilibrium position due to the presence of an elastic restoring force [175]. Nonetheless, the intrinsic pinning should be lower than in the case of narrower 180° domain walls and it was shown theoretically that 90° walls are more mobile in PbTiO$_3$ [166]. Due to their ferroelastic nature, 90° domain walls can be driven not only by electric fields, but also via the application of stress. It should be noted that great care needs to be taken to avoid mechanical clamping when investigating ferroelastic domain wall motion. Any kind of clamping will affect domain wall motion and can lead to cracking of the crystal [127, 160, 162, 173, 199–202].

### 3.4 Domain Wall Devices

In analogy to the ferromagnetic case (cf. Section 2.6.2), technologies can be imagined where mobile ferroelectric domain boundaries are used. This prospect is especially exciting because ferroelectric domain boundaries can exhibit properties that are not present in the bulk, such as electrical conduction [203]. While ferroelectric domain walls usually exhibit lower velocities, the scaling known as Kittel–Mitsui–Furuichi law (analogous to the Kittel law in ferromagnetism) works to its advantage [127, 204, 205]. This law states that the domain periodicity scales as the square root of the film thickness, which is a significant advantage for device miniaturization. Since ferroelectric domain boundaries are narrower by at least one order of magnitude when compared with ferromagnetic domain walls
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their packing can be much denser. Experimentally, domain periodicities down to a few nm have been observed in thin ferroelectric films [151,171, 172,206]. Such domain scaling has also been reported in nanocolumns of ferroelectric crystals [207,208].

Controlled domain wall injection has been demonstrated using regions of lowered coercivity. This can be achieved by reducing the thickness of the ferroelectric [209] or by producing spots of locally enhanced field strength in focused ion beam (FIB) milled hole defects [210]. Such holes can also lead to a reduction of the local field and thus act as controlled pinning sites [210]. Pinning by local field reduction in ferroelectric nanowires can also be achieved by patterning protrusions while notches seem to increase local fields and therefore assist domain wall motion [211,212].

A considerable obstacle to the development of a ferroelectric shift register is the fact that neighbouring domain boundaries move in opposite directions in an electric field. However, as in the case of magnetic field driven domain wall motion (see Page 29), unidirectional motion has been demonstrated. One approach uses a nanowire electrode contacted at one end [213]. Via the use of a complicated sequence of voltage pulses it was shown that several domain boundaries can be moved in the same direction. In addition, Whyte et al. used a diode effect associated with a modulation in the physical profile of a ferroelectric lamella [209]. They fabricated a sawtooth surface where domain walls move more easily up the shallow inclination than the steep one in the opposite direction. In an alternating field, domain walls thus effectively move in the same direction.
4. Multiferroics and the Magnetoelectric Effects

We used to think that if we knew one, we knew two, because one and one are two. We are finding that we must learn a great deal more about ‘and’.

Arthur Eddington

In the most narrow definition, multiferroics are materials that simultaneously exhibit two or all three of the ferroic properties – ferromagnetism, ferroelectricity and ferroelasticity – in the same phase [214]. This means that, being also ferroelastic, most ferroelectric materials would be classified as multiferroic, but in practice they are not. Moreover, the definition has been broadened to include antiferroics, especially antiferromagnetism. While the coexistence of more than one ferroic order in a material constitutes a fascinating physical phenomenon from a fundamental point of view, it does not imply coupling between the order parameters. The induction of an electric polarisation by a magnetic field is known as the direct magnetoelectric effect, whereas converse magnetoelectricity describes the induction of a magnetisation by an electric field. In magnetoelectric multiferroics the order parameters are therefore coupled [7,18,27,122,215–217].

The interest in magnetoelectric and multiferroic materials is not limited to fundamental research on the complex mechanisms for their origin. These materials hold promise for devices with considerably improved performance when compared to current technologies. As the direct magnetoelectric effect allows transformation of a magnetic field into an electric voltage it could be used to replace existing magnetic field sensors that tend to have either low sensitivity (e.g. Hall sensors) or be bulky and expensive to operate (cf. SQUIDS). Using multiferroics exhibiting the converse magnetoelectric effect, technologies can be envisaged where data is
written electrically and read magnetically in non-volatile memories. Writing of information would therefore only require a low-power-dissipating voltage. This would constitute a significant advantage over magnetic field or current induced effects on magnetisation, and a reduction in power consumption by several orders of magnitude is expected [7, 218]. Magnetic reading of the stored data would alleviate the problems associated with fatigue in the destructive readout of ferroelectric memories. Unfortunately, deterministic and repeatable electric field induced magnetisation switching by 180° at room temperature remains elusive [216, 219–222]. Although ferroelectric and ferromagnetic materials exhibit many parallels, there are also significant differences. Whereas ferroelectricity in perovskites is linked to atomic displacements via the hybridisation of empty d states, ferromagnetism requires partially filled orbitals. In order for both order parameters to coexist and couple, a distinct mechanism needs to be present. As a consequence, single phase magnetoelectric multiferroics tend to show only weak coupling and mostly at low temperatures. These disadvantages can be circumvented by using heterostructures where different phases are artificially assembled. In this Thesis, I focus on electric field effects on the magnetisation and will therefore refer to magnetoelectric heterostructures as those that exhibit a converse magnetoelectric effect. Strictly speaking a multiferroic heterostructure could consist of a ferroelectric and a ferromagnetic film that are not coupled. As this is neither surprising nor interesting, I will assume that they also exhibit some form of correlation between order parameters. The coupling in heterostructures can be mediated via different mechanisms including strain transfer, charge modulation, and exchange coupling. The constituents of the heterostructures can be independently optimised to obtain optimal performance at room temperature [9, 27, 125, 216, 223].

### 4.1 Single Phase Multiferroics

On a fundamental level it can be noted that while ferroelectricity breaks space inversion symmetry, magnetism breaks time reversal symmetry. Magnetoelectrics therefore require the breaking of both symmetries. This condition is fulfilled by 58 of the 122 Shubnikov point groups. Multiferroics furthermore require the existence of a spontaneous electric polarisation and a spontaneous magnetisation which reduces the number of allowed point groups to 13. While this constitutes a considerable reduc-
tion in allowed symmetries it leaves a sufficient number of crystal structures that in principle allow for multiferroicity. Nonetheless, single phase multiferroics are rare. Although ferroelectricity is not possible in metallic ferromagnets there are plenty of magnetic insulators that are usually antiferromagnetic or ferrimagnets. The rarity of single phase multiferroics is hence difficult to account for. The most popular explanation is related to the empty d states of the small B ions that seem to be a requirement for the existence of ferroelectricity in many perovskite oxides (cf. Section 3.1). The hybridisation of these states with the 2p states of oxygen ions leads to the atomic displacements that cause ferroelectricity. Ferromagnetism on the other hand requires partially filled orbitals (cf. Hund’s rules in Chapter 2) in order to create atomic moments that can then couple to form any type of magnetic order. It seems, however, that if the d shell of the B ions is partially occupied, the covalent bonding with the oxygen states is broken. This destroys the mechanism that results in an off-centring of the B ions and therefore eliminates the remanent polarisation [9,10,27,125,126,215].

**Type I Multiferroics**

Ferromagnetism and ferroelectricity originate from different mechanisms in so-called type I multiferroics. The order parameters are usually associated with different subsystems of the sample. One example is YMnO$_3$ which is ferroelectric due to a rotation of MnO polyhedra up to a temperature of $T_C \approx 900$ K and antiferromagnetic below $T_N \approx 90$ K [224–227]. Since there are different origins for ferromagnetism and ferroelectricity, coupling is generally weak and the transition temperatures for both orders do not coincide. In general, the ferroelectric transition temperature is higher, while magnetic order – usually antiferromagnetism or helimagnetism – occurs only at cryogenic temperatures. A rare exception is BiFeO$_3$ [7,228] which is probably the most heavily investigated single phase multiferroic. It exhibits both ferroelectricity and antiferromagnetism at room temperature with a Curie temperature $T_C \approx 1100$ K and Néel temperature $T_N \approx 640$ K. Although the ferroelectric polarisation of 0.9 C/m$^2$ is the result of charge ordering, it is associated with a rhombohedral distorted perovskite lattice. The antiferromagnetic order is driven by a super-exchange interaction between Fe ions and mediated by oxygen ions to form a long-range spin-cycloid. The order parameters are coupled via the Dzyaloshinskii–Moriya interaction. BiFeO$_3$ is a complex multiferroic and is still being investigated [18,229].
4.2 Heterostructures

Single phase multiferroics are rare, often difficult to synthesise, and show generally only weak coupling of small order parameters below room temperature. While research on these materials is still intense, composites have been shown to exhibit giant magnetoelectric couplings and large order parameters at and above room temperature. They are thus more likely to be integrated into devices. In such composites, the time and space reversal symmetries are broken at the interface between dissimilar components. The properties of the constituents and the interactions at their interface determine the properties of the composite [125, 215–217, 221, 236].

An electric field effect can be achieved by direct control of the magnetic properties via charge modulation. This effect can be made non-volatile when using a ferroelectric material as the origin of the electric field. Hybridisation between the constituents leads to a similar response. This effect is limited by the screening length in the ferromagnet and therefore extends only over 1 or 2 unit cells in metals or a few nm in dilute magnetic semiconductors. Alternatively, coupling can be mediated via a third
order parameter. When using a multiferroic such as BiFeO$_3$ or YMnO$_3$ that is simultaneously ferroelectric and antiferromagnetic, exchange coupling with a ferromagnetic film can be engineered. Again, the effect is limited to a layer at the interface that is a few nm thin. Finally, elastic interactions between a ferroelastic ferroelectric or a piezoelectric material and a magnetostrictive film are of much longer range and can operate at length scales over 100 nm [27, 125, 144, 237, 238].

Multiferroic and magnetoelectric composites can be engineered in different forms. In particulate composites, magnetic particles are diluted in a ferroelectric matrix [239–241], while in vertical composites nanorods of one phase are embedded in a matrix of the other phase [242, 243]. Both approaches rely on self-assembly, which considerably limits the choice of materials and complicates fabrication. Moreover, these composites tend to be poor insulators which limits the strength of electric fields that can be applied. Due to a lattice mismatch and different expansion coefficients of the constituents, cracks and dislocations can lead to poor coupling and a deterioration of properties with electric field or thermal cycling. Finally, as one phase is embedded in another phase, the coupling at opposite interfaces can compensate leading to a small overall coupling. Most of these disadvantages can be avoided by using layered heterostructures. The coupling tends to be large, and significant electric field strengths can be applied. Furthermore, the fabrication tends to be relatively simple as films of one phase can be deposited onto films of the other phase using various deposition techniques. An even simpler method consists of cementing both constituents together using an epoxy [27, 216, 217, 236, 238].

4.2.1 Strain Transfer

Magnetoelectric coupling may be achieved by imposing strain on a magnetic thin film. The strain can be generated by a piezoelectric substrate or thin film. The piezoelectricity of most ferroelectric materials can also be used to impose volatile strains [220, 244, 245]. Ferroelectric-ferroelastic materials also exhibit domains and different strain states at remanence. For example, in the tetragonal phase of BaTiO$_3$ the lattice elongation can point out-of-plane in c-domains and in two orthogonal in-plane directions in $a_1$- and $a_2$-domains. Three different remanent states can therefore be obtained leading to a non-volatile (bi-stable) strain [246, 247].

The application of an electric field changes the strain state of a ferromagnetic film in contact with the piezoelectric or ferroelectric component
of a heterostructure [220, 238]. The deformation of the ferromagnet can lead to magnetic phase transitions, changes in the saturation magnetisation, the Curie temperature, and the coercive field. Most importantly, the symmetry, orientation, or strength of the magnetic anisotropy can be changed. In order for this converse magnetoelectric effect to work, the electric field induced strain must be larger than the strain that can be created by the ferromagnetic component. As calculated in Publication II, the strain imposed by most ferromagnetic films is orders of magnitude smaller than the strain associated with a ferroelectric lattice elongation [27, 220, 245, 248, 249].

**Piezoelectric Substrates**

Commonly used piezoelectric materials are PMN-PT [237, 249–254] or PZN-PT [255]. The volatile strain they impose traces a "butterfly" curve as a function of applied voltage and, depending on the material and the crystal orientation, the strain in the surface plane of the piezoelectric can be uniaxial [237, 248–251, 255–260], or biaxial [252–254, 261]. Depending on the polarity of the electric field, strains are compressive or tensile [238]. For the strain imposed on the ferromagnetic component of the heterostructure to have an effect, the stress inside the film needs to be intimately coupled to the magnetic properties. This is realised using materials exhibiting large magnetoelastic effects. The strain imposed on the ferromagnet can most notably change the in-plane anisotropy of the magnetic thin film via inverse magnetostriction (cf. Section 2.4.4). In order for this mechanism to be effective, the strain induced anisotropy must dominate the intrinsic anisotropies in the ferromagnet. This is most easily achieved using polycrystalline or amorphous materials where intrinsic anisotropy contributions are usually weak. This allows, for example, reversible tuning of the strength of a uniaxial anisotropy in Fe₃O₄ or CoFeB using piezoelectric actuators [249, 255]. Strain effects can also be used to tune the strength of perpendicular magnetic anisotropy with electric fields [261, 262].

More importantly, it is possible to rotate the anisotropy axis of the material. Since the anisotropy creates an axis of preferred magnetisation orientation (instead of a vector), only magnetisation rotations of up to 90° are possible [220, 248]. Using piezoelectric actuators the volatile rotation of an in-plane uniaxial anisotropy axis by up to 90° has been demonstrated for a plethora of ferromagnets such as NiMnSb, CoFeB, Fe₃O₄, or Ni [250, 257, 258, 260, 263, 264]. It is also possible to drive a strain in-
duced Spin Reorientation Transition between out-of-plane and in-plane anisotropy as described theoretically by Pertsev [265, 266] and shown experimentally [267].

Concepts exist to reorient the magnetisation by more than 90° up to 180°, although the final orientation of the magnetisation depends on history, and not only on the direction of the applied electric field. The application of a cycle of electric field induced uniaxial strains to a film with cubic magnetocrystalline anisotropy can make the magnetisation rotate between the four possible cubic anisotropy directions if the induced uniaxial anisotropy is collinear with neither of the cubic anisotropy axes [268]. The cubic anisotropy can also be induced using the shape anisotropy of flower-shaped single domain nanomagnets [269] or square nanomagnets [270] that are more easy to pattern. Alternatively, strain induced precession of the magnetisation can dynamically lead to full magnetisation reversal [268]. Such a reversal was demonstrated locally in out-of-plane magnetised Ni/BaTiO₃ heterostructures [271]. Here, polycrystalline BaTiO₃ is used as a piezoelectric. Applying an electric field, the perpendicular magnetic anisotropy is reduced and the magnetisation starts rotating in-plane through precessional motion. By removing the electric field at the correct moment the perpendicular anisotropy can be reintroduced when the magnetisation has crossed the equatorial plane, and the magnetisation is forced back out-of-plane but reversed with respect to its initial orientation. Such a behaviour without the concurrent use of magnetic fields has also been demonstrated using phase-field simulations [272].

The resonance frequency of the magnetisation of a material depends on the effective field it experiences. This effective field includes a contribution from the magnetic anisotropy. A change of the anisotropy with strain can therefore be used to tune the Ferromagnetic Resonance Frequency (FMR) of a magnetic film in a magnetoelectric heterostructure with electric fields. This was demonstrated for various films such as NiMnSb [257], Fe₃O₄ [249, 264], CoFeB [255, 273], FeGaB [273, 274], FeCoTa [275], and insulating yttrium Iron garnet (YIG) [276].

Electric field control of magnetisation in strain-coupled heterostructures furthermore allows for electrical control of magnetic phases. For example, it was demonstrated around room temperature, that superparamagnetic Ni nano-particles can be reversibly turned into single-domain ferromagnets through an electric field induced shift of the blocking temperature by 40 K [251].
A mechanism distinct from inverse magnetostriction can lead to strain induced modifications of magnetic properties in rare earth manganites (Re$_{1-x}$A$_x$MnO$_3$, where Re is a rare earth and A an alkaline metal), such as La$_{1-x}$Sr$_x$MnO$_3$, where ferromagnetism originates from the double-exchange interaction between Mn ions. Strain can strongly affect magnetic properties by changing the orbital occupation of Mn and therefore the anisotropy of the system, or by tuning the length and angle of the Mn-O-Mn bond. In the latter case, electronic properties are affected [220, 237, 244, 245, 254, 277]. The application of strains using piezoelectric materials can tune both the remanent and saturation magnetisation [252, 254], the resistivity [244], and the Curie temperature [254, 278] using an electric field.

In dilute magnetic semiconductors such as (Ga,Mn)As, spin polarised holes mediate the ferromagnetic coupling between Mn atoms resulting in strong spin–orbit coupling and thus a sensitivity of the magnetic anisotropy to strains [256, 279, 280]. Volatile and reversible rotation of the anisotropy axis has consequently been demonstrated in these materials, too [256, 259, 279]. Unfortunately, the Curie temperature of these materials is generally well below room temperature.

**Ferroelectric Substrates**

The changes in the magnetic properties can be made non-volatile by using a ferroelectric such as BaTiO$_3$ to impose strains. Although a rotation of the anisotropy axis is not always explicitly demonstrated in most publications, it is the only logical explanation for the effects observed macroscopically [246, 281, 282].

In early investigations, using strain associated with the structural phase transitions of BaTiO$_3$ has been a popular method to induce changes in the magnetic anisotropies of adjacent ferromagnetic thin films [27, 220]. The changes are usually measured as abrupt jumps in the coercivity or magnetisation as a function of temperature in magnetic films such as FeCo [283], Ni [283], Fe [281, 284], CoFe$_2$O$_4$ [285], Fe$_3$O$_4$ [286, 287], or Sr$_2$CrReO$_6$ [288]. In epitaxial Fe/BaTiO$_3$ heterostructures, switching was demonstrated between cubic anisotropy associated with the tetragonal phase and uniaxial anisotropy induced in the orthorhombic phase [289, 290]. In Fe$_3$O$_4$, uniaxial anisotropy that is induced at the ferroelectric phase transition can induce a Spin Reorientation Transition [291]. Finally, the phase transitions of BaTiO$_3$ have also been used to tune the properties of rare earth manganites [244, 292].
The application of an electric field to ferromagnetic/ferroelectric heterostructures allows for the non-volatile transformation of magnetic properties. For example, non-volatile switching between an in-plane anisotropy and perpendicular magnetic anisotropy was demonstrated, but only locally, using Ni films on BaTiO$_3$ [293]. Using a ferroelectric substrate poled in-plane and out-of-plane, reversible switching between two distinct remanent states with e.g. different Curie temperatures is also possible in rare earth manganites [277].

**Domain Pattern Transfer**

Many of the macroscopic results on electric field control of magnetisation in BaTiO$_3$-based heterostructures can only be rationalised when assuming that different ferroelectric domains affect the magnetisation differently on a microscopic scale. This is in contrast with the uniform strain imposed by piezoelectric substrates. The magnetoelastic anisotropy in a ferromagnetic thin film is modulated by the ferroelastic domains of BaTiO$_3$ via interfacial strain transfer and inverse magnetostriction. Transfer of strain from the tetragonal lattice of a BaTiO$_3$ substrate can occur during thin film growth [294–298],[III], during cooling down through the paraelectric-to-ferroelectric phase transition [299–301],[VII], or after the application of an electric field [301]. If the strain induced anisotropy dominates over the magnetocrystalline anisotropy, and the exchange and magnetostatic interactions between domains, domain correlations can be obtained.

Simultaneous imaging of ferroelectric and ferromagnetic domains, and therefore definitive proof of the correlation between the domains was first demonstrated by Lahtinen et al. [294, 295]: Both types of domains were

---

**Figure 4.1.** (a) Sketch of a multiferroic CoFe/BaTiO$_3$ heterostructure exhibiting domain pattern transfer. The lattice elongation associated with the $a_1–a_2$ stripe domain pattern is imprinted into the ferromagnetic film via interfacial strain transfer and inverse magnetostriction. Magnetic stripe domains with alternating perpendicular uniaxial in-plane anisotropies are obtained. Full pattern transfer is demonstrated by imaging both ferromagnetic (b) and ferroelectric (c) contrast at the same location in a MOKE Microscope.
imaged at the same time in a Magneto-Optical Kerr Effect (MOKE) Microscope as shown in Figure 4.1. MOKE is used to resolve ferromagnetic domains while birefringent contrast is used for imaging ferroelectric domains. It is revealed that the magnetisation direction in CoFe films on a BaTiO$_3$ substrate exhibiting a$_1$–a$_2$ stripe domains rotates by 90° between ferromagnetic domains on a length scale of a few μm. These results were later confirmed by phase-field simulations [302–304]. Meanwhile, domain pattern transfer has been observed with the same method for Fe [III] and CoFeB [299],[VII] thin films and Cu/Ni multilayers [VI] deposited onto BaTiO$_3$ substrates.

Correspondence between the orientation of the electric polarisation and magnetic moment has also been obtained using BaTiO$_3$ substrates and films of LaSrMnO$_3$ [297], Ni [293, 301], CoFe$_2$O$_4$ and NiFe$_2$O$_4$ [296], and NiFe [300]. These studies combine Piezoresponse Force Microscopy (PFM) and X-ray Linear or Circular Dichroism based Photo-Electron Emission Microscopy (XPEEM) to image the electric and magnetic domains separately.

In earlier studies, electric field induced changes of the magnetic state in Ni/BaTiO$_3$ [246] and Fe$_3$O$_4$/BaTiO$_3$ [247] heterostructures were explained by the presence of differently strained regions depending on the underlying ferroelectric-ferroelastic domains. X-ray diffraction on a LaSrMnO$_3$/BaTiO$_3$ heterostructure confirms the presence of 90° domains whose relative population can be altered with an applied electric field [305]. These results do not however demonstrate a one-to-one correlation of domains in different ferroic phases.

In epitaxial FeRh/BaTiO$_3$ heterostructures the spatially modulated strains imposed by the substrate can lead to domains with different magnetic phases. Depending on the underlying ferroelectric-ferroelastic domain, the transition temperature between the ferromagnetic and antiferromagnetic phase is shifted by 25 K. Consequently, when the temperature is kept constant, electric field induced changes of the magnetic phase are possible [298,306].

### 4.2.2 Charge Modulation and Hybridisation

Magnetic properties are intimately connected to the motion of charges (electrons or holes), e.g. in metallic ferromagnets (cf. Section 2.1.2), dilute magnetic semiconductors [279,280,307,308], or manganites [220,245,277]. It can therefore be expected that a change in the charge carrier den-
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sity induced to screen an external electric field will affect the magnetic properties of the ferromagnet. Of course this direct electric field effect will only extend over the screening length of the material, which is one or two unit cells for metallic films and a few nm for semiconducting ferromagnets. Nonetheless, it can be used to electrically control ferromagnetic films that are thicker than the screening length, typically a few nm. In order to enhance the field effect, a gate dielectric can be used, as the induced charges scale with the dielectric constant [309]. A large bistable electric field can also be created by using a ferroelectric material as the dielectric [139, 156]. As a result, a magnetoelectric effect is present even in the absence of an external electric field. Moreover, an electric field effect due to chemical bonding at the interface between the ferroelectric and the ferromagnetic component will generally be present. In multiferroic heterostructures based on the depletion or accumulation of charges, electric fields can induce changes in the magnetic moment, the anisotropy, and the exchange interaction [125,144,220].

In metallic ferromagnets the screening of electric fields by charge accumulation or depletion shifts the Fermi level in the spin-split electron bands (cf. Section 2.1.2). The screening is therefore spin dependent and will affect the magnitude of the magnetic moment. Theoretical calculations have shown effects in free-standing films of the ferromagnetic 3d transition metals [310] and in half-metals [311]. As it is difficult (or impossible) to produce such free-standing films the electric field is often applied across a dielectric, which also enhances the field-effect, e.g. in a Fe/MgO heterostructure [309]. When a ferroelectric dielectric is used, e.g. in a Fe/BaTiO$_3$ multilayer [312], a change in the hybridisation between Ti, Fe, and oxygen orbitals upon polarisation reversal is caused due to the displacement of Ti ions. This change in chemical bonding is superimposed to the direct field effect. The hybridisation can also lead to the induction of a ferromagnetic moment in BaTiO$_3$, turning the ferroelectric into a multiferroic at the interface [313].

The change of occupancy of band states does not only affect the magnitude of the magnetisation, but also the quenched orbital momenta of the electrons. A direct electric field effect on the magnetocrystalline anisotropy can therefore be expected. The surface anisotropy is especially affected leading to a modulation of a perpendicular magnetic anisotropy [309,310,314,315]. A switching of the easy axis between in-plane and out-of-plane is also possible [316]. Electric field tuning of the competition between in-
plane and perpendicular anisotropy in (Ga,Mn)As/(Ga,Mn)(As,P) bilayers can be used to rotate the direction of the magnetisation [317, 318].

In dilute magnetic semiconductors such as (Ga,Mn)As, (In,Mn)As, or (Zn,Mn)Te, ferromagnetic coupling between Mn ions is mediated by spin polarised holes [280, 307, 319]. A modulation of the charge carrier density will hence affect the exchange interaction. Experimentally this effect is measured as a change in the Curie temperature or the coercive field [320–322].

In rare earth manganites, ferromagnetism originates in the double-exchange interaction between Mn ions, involving the hopping of electrons. Moreover, the manganites exhibit a rich phase diagram [323]. Tuning of the charge carrier density is expected to affect the strength of the exchange interaction and the phase of the magnetic material. For example, the phase of La$_{0.8}$Sr$_{0.2}$MnO$_3$ or La$_{0.85}$Ba$_{0.15}$MnO$_3$ in a manganite/PZT heterostructure can be altered between ferromagnetic and antiferromagnetic depending on the polarisation of the ferroelectric [324–326].

Dynamic switching of the anisotropy axis between out-of-plane and in-plane via charge effects has also been used in order to switch the magnetisation by 180° by using nanosecond voltage pulses [327]. The mechanism by which this is obtained relies on the same precessional motion as was discussed above in the context of strain coupling.

When ferroelectric layers are used in a heterostructure, both charge and strain effects can be present. It has been demonstrated that for thin magnetic films the effect of charge accumulation dominates, while above a certain material-dependent thickness strain transfer dictates the properties of the heterostructure [328, 329]. For an intermediate film thickness both mechanisms can coexist [330].

### 4.2.3 Exchange Coupling

The third mechanism by which the magnetisation can be electrically controlled in heterostructures takes advantage of single phase multiferroics (e.g. YMnO$_3$, LuMnO$_3$, BiFeO$_3$) and magnetoelectrics (e.g. Cr$_2$O$_3$) exhibiting coupling of electric order to antiferromagnetism. The exchange bias effect (see Section 2.4.6) can then be used to couple the antiferromagnetic moments to a ferromagnetic layer. Naturally this coupling extends over only a few nm at the interface [27, 144].

The first demonstrations of electric field control of exchange bias were performed on (Co/Pt)/Cr$_2$O$_3$ multilayers that exhibit perpendicular exchange
bias. During cooling through the antiferromagnetic Néel temperature, the direction of the exchange bias can be set by choosing the direction of an applied electric field parallel or anti-parallel to the simultaneously applied magnetic field [331,332]. Later it was shown that the exchange bias field could be switched isothermally by applying a constant magnetic field and reversing an electric field [333].

The application of an electric field to a NiFe/YMnO$_3$ heterostructure can suppress the existing exchange bias [224]. In NiFe/LuMnO$_3$ the exchange bias can be switched with an electric field [334]. Both effects have been attributed to the coupling and decoupling of antiferromagnetic and ferromagnetic domain walls across the interface.

Most heterostructures taking advantage of exchange bias rely on BiFeO$_3$ as the antiferromagnetic ferroelectric [7]. Here, antiferromagnetic domains are coupled to their ferroelectric counterparts and can be controlled using electric fields [335]. The exchange bias effect depends on the ferroelectric domain wall configuration in BiFeO$_3$. Uncompensated spins in $180^\circ$ [170] and $109^\circ$ [336,337] domain walls lead to the observation of an exchange bias, while the presence of $71^\circ$ domain walls [336,338] results in an enhancement of the coercive field, but no shift of the hysteresis curve. The latter effect originates in the coupling of the ferromagnetic film to the canted moment of BiFeO$_3$ caused by the Dzyaloshinskii–Moriya interaction. Exchange bias has also been demonstrated in La$_{1-x}$Sr$_x$MnO$_3$/BiFeO$_3$ heterostructures [339,340]. However, such a heterostructure has been used to demonstrate that the coupling between BiFeO$_3$ and a ferromagnetic layer is not necessarily mediated by exchange coupling. You et al. [341] demonstrated that the insertion of a non-magnetic SrTiO$_3$ layer between the components of their heterostructure does not alter the coupling, although exchange bias between the layers is not possible any more. In this case the coupling is mediated by strain transfer, since BiFeO$_3$ also exhibits a lattice elongation associated with the polarisation.

**Domain Pattern Transfer**

In BiFeO$_3$, the antiferromagnetic domains have been shown to be coupled to their ferroelectric counterparts allowing for their control with electric fields [335]. Coupling of the antiferromagnetic domains to an adjacent ferromagnetic CoFe film leads to an imprinting of the ferroelectric domain structure [338,342]. The magnetisation direction rotates by $90^\circ$ between domains that are only a few hundred nm wide. The orientation of the magnetisation can be reversibly switched by $90^\circ$ between two states us-
ing an electric field only. Again, resolving ferromagnetic and ferroelectric domains was done separately using PFM and XPEEM, by imaging first magnetic domains and then the ferroelectric ones after removal of the magnetic thin film. Simultaneous high resolution imaging was eventually obtained using Spin Polarised Scanning Electron Microscopy (SEMPA) to image the magnetic domains and Back-Scattered Electron contrast to image ferroelectric domains in the same microscope [343]. As mentioned above, strain can also allow for coupling in these heterostructures and lead to imprinting of ferroelectric stripe domains from a BiFeO$_3$ substrate into a LaSrMnO$_3$ thin film [341].

As in strain-coupled heterostructures, the results presented above for BiFeO$_3$ based heterostructures have demonstrated magnetisation switching by only up to 90$^\circ$. The 71$^\circ$ switching in domains of BiFeO$_3$ is perceived as a 90$^\circ$ in-plane rotation of the electric polarisation. It was suggested that, because the rotation of polarisation can occur in opposite directions – therefore leading to a full reversal of the macroscopic polarisation – the net magnetisation of an exchange coupled ferromagnetic film could also be rotated by 180$^\circ$ [338].

Microscopic deterministic reversal of the magnetisation with an electric field was recently demonstrated at room temperature within coupled domains of CoFe/BiFeO$_3$ heterostructures [344]. Unfortunately the coupling between adjacent domains, and the fact that irreversible oxidation of the CoFe film limits the number of switching events to 3, hampers the use of these results in practical applications.

4.2.4 Electric Field Induced Ion Migration

Electric field induced ion migration – usually of oxygen ions – has recently attracted interest due to the ability to demonstrate strong magnetoelectric coupling. In metal/oxide heterostructures an applied voltage can induce the migration of oxygen to or away from the interface and even drive the oxidation of the ferromagnet. Interestingly, this effect can be reversible and non-volatile, and may exhibit very large magnetoelectric coupling effects [345–348].

As Couet et al. [349] have demonstrated in Fe/BaTiO$_3$ and Fe/LiNbO$_3$ heterostructures, the ferromagnetic metal will usually be oxidised at the interface already in the as-deposited state and when large enough fields are applied the thickness of the oxidation layer will increase irreversibly. This will generally have a deleterious effect on the magnetoelectric coupling, as
for example in the exchange coupled CoFe/BiFeO$_3$ heterostructures mentioned in the previous Section.

### 4.3 Coupling of Ferroic Domain Walls

As explained above, coupling between ferroelectric and antiferroelectric domain walls has been observed in single phase multiferroics such as YMnO$_3$ [215, 350, 351] and BiFeO$_3$ [335]. The coupling, and decoupling, of these domain walls is crucial for the switching of the exchange bias with an electric field [334]. In Fe$_3$O$_4$ below the Verwey transition strong coupling between ferroelectric and 90° ferrimagnetic domain walls is mediated via strain [352,353].

In type-II multiferroics (cf. Section 4.1) an electric polarisation can originate from the spatial inversion symmetry breaking of the magnetic order. Such symmetry breaking is also present in Néel walls and their magnetoelectric and multiferroic properties have been predicted theoretically [354,355] and demonstrated experimentally [356–358] in insulating Iron garnet films. The emergence of an electric dipole for both Néel and Bloch walls in rare earth Iron garnets was recently predicted [359].

#### Electric Field Control of Magnetic Domain Wall Motion

The presence of a polarisation in Néel walls can be used to stabilise their chirality with an electric field and thus delay the onset of the Walker breakdown [360]. However, most demonstrations of an electric field effect on the motion of magnetic domain walls take advantage of the effect of anisotropy modulations on their propagation velocity. For small wall velocities the motion is governed by domain wall creep that proceeds via thermally activated depinning from disorder induced pinning barriers. The pinning strength scales with the strength of the anisotropy which can be tuned electrically [361, 362]. Volatile and reversible electric field tuning of magnetic field driven domain wall motion was demonstrated in perpendicularly magnetised CoFeB [262] and Pt/Co/Pt [363] films in contact with a piezoelectric transducer. The tuning of the current-driven domain wall motion in a perpendicular magnetised GaMnAs/GaAs ferromagnetic semiconductor was attributed to the piezoelectrically controlled anisotropy tuning the internal structure of magnetic domain walls [364].
The perpendicular anisotropy can also be altered in a field effect device, leading to tuning of the propagation velocity of magnetic domain walls [361,365]. With patterned gate electrodes, volatile and reversible pinning sites for magnetic domain walls can be created in order to control magnetic field or electric current driven motion [366]. Charging and the oxidation of the interface between a gate dielectric and the magnetic film can both lead to the tuning of the domain wall velocity and to pinning [367]. Finally, strong voltage control of domain wall motion and pinning has been demonstrated by Bauer et al. [362, 368, 369] in Pt/Co/GdO$_x$ heterostructures, where perpendicular magnetic anisotropy is caused by interfacial Co oxidation. GdO$_x$ exhibits high ionic mobility which can be used to reversibly change the oxidation state at the interface with Co. Large electric fields lead to switchable remanent oxidation states, but the effect becomes irreversible when the applied voltages are too large. The velocity of magnetic field or electric current driven magnetic domain walls can thus be tuned by electric fields and tunable pinning is possible. However, as the mechanism relies on the tuning of the anisotropy strength in the creep regime it becomes ineffective at higher velocities. Moreover, domain wall motion is driven by magnetic fields or electric currents which are associated with a large power dissipation.

**Electric Field Driven Domain Wall Motion**

In order to envisage domain wall devices with ultra-low power consumption, magnetic domain walls need to be driven controllably with an electric field. The aforementioned Néel domain walls in Iron garnet films that are associated with an electric polarisation can be displaced in an electric field gradient [356–358]. In order to achieve the field gradient, a voltage is applied to a tip in contact with the film. Domain walls can then be moved reversibly until they reach an equilibrium position corresponding to the applied field. This mechanism is independent of the chirality of the domain wall, but the direction of motion depends on the polarity of the electric field. The constraints imposed by the requirement of applying inhomogeneous fields, and the volatility of the motion do however seriously limit the potential of this mechanism for practical applications. In the experiments that were performed, domain walls were only manipulated locally, in the vicinity of the charged tip.

The most common route to induce magnetic domain wall motion with electric fields is the use of the competition of a strain induced anisotropy with magnetocrystalline or shape anisotropies. The flux closure patterns in
squares [248] or L-shaped [370] nanopatterned ferromagnetic films coupled to a piezoelectric material can be altered when an electric field induced anisotropy is created. The change of pattern involves the motion of domain walls, but this displacement is very small and only of limited relevance. In extended films the $90^\circ$ switching of the magnetisation using electric fields can proceed via uncontrolled domain wall motion [371]. The motion of pre-existing domain walls can also be induced, but while $90^\circ$ domain walls are affected by the electric field induced anisotropy, $180^\circ$ domain walls are not [372]. Similarly, reversible local curving, bending, and branching of pre-existing stripe-domain patterns in a Ni/PZT heterostructure was demonstrated to proceed via domain wall motion when in-plane strains develop as a result of the application of an electric field [373]. The demonstrated control of domain walls is not only volatile but occurs only in certain random locations.

An interesting approach to electric field induced domain wall motion utilises the formation of an "onion" magnetisation state in ferromagnetic ring structures where two $180^\circ$ domain walls are initialised on opposite sides [374, 375]. Via a piezoelectric, two orthogonal uniaxial magnetic anisotropies can be imposed on the ferromagnet depending on the polarity of the electric field. Energy minimisation dictates that the domain walls align with this anisotropy and the domain walls are moved by changing their position in the ring by $90^\circ$.

All of the approaches presented thus far are only of little interest for implementation in practical devices because the demonstrated magnetic domain wall motion is either local, small, irreversible or volatile. These disadvantages could be overcome if localised strains from a piezoelectric film were imposed on a ferromagnetic nanowire [376]. Simulations show that by using a series of electrical contacts, a potential well for a magnetic domain wall can be created and propagated along the nanowire. The domain wall would then follow this potential that moves like a wave through the nanowire. This mechanism has thus been described as the "surfing" of a domain wall on a "wave" created by the moving potential gradient. While this approach would allow moving several domain walls in the same direction in a magnetoelectric shift register, it requires too many nanoscale electrical contacts to be of practical interest.

As will be demonstrated in Chapter 6, magnetic domain walls are strongly coupled to ferroelectric domain boundaries when the ferroelectric stripe domain pattern in BaTiO$_3$ is imprinted into a ferromagnetic thin film
(Figure 4.1). For BaTiO$_3$ substrates exhibiting an $a_1$–$a_2$ domain pattern, phase field simulations show that the application of an in-plane field along the polarisation in one of the domains leads to the motion of ferroelectric domain boundaries, and of the magnetic domain walls coupled to them [304]. Unfortunately, the application of in-plane electric fields of significant magnitude is challenging, especially when a metallic ferromagnet is used. In Chapter 6, I will demonstrate how reversible electric field driven magnetic domain wall motion can be achieved experimentally in a multiferroic heterostructure. The electric field is applied across a BaTiO$_3$ substrate exhibiting an a–c stripe domain pattern and drives magnetic domain walls that are pinned onto their ferroelectric counterpart. This novel driving mechanism functions without the concurrent use of spin polarised currents or magnetic fields. The induced motion is fully controlled and reversible, and the velocity of domain walls increases exponentially as a function of electric field.
5. Methods

A process I found troublesome and excessively tedious.

John Kerr

The results presented in Chapter 6 are obtained on multiferroic heterostructures consisting of a BaTiO$_3$ substrate and various ferromagnetic 3d transition metal films. Depending on the material used, the films are grown at either room temperature or elevated temperatures using Magnetron Sputtering, Electron Beam Evaporation, or Molecular Beam Epitaxy. Characterisation is accomplished by Magneto-Optical Kerr Effect (MOKE) microscopy and Scanning Electron Microscopy with Polarisation Analysis (SEMPA). Numerical and analytical Micromagnetic modelling supports and expands upon the experimental results.

5.1 DC Magnetron Sputtering

In Physical Vapor Deposition (PVD) processes material is vaporised from a liquid or solid source or target in the form of single atoms or small clusters of atoms. These atoms transit a vacuum – or low pressure – chamber, and impinge on the substrate where they condense to form a film. In Sputter Deposition (usually referred to as Sputtering) the target is bombarded by energetic particles that lead to the ejection of target material due to momentum transfer. The particles are usually ions of a noble gas in a plasma that are accelerated by an electric field towards the target. The larger the mass of the bombarding particle, the higher the energy and momentum transfer. Frequently, relatively affordable Argon (Ar) is used as the inert gas. The impact of gas ions onto the target transfers momentum to the surface or near-surface atoms and this leads to a cascade of atom collisions deeper into the material. During the displacement of the atoms,
particles can rebound and some surface atoms may obtain enough energy and momentum to overcome the surface binding energy and be ejected from the target.

Noble gas ions are created in a plasma generated by applying a voltage between an anode (usually the grounded substrate or chamber walls) and a cathode (normally the negatively biased target). The plasma is conducting and the potential drop is therefore confined to the vicinity of the electrical contacts. Ions are accelerated towards the target (cathode), leading to Sputtering. Emission of secondary electrons from the cathode due to the ion bombardment leads to additional ionization of gas atoms and thus helps sustain the plasma. In a basic DC sputtering setup the electrons are accelerated away from the cathode and their ability to sustain the plasma is limited. In a Magnetron Sputtering system, magnetic fields (usually from permanent magnets) are used to alter the trajectory of the electrons and confine them to a region close to the target. This localisation yields a path length of the electrons in the plasma that is several orders of magnitude higher. Consequently, a higher plasma density can be obtained at lower gas pressures, thus increasing the deposition rates. However, the confinement of the plasma leads to a non-uniform utilization of the target and the magnets need to be water cooled.

The energy of the impinging ions is in the range from 10 to 1000 eV with a peak in distribution around 10–50 eV. As a result of these large energies high deposition rates (of the order of nm/s) of virtually all metals are possible. Unlike Electron Beam Evaporation (Section 5.2) and Molecular Beam Evaporation (Section 5.3), Sputtering can easily be used to deposit not only elemental materials but also alloys from a single target. As material is removed from the target in a layer-by-layer process, the composition of the target and the sputtered thin film are generally very close.

In Sputtering, the distance between the target and the substrate is short and it is generally difficult to use thickness monitors such as quartz crystals within the deposition chamber. However, the deposition rate is constant with time and can easily be calibrated. This is done by growing a film for a set time and measuring its thickness using small angle X-ray Diffraction. The deposition time can be controlled accurately using a mechanical shutter. Moreover, the shutter can be kept closed in the beginning of the sputtering process in order to remove contaminations such as oxide layers from the target [33,377–379].
5.2 Electron Beam Evaporation

Electron Beam Evaporation is a vacuum deposition technique where material is evaporated from a crucible by heating it with an electron beam. Heating with an electron beam is preferred over resistive heating for evaporation at high temperatures (> 1500°C), which is required e.g. for metals. The electrons are extracted from a filament biased at the electron acceleration potential. The filament is placed underneath the crucible and the electrons are deflected and focused onto the target material by a combination of magnets. Heating to the vapour pressure of the target material leads to its melting and evaporation from the source. Deposition onto a substrate is then obtained by placing it in direct line-of-sight of the evaporation source. As the material in the source is molten, the crucible is positioned below the substrate which is mounted upside-down. In order to reduce radiative heating of the substrate, the distance to the source needs to be significant, thus reducing the material yield.

As different materials in an alloy have different temperature vs. vapour pressure phase diagrams, evaporation from alloy sources is difficult. The material with the lower melting point or higher vapour pressure will be deposited first, leading to a gradient in the film composition over time. Alloys can be obtained through co-evaporation from several sources or in a less controlled way by considering that the composition of a composite evaporated from a single source will be proportional to the relative vapour pressures of the constituents, at least when none of the components are exhausted.

Electron Beam Evaporation is a non-equilibrium process and the deposition rate can be adjusted by the electron beam emission current. Calibrating the deposition rate is virtually impossible and flux monitors are used to determine the obtained film thickness. The most common monitors rely on piezoelectric quartz crystals. Their resonance frequency changes when mass (the deposited material) is added which allows determination of the deposition rate in real time. Ideally, the rate monitor is placed on the same height as the substrate. Otherwise, a correction by the Tooling factor is made to account for the different deposition rates at various distances to the source [377,378,380].
5.3 Molecular Beam Epitaxy

"In essence, MBE [Molecular Beam Epitaxy] is little more than a UHV [Ultra High Vacuum]-based evaporation method. In practice, it is a material deposition technique capable of predictably and reproducibly yielding material ... with unprecedented control over ... the composition and doping of the structure .... Some of these attributes are intrinsic to the MBE process, e.g., slow growth rates and low deposition temperatures. Others, such as material quality and purity, rely on the technology employed” [380]. MBE relies on the thermal creation of low energy atomic beams for each material that is deposited. The use of a resistively heated Knudsen cell as a source results in a highly controlled growth from a target material that is in thermodynamic equilibrium between the liquid and the vapour phase [381,382]. Combined with mechanical shutters this results in an unrivalled control of epitaxial thin film growth of high purity. Multilayers can be grown with atomically sharp interfaces. This of course requires extremely good vacuum conditions of the order of $10^{-10}$ mbar.

For materials that require higher deposition temperatures, electron beam heated evaporation cells are used. The quality of the deposition is also guaranteed by in-situ monitoring of the growth with thickness monitors and a variety of electron-based characterisation methods such as Reflection High Energy Electron Diffraction (RHEED). Although MBE was initially developed for the growth of semiconductors it has been adapted for metals such as Fe [282,284,289,290],[III,V] or Ni/Cu multilayers [VI] that are of interest in this Thesis. The quality of MBE grown films can be excellent, but requires significant optimisation when compared with other deposition techniques and the prerequisites for its use (e.g. material requirements and ultra high vacuum components) result in an expensive deposition technique. Moreover, an optimal generic MBE system does not exist and the configuration needs to be tailored for a limited range of source materials [33,157,245,378,380,382].
5.4 MOKE Microscopy

Imaging of ferromagnetic and ferroelectric domains with an information depth of the order of a few tens of nm can be obtained using a MOKE Microscope. It takes advantage of the birefringent properties of ferroelectrics to image their domains while the Magneto-Optical Kerr Effect (MOKE) is used to image ferromagnetic domains. As polarised light travels through a material (the microscope lens) in a magnetic field, the Faraday effect also needs to be taken into account. All these effects will be discussed below.

The microscope used for the measurements presented in this Thesis is based on an optical reflection microscope from Zeiss modified by Evico Magnetics for MOKE measurements. The light can be made to travel through a slit in order for it to impinge on the sample surface at an angle. Polarisers are inserted into the light beam path before and after the sample. The latter is referred to as the analyser. A CCD camera records the resulting images of the sample surface. Interchangeable electromagnets allow for the application of in-plane and out-of-plane magnetic fields, and a special sample holder was designed in order to apply out-of-plane electric fields to the sample under investigation. A detailed discussion of MOKE microscopes in the context of magnetic domain imaging is given in the book by Hubert and Schäfer [20] and in a recent review article [383], in which a vast amount of applications of MOKE microscopy is described.

5.4.1 The Magneto-Optical Kerr and Faraday Effects

The Kerr effect [384, 385] changes the polarisation or intensity of light that is reflected from a magnetic material. Both the longitudinal and polar effect yield a rotation and ellipticity of linearly polarised light. The Faraday effect describes the corresponding situation for light transmitted through the material. The transverse Kerr effect results in a change of the intensity and does not have an equivalent Faraday effect.

The longitudinal Kerr effect is sketched in Figure 5.1(a) and requires the light impinging on the sample at an angle. The change in polarisation is proportional to the projection of the in-plane magnetisation component onto the optical axis $\omega$, that is defined as the intersection of the plane of incidence (spanned by the incoming light vector and the surface normal) and the sample surface. The transverse Kerr effect yields a change in the intensity of light that is proportional to the magnetisation component
Methods

Figure 5.1. Longitudinal and polar Magneto-Optical Kerr Effect: (a) The longitudinal Kerr effect yields a change of the polarisation proportional to the magnetisation component along the optical axis $\omega$, that is defined as the intersection of the plane of incidence (spanned by the incoming light vector and the surface normal) and the sample surface. (b) The change of polarisation in the polar Kerr effect is proportional to the out-of-plane magnetisation component.

that is perpendicular to the optical axis. The polar Kerr effect (Figure 5.1(b)) results in a change of the polarisation proportional to the out-of-plane component of the magnetisation.

Macroscopically, both the Kerr effects and the Faraday effect can be described by two different complex indices of refraction for right-handed and left-handed circularly polarised light [386]. Linearly polarised light is then described as a superposition of circularly polarised components. An equivalent description is obtained using a refractive tensor with off-diagonal elements.

Microscopically, the magnetooptical effects originate in the coupling of the net electron spin of a ferromagnet to the electric field of light via spin-orbit coupling. The effect can also be described qualitatively in a simple classical picture: As the light beam propagates through the medium, its oscillating electric field induces the oscillation of electrons. In a non-magnetic medium, circularly polarised light of opposite handedness will drive circular electron motion with the same radius but opposite sense of rotation. In a magnetic field (applied externally or created by the material itself) applied along the propagation direction of the light, an additional Lorentz force acts on the electron motion. It points towards the centre of motion or away from it, depending on the sense of rotation, and increases or decreases the radius of the motion. The secondary waves that result from these different motions are thus different for circularly left and right polarised light, giving rise to a rotation and ellipticity of linearly polarised light.

While the Kerr effect relies on reflection from the surface of a ferromagnetic material, the Faraday effect occurs in transparent media. The latter needs to be considered in the present measurements because the microscope lens is positioned inside the externally applied field. The change
of the polarisation that is thus measured is proportional to the magnetic field intensity and can easily be corrected for: When a ferromagnetic hysteresis curve is measured in the MOKE microscope, the linear component from the Faraday effect is determined from the high field parts of the curve where the magnetisation is saturated and the curve without the Faraday effect would be flat.

The modulation of the polarisation due to the Kerr effect can be transformed into a change of intensity by placing an analyser in extinction with the polariser (that created the polarisation of the light) after the light is reflected from the sample surface. In order to determine the sense of rotation, the analyser is set at a small skew angle \( \alpha \) from extinction.

As an optical technique, the spatial resolution of MOKE microscopy is diffraction limited by the optical wavelength to – at best – 250 nm. The information depth is approximately half the penetration length of light into the material, i.e. a few tens of nm [387,388].

When polariser and analyser are nearly crossed, an image of the sample surface is still measured. The magnetic domain image is thus compromised by non-magnetic contrast that can be removed using a background subtraction method as follows: A background image is obtained by averaging 16 images of the sample that are taken in a large enough applied AC magnetic field at the frequency of a few Hz. During this process the magnetisation oscillates between positive and negative saturation. The magnetic contrast is thus averaged out and the background image contains only non-magnetic information. Subtracting the background image from subsequent measurements, images containing purely magnetic contrast are obtained. Of course the stability of the imaging process needs to be good enough to allow for this. Further improvements of the image quality can be obtained by averaging over several (usually 4) magnetic images.

MOKE microscopy allows for imaging of the spatial magnetisation distribution in thin films both at remanence and in applied magnetic fields. Moreover, local hysteresis curves can be extracted from measurements during magnetic field sweeps. Concurrent application of electric fields is possible with a dedicated sample holder. [20,383,386,388–390].
5.4.2 Birefringence

A MOKE microscope can also be used to image ferroelectric-ferroelastic domains using birefringent contrast. Birefringence leads to an angular dependence of the extinction direction depending on the crystallographic direction. In the case of $a_1-a_2$ stripe domains in BaTiO$_3$, it leads to a difference in light intensity that is obtained after the analyser because of the $90^\circ$ angle between the lattice elongations of the domains. In multiferroic heterostructures, ferromagnetic and $90^\circ$ ferroelectric domains can be imaged in the same microscope if the ferromagnetic film is thin enough (a few tens of nm) to be semitransparent. This is the case for the example given in Figure 4.1. As the lattice elongation in $180^\circ$ ferroelectric domains is oriented in the same direction, these domains cannot be imaged using polarised light [127, 150, 175, 391].

5.5 Scanning Electron Microscopy with Polarisation Analysis

Imaging of the magnetisation in thin and ultra-thin films with high spatial resolution – down to a few nm – is possible using a Scanning Electron Microscope with Polarisation Analysis (SEMPA), also known as spin-SEM. In a Scanning Electron Microscope (SEM), the surface of a sample is scanned by a highly focused electron beam and the secondary or backscattered electrons emanating from the sample are collected to image the surface topography, or determine the composition of the sample. When imaging a metallic ferromagnet, the secondary electrons are spin polarised. This spin polarisation (which is a vector) reflects the net spin density in the material, which is anti-parallel with the magnetisation. An analyser is used to determine the spin polarisation of the electrons: Electrons of opposing polarisation are scattered into opposite angles. Using an analyser with four detector quadrants – and scattering into orthogonal directions – two perpendicular spin components can be determined independently. Taking the difference between opposing quadrants, a 2-dimensional vector map of the magnetisation in the sample surface is obtained. Using a colour wheel, where each angular direction is assigned a colour, the magnetisation can be displayed in a colour image. Summing over all quadrants allows to simultaneously image the topography of the sample. Unfortunately, spin detectors are highly inefficient which considerably increases the time needed to obtain images. Moreover, secondary electrons
are emitted from a region near to the surface, limiting the imaging depth to approximately 1 nm. The resulting surface sensitivity of the technique may be an advantage, but it requires ultra-high vacuum conditions to guarantee ultra-clean surfaces. Generally, samples inserted into the microscope need to be cleaned from contamination – such as oxide layers – by ion milling. Finally, the spin polarisation of the secondary electrons is sensitive to magnetic fields. Images can thus only be taken at remanence. Recently, the correlation between ferromagnetic and ferroelectric domains in multiferroic heterostructures was demonstrated at high spatial resolution using SEMPA for magnetic contrast and backscattered electrons for ferroelectric contrast in exchange coupled CoFe/BiFeO$_3$ [343,392] and strain coupled Fe/BaTiO$_3$ [392] heterostructures [393–397].

5.6 Micromagnetic Modelling

The experimental results presented in this Thesis are complemented with Micromagnetic modelling (cf. the Paragraph on Micromagnetism on Page 8). Using experimentally determined parameters, the temporal and spatial distribution of the magnetisation can be calculated by minimising the energy given in Equation 2.4 or solving the LLG equation (Equation 2.31) under the correct boundary conditions. In rare cases analytical solutions of the energy minimisation may be found. An example is the Stoner–Wohlfarth Model (Section 2.7) where the magnetostatic and exchange energies can be ignored. Another example is given by ferromagnetic films that exhibit regular anisotropy modulations (cf. Pages 24 and 53). In that case the remanent magnetisation distribution can be calculated in a 1-dimensional model if the magnetostatic energy can be ignored [398],[IV]. In general, the magnetisation distribution cannot be calculated analytically and numerical simulations are used. Micromagnetic simulation packages are readily available, and the results presented in this Thesis have been obtained using OOMMF [399] and MuMax3 [400,401]. For simulations, the continuous magnetisation postulated in Micromagnetism is discretised into finite elements, usually cuboids. The magnetisation is taken to be uniform within one element which thus need to be smaller than the exchange length (Equation 2.33) in order to accurately model the variations in magnetisation direction. Moreover, care needs to be taken when initialising the simulations, because Micromagnetism relies on small angles between the orientation of the magnetisation in neigh-
bouring cells (cf. Section 2.1.3).
Here, OOMMF is used to calculate the magnetisation by energy minimisation\(^1\). As only a finite system can be simulated, 2-dimensional boundary conditions [402] have been implemented in order to calculate the magnetostatic energy – associated with long range stray fields – correctly. The long range nature of the magnetostatic energy leads to time consuming calculations that require a large amount of computer memory. A considerable speed-up of calculations is obtained when using GPUs, instead of CPUs, to calculate the magnetostatic potential due to superior performance of GPUs in parallel calculations [403]. MuMax3 is based on the use of GPUs and was used to calculate magnetisation dynamics by solving the LLG equation [14, 21–23].

\(^1\)Calculating the magnetisation dynamics by solving the LLG equation is also possible, albeit slower due to the increase in computations needed.
6. Results and Discussion

I'm looking for the unexpected.
I'm looking for things I've never seen before.

Robert Mapplethorpe

In the first Section of this Chapter I review how domain pattern transfer in multiferroic heterostructures leads to strong pinning of ferromagnetic domain walls onto their ferroelectric counterparts. Pinning is discussed in Publications I, II and V, and leads to the creation and tuning of two types of magnetic domain walls: charged and uncharged ones [II,VII]. Size scaling of domain pattern transfer is discussed in general using micromagnetic modelling [IV] and demonstrated experimentally in a CoFeB/BaTiO$_3$ heterostructure [IV, VII]. Electric field control of ferromagnetic domain patterns is presented for in-plane [I] and out-of-plane [VI] magnetised thin films on BaTiO$_3$. Finally, results from Publication V demonstrate reversible electric field driven magnetic domain wall motion in epitaxial Fe/BaTiO$_3$ heterostructures [III].

6.1 Magnetic Domain Wall Pinning

As mentioned on Page 53, correlations between domains in ferromagnetic thin films and ferroelectric/ferroelastic domains in BaTiO$_3$ substrates can be obtained via interfacial strain transfer and inverse magnetostriction. The BaTiO$_3$ substrates considered here exhibit $a_1$–$a_2$ stripe domains (cf. Section 3.2.1) with a width of approximately 5 μm. The polarisation is associated with a lattice elongation of 1.1% that rotates in-plane by 90° between domains. In multiferroic heterostructures, this lattice elongation is partially transferred to an overlaying ferromagnetic thin film leading to a uniaxial anisotropy via inverse magnetostriction (cf. Section 2.4.4).
Results and Discussion

As a result, the ferromagnetic film exhibits a uniaxial anisotropy that rotates by 90° between stripe domains as shown schematically in Figure 6.1. In this Section two samples with different ferromagnetic films are considered: A 15 nm thick Co_{60}Fe_{40} (CoFe) film deposited at room temperature by Electron Beam Evaporation, and a 20 nm thick Co_{40}Fe_{40}B_{20} (CoFeB) film deposited via Magnetron Sputtering at 300°C. In the latter case, strain transfer occurs when the BaTiO_{3} substrate is cooled through the ferroelectric phase transition (T_C = 120°C) after thin film deposition. Qualitatively, the behaviour of both heterostructures is the same, while the quantitative results differ slightly\(^1\). In both cases the saturation magnetostriction is positive and the induced uniaxial anisotropies are collinear with the lattice elongation, and thus the ferroelectric polari- sation. No other significant anisotropy contributions are observed.

Domain pattern transfer is confirmed in both cases by MOKE microscopy and the ferromagnetic domains have been imaged using SEMPA for the CoFeB/BaTiO_{3} heterostructure. The latter results are presented in Figure 6.2. Here, two images with magnetisation contrast in two perpendicular in-plane directions are combined to form a colour image that presents the magnetisation directions in the sample. Figure 6.3 presents the angular dependence of the remanent magnetisation determined separately for a_1- and a_2-domains using MOKE microscopy. A comparison with Figure 2.10(b) confirms the presence of two perpendicular uniaxial anisotropy axes that are oriented as sketched in Figure 6.1. The anisotropy constant

\(^1\)The saturation magnetostriction \(\lambda_{\text{CoFe}} = 6.8 \times 10^{-5} \) [404] of CoFe is slightly larger than that of CoFeB (\(\lambda_{\text{CoFeB}} = 2 \times 10^{-5} \) [405]). The saturation magnetisations are \(M_{s,\text{CoFe}} = 1.7 \times 10^6 \) A/m and \(M_{s,\text{CoFeB}} = 1.2 \times 10^6 \) A/m [405], while the Young’s moduli are \(Y_{\text{FePt}} = 2.5 \times 10^{11} \) [406] and \(Y_{\text{CoFeB}} = 1.6 \times 10^{11} \) [261]. The exchange stiffness in both cases is taken as \(A = 2.1 \times 10^{-11} \) J/m. These parameters are used in the Micromagnetic simulations whose results are presented here.
as determined from hard axis magnetisation curves (cf. Section 2.7) is $K_{\text{me}} = 1.7 \times 10^4 \text{ J/m}^3$. Coincidentally, the same result is obtained for the CoFe film. The observed anisotropy strengths vary from sample to sample and are generally between $K_{\text{me}} = 1 \times 10^4 \text{ J/m}^3$ and $K_{\text{me}} = 3 \times 10^4 \text{ J/m}^3$. Considering full strain transfer, the theoretical maximum for the strain induced anisotropy strength is calculated using Equation 2.25 to be $K_{\text{me}} = 0.5 \times 10^5 \text{ J/m}^3$ and $K_{\text{me}} = 2.8 \times 10^5 \text{ J/m}^3$ for the CoFeB and CoFe films, respectively. This means that less than 10% of the strain is transferred to the CoFe film in the as-deposited sample. Strain transfer to the CoFeB film is more efficient. This can be attributed to the fact that the strain is transferred during the ferroelectric phase transition after thin film deposition at elevated temperature, while the CoFe film was deposited at room temperature (see above).

Domain images of the CoFe film in an external magnetic field perpendicular to the stripe domains (Figure 6.4) are measured at different stages of the magnetisation reversal process. Pattern transfer is observed over a large range of applied magnetic fields and only erased by large fields that fully saturate the magnetisation. Starting from saturation, the magnetisation in neighbouring domains rotates in opposite directions with decreasing field strength and aligns with the respective anisotropy axes
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Figure 6.4. MOKE microscopy images of ferroelectric (FE) and ferromagnetic (FM) domain patterns in the Co$_{60}$Fe$_{40}$/BaTiO$_3$ heterostructure during magnetisation reversal. The field is applied perpendicular to $\alpha$, and the optical axis parallel to the stripe domains.

at remanence, creating 90° domain walls. In a reverse magnetic field the magnetisation in the domains switches independently, while the domain walls remain immobile. This is in stark contrast with more conventional magnetisation reversal that is associated with magnetic domain wall motion. In ferromagnetic/ferroelectric heterostructures exhibiting domain pattern transfer, the abrupt 90° change in the anisotropy direction on top of narrow ferroelectric domain boundaries leads to strong pinning of magnetic domain walls.

Magnetically Charged and Uncharged Domain Walls

The remanent magnetic microstructure of pinned magnetic domain walls is imaged in the CoFeB film using SEMPA (Figure 6.5) after saturation in a large magnetic field applied perpendicular (a) and parallel (b) to the domain wall. In both cases the magnetisation in the domains aligns with the respective anisotropy axes leading to a 90° spin rotation across the domain wall. However, the magnetisation in the centre of the wall is aligned with the saturating field direction leading to domain walls of opposite chirality. More importantly, the width $\delta$ of the domain walls differs significantly (note the different scales in Figures 6.5(a) & (b)). The measured widths are $\delta_{uc,CoFeB} = 70\pm10$ nm and $\delta_{c,CoFeB} = 560\pm20$ nm for uncharged and charged domain walls, respectively. The results are reproduced using micromagnetic simulations yielding domain wall widths of $\delta_{uc,CoFeB} = 68$

Figure 6.5. SEMPA images of (a) uncharged and (b) charged domain walls in the Co$_{40}$Fe$_{40}$B$_{20}$/BaTiO$_3$ heterostructure.
nm and $\delta_{c,CoFeB} = 581$ nm, which is in close agreement with the measured values. Images obtained using the parameters for 10nm thick CoFe films are presented in Figures 6.6(a) and (b). The corresponding domain wall profiles are shown in Figure 6.6(c). The simulated domain wall widths are $\delta_{uc,CoFe} = 68$ nm and $\delta_{c,CoFe} = 587$ nm. The large difference in wall widths of an order of magnitude can be explained by considering the effect of virtual magnetic charges (cf. Section 2.3). They are calculated using Equation 2.13 and presented in Figure 6.6(d). In case (a) of the initialising field applied perpendicular to the domain wall, the magnetisation of neighbouring domains align in a head-to-tail configuration leading to no overall magnetic charge. There is however a magnetic dipole that develops. This domain wall will be referred to as being magnetically uncharged.

In case (b) the magnetisation in neighbouring domains aligns in a head-to-head or tail-to-tail configuration leading to a net magnetic charge in the domain wall. This charging leads to a much wider wall consisting of a core where the magnetisation rotates rather abruptly and two elongated tails. This is in contrast to the uncharged domain wall, where magnetisation rotation occurs more uniformly over a much shorter length scale. The domain wall widths can be compared to analytical calculations using the width given by Equation 2.35 as an estimate for the uncharged case and half the width from Equation 2.34 to approximate the charged domain wall. They yield $\delta_{uc} \approx 80$ nm and $\delta_{c} \approx 800$ nm for both CoFeB and CoFe films. Micromagnetic simulations further reveal that the total energy associated with charged domain walls is higher than for uncharged ones.

The fact that the wall widths of CoFeB and CoFe films of different thickness coincide may be surprising at first. However, the parameters that determine the width of uncharged domain walls, namely the anisotropy strength $K_{me}$ and the exchange stiffness $A$ are the same in the films considered here (cf. footnote on page 74). The width of charged domain walls on the other hand scales with the square of the saturation magnetisation and the thickness of the film. Coincidentally their product is the same for both films.
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Pinning Potential
The potential pinning the ferromagnetic domain wall onto its – orders of magnitude narrower – ferroelectric counterpart is calculated in a first approximation by considering the energy cost associated with the lateral displacement of the rigid wall profile with respect to its equilibrium position. In this case only the magnetic anisotropy energy needs to be considered. The derivation of the analytical expression for the potential is given in the appendix of Publication V, and the potential is shown in Figure 6.6(e) for both charged and uncharged domain walls. Its shape differs because of the distinct domain wall profiles. The symmetry of the potential is a consequence of the symmetric domain wall profile and the coinciding anisotropy strengths in both $a_1$- and $a_2$-domains. When the anisotropy strengths in neighbouring domains differ – an example is shown in Figure 4(d) of Publication I – the pinning potential is asymmetric.

Magnetic Domain Wall Tuning
The properties of both charged and uncharged domain walls can be tuned continuously in an applied magnetic field. In Figure 6.7(a) the absolute value of the spin rotation $|\phi_1 - \phi_2|$ within the ferromagnetic domain wall is plotted as a function of magnetic field perpendicular to the domain wall. The experimental data (red symbols) are extracted from hysteresis curves (Publication II, Figure 2(c)) on two neighbouring domains shown in Figure 6.4. Results from numerical simulations (solid black line) reproduce the experimental data. As magnetisation reversal in neighbouring domains takes place by rotation in opposite directions, the spin rotation increases from zero at saturation to 90° at remanence. In a reverse field the spin rotation continues to increase to almost 180° just before abrupt magnetisation switching. After switching, the spin rotation is significantly lowered

![Figure 6.7.](image)

*Figure 6.7.* (a) Spin rotation within the magnetic domain walls as a function of applied magnetic field determined experimentally (red symbols) and numerically for $K_{\text{sat}} = 1.7 \times 10^4$ J/m$^3$ (solid line). The arrows in the insets sketch the magnetisation direction in the domains and the centre of the domain walls for selected field strengths. (b) Field tuning of the domain wall widths of uncharged (dashed line) and charged (solid line) domain walls.
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Figure 6.8. (a) Spin rotation within the domain walls as a function of field angle at a constant field strength of 10 mT as obtained from experiments (symbols) and simulations for $K_{\text{me}} = 1.7 \times 10^4$ J/m$^3$ (solid line). (b) Corresponding change in the domain wall width.

and continues to reduce with increasing magnetic field.

Tuning of the spin rotation in an applied magnetic field is associated with a change in the domain wall widths as plotted in Figure 6.7(b) for uncharged (dashed blue line) and charged magnetic domain walls (solid orange line). The domain wall width is tuned continuously from zero just below saturation to hundreds or even thousands of nm depending on the strength of the strain induced anisotropies and the type of magnetic domain wall.

Switching of Domain Wall Type

By rotating a sufficiently large applied magnetic field, hysteretic switching between charged and uncharged magnetic domain walls can be obtained. Abrupt switching at well-defined angles leads to a reversal of the wall chirality $\phi_1 - \phi_2$ as shown in Figure 6.8(a) using experimental (red symbols) and numerical (solid black line) data. The associated change in domain wall type leads to a large modification of the domain wall width by one order of magnitude (Figure 6.8(b)).

6.2 Scaling of Domain Pattern Transfer

As explained in Sections 4.2.1 and 4.2.3, domain pattern transfer in multiferroic heterostructures originates from magnetoelectric coupling that is mediated via strain transfer from ferroelectric domains in BaTiO$_3$, or via exchange coupling to the canted magnetic moments of multiferroic BiFeO$_3$. In this Section, I consider ferroelectric substrates where the in-plane ferroelectric polarisation (or its projection) rotates by $90^\circ$ between regular stripe domains. In the overlaying ferromagnetic film, uniaxial anisotropies, that are correlated with the ferroelectric polarisation, are induced. Pattern transfer from the ferroelectric to the ferromagnetic component of the heterostructure is opposed by exchange and magnetostatic
interactions that compete with the induced magnetic anisotropies. Using Micromagnetic simulations and analytical modelling, I show that pattern transfer breaks down, when the widths of ferroelectric domains and pinned ferromagnetic domain walls become comparable. As both charged and uncharged domain walls can be initialised, two scaling regimes of pattern transfer are observed at remanence. The effect of charged and uncharged domain walls is observed experimentally in the switching behaviour of a Co$_{40}$Fe$_{40}$B$_{20}$/BaTiO$_3$ heterostructure.

### 6.2.1 Size Dependence of Pattern Transfer at Remanence

The dependence of pattern transfer on the width of ferroelectric stripe domains is investigated numerically using parameters for a 10 nm thick Co$_{60}$Fe$_{40}$ film on BaTiO$_3$ and assuming full strain transfer ($K_{me} = 2.8 \times 10^5$ J/m$^3$). The domain wall widths are then $\delta_{uc} = 15$ nm and $\delta_c = 62$ nm. Figure 6.9 shows remanent magnetisation images for various domain widths $\Delta$ in the presence of uncharged (left column) or charged (right column) domain walls. In both cases, full pattern transfer is obtained at remanence for 5 $\mu$m wide stripe domains. The magnetisation in the domains aligns with the uniaxial anisotropies and the spin rotation in the walls is 90°. As a function of decreasing domain width, the spin rotation decreases continuously (cf. Figures 3(a) & (d) in Publication IV) and the magnetic contrast between adjacent domains is reduced, until almost parallel magnetisation alignment is obtained for small $\Delta$, indicating the breakdown of pattern transfer. However, breakdown occurs for different $\Delta$, depending on whether charged or uncharged domain walls are initialised. This is seen in the images of Figure 6.9 corresponding to
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Figure 6.10. Dependence of the anisotropy (blue dash-dotted line), exchange (black dashed line), and magnetostatic energy densities (green dotted line) as a function of domain width $\Delta$ for (a) uncharged and (b) charged domain walls obtained for $K_{\text{me}} = 2.8 \times 10^5$ J/m$^3$.

$\Delta = 60$ nm: When uncharged domain walls are initialised, domains are clearly resolved, whereas a largely uniform magnetisation is observed in the presence of charged domain walls. The difference in scaling behaviour is explained by considering the energies that dominate in each case. The contributions from anisotropy, exchange, and magnetostatic energy densities are plotted as a function of domain width in Figure 6.10 for both uncharged and charged domain walls.

In the presence of uncharged walls, the magnetisation configuration is determined by a competition between the uniaxial anisotropy energy and the exchange energy which also determines the width of the uncharged domain wall. For charged domain walls (Figure 6.10(b)), the anisotropy and magnetostatic energies dominate. Breakdown of pattern transfer is thus dictated by a competition between the energy contributions that determine the width of charged walls. Comparing the respective domain wall widths with the dependence of the spin rotation on $\Delta$ as a function of anisotropy strength, the domain wall widths $\delta$ can be taken as good indicators for the breakdown of pattern transfer \(^3\): Full pattern transfer is obtained for $\Delta \gg \delta$, while parallel magnetisation alignment is obtained for $\Delta \ll \delta$. In between these two cases the spin rotation scales continuously with $\Delta$.

1-Dimensional Model

A 1-dimensional analytical model reproduces the breakdown of domain pattern transfer for arbitrary anisotropy strengths, if the magnetostatic energy can be ignored. This is the case when uncharged domain walls are initialised and the competition between the anisotropy and exchange energy determines the properties of the magnetic thin film. Periodic boundary conditions are used to calculate the local magnetisation directions.

\(^3\)A detailed discussion is given on Page 3 of Publication IV.
that minimise the total energy. The model allows to calculate both the spin rotation between adjacent domains and the anisotropy and exchange energy. It is derived in detail in the supplementary material of Publication IV and its results are plotted in Figure 6.11. A comparison of the calculated results (lines) with simulations (symbols) reveal an excellent qualitative and quantitative agreement. While the simulations have been performed for a given anisotropy strength ($K_{\text{me}} = 2.8 \times 10^5 \text{ J/m}^3$), the analytical model reveals that the scaling depends only on the ratio between the domain width $\Delta$ and the exchange length, which is proportional to the domain wall width $\delta_{\text{uc}}$. The model thus gives strong support to the interpretation that domain pattern transfer breaks down when $\Delta$ and $\delta$ become comparable.

**Dependence of Scaling on Anisotropy Strength and Film Thickness**

The width of magnetic domain walls does not only depend on the strength of the uniaxial anisotropies, but also on film thickness in the case of charged domain walls (cf. Equations 2.35 and 2.34). Figure 6.12(a) presents a comprehensive comparison of the breakdown of domain pattern transfer as a function of anisotropy strength and film thickness. The widths of both charged (filled symbols) and uncharged (open symbols) domain walls obtained from simulations are plotted for film thicknesses of 10 and 50 nm. Lines present the calculated domain wall widths, that prove to be in good agreement with simulations. The widths of uncharged domain walls are not expected to depend on film thickness$^4$. Charged domain walls conversely broaden with increasing film thickness due to the accumulation of magnetic charges.

$^4$The presence of a magnetic dipole does, however, lead to an insignificant decrease of wall width with thickness.
The graph in Figure 6.12(a) can be seen as a phase diagram for domain pattern transfer: For a given combination of anisotropy strength, film thickness and domain wall type, pattern transfer is obtained if the parameters are above the curves, while uniform magnetisation is obtained for parameters below the curves. Because of the presence of two scaling regimes – depending on domain wall type – parameters can be chosen to lie between the phase transitions for charged and uncharged domain walls. Rotation of an applied magnetic field then leads to the successive writing and erasure of magnetic domains5.

**Experimental Verification**

Since scaling of domain pattern transfer depends on anisotropy strength and thickness, choosing heterostructures with thick ferromagnetic films and low anisotropies is expected to allow for the imaging of the phenomenon of pattern transfer breakdown even with the limited spatial resolution of MOKE microscopy. Such results are obtained using a 50 nm thick CoFeB film on a BaTiO$_3$ substrate exhibiting $a_1$–$a_2$ stripe domains with a strain induced uniaxial anisotropy of $K_{me} = 7.5 \times 10^3$ J/m$^3$. These parameters are marked with a green cross in Figure 6.12(a), showing that for $100 \text{ nm} < \Delta < 10 \ \mu\text{m}$, the sample is in the region between the phase transitions for uncharged and charged domain walls. The images in Figure 6.12(b) show a magnetic stripe domain of width $\Delta \approx 2.5 \ \mu\text{m}$ in a magnetic field of 8 mT applied at different angles. Clear magnetic contrast is observed when the field applied perpendicular to the stripe domain creates uncharged domain walls (left). When the field is rotated

5This is demonstrated with simulation videos in the online supplementary material of Publication IV.
parallel to the stripe domains, wider charged domain walls are initialised and the spin rotation – and therefore the contrast between the domains – is notably reduced (right).

Another experimental example of the scaling of domain pattern transfer is given in Reference [343] for 2.5 nm thick Co$_{0.9}$Fe$_{0.1}$ films coupled to a BiFeO$_3$ substrate. Line scans over several, 310 nm wide stripe domains using SEMPA demonstrate a reduction of the remanent spin rotation from $90^\circ$ to $60^\circ$ when the domains are separated by uncharged domain walls. The parameters of this heterostructure correspond to $\Delta/l_{ex} \approx 5$ which means that the reduction in spin rotation agrees well with the analytically calculated scaling behaviour presented in Figure 6.11.

**6.2.2 Magnetisation Reversal**

Finite size scaling of pattern transfer has a pronounced effect on magnetisation reversal. In wide domains, magnetisation reversal for fields applied parallel or perpendicular to the stripe domains proceeds via coherent spin rotation and abrupt switching. The shape of the hysteresis curve corresponds to what is expected from the Stoner–Wohlfarth model when the angle between the applied magnetic field and the uniaxial magnetic anisotropy axis is $45^\circ$. The reduced remanent magnetisation is $m_R = 1/\sqrt{2}$, as expected. For decreasing domain width the hysteresis curve is increasingly square and resembles an easy axis curve in the limit of $\Delta \ll \delta$. The remanent magnetisation thus approaches one, and no gradual rotation is observed any more.\(^6\)

In many BaTiO$_3$ substrates, $a_1$–$a_2$ stripe domains show a distribution in domain widths and generally one type of domain is wider than the other. In Publication VII such a substrate is used to grow a heterostructure with a ferromagnetic CoFeB wedge film by Magnetron Sputtering at 300°C. The average domain widths are $\Delta_1 \approx 8 \mu$m for $a_1$-domains and $\Delta_2 \approx 5 \mu$m for $a_2$ domains. The thickness of the wedge film increases linearly from $t = 0$ nm at one end of the substrate to $t = 150$ nm at the other end. The heterostructure is used to investigate the influence of scaling on the magnetisation switching as a function of both domain width and film thickness. To this end, a large set of MOKE images is collected as a function of magnetic field strength, for fields applied parallel and perpendicular to the stripe domains, at different film thicknesses. In order to simplify the visualization and analysis of the data, contour plots such as

---

\(^6\)Simulation results are presented in Publication IV, Figure 2.
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Figure 6.13. Contour plots illustrating magnetisation reversal at a film thickness of 100 nm for magnetic fields applied either parallel (a) or perpendicular (b) to the stripe domains. The colours correspond to projections of the magnetisation onto the magnetic field direction. (c) & (d) Corresponding hysteresis curves of marked $a_1$ (violet) and $a_2$ (green) stripe domains. Note that the sample area is the same for both field orientations.

those presented in Figure 6.13 are obtained from each series of magnetic field sweeps: The contrast of each image taken at a given magnetic field is averaged along the direction of the stripe domains yielding a line in the contour plot. For better visualization, the magnetisation component along the field direction is colour coded\(^7\).

The contour plots and corresponding hysteresis curves in Figure 6.13 show a clear dependence of the magnetisation reversal process on the direction of the applied magnetic field: For magnetic fields applied perpendicular to the stripe domains, magnetisation reversal occurs simultaneously, while distinct switching fields for $a_1$- and $a_2$-domains are observed when the magnetic field is applied parallel to the domains. The difference in magnetisation reversal is explained by the presence of charged or uncharged domain walls.

The application of a magnetic field parallel to the stripe domains leads to the formation of high energy charged domain walls (Figure 6.13(a)). The larger the spin rotation, the higher the energy of the domain wall, and at some magnetic field value the energy of the system is reduced via the creation of uncharged domain walls by switching the magnetisation in every second stripe. As the magnitude of the external magnetic field increases

\(^7\)An instructive example of how the contour plots are obtained is given in Figure 3 of Publication VII.
in the reverse direction, a second switching event reverses the magnetisation in the remaining stripe domains. Uncharged domain walls are thus converted back into charged domain walls. However, their spin rotation is small and the energy cost associated with the wall transformation is thus lower than the gain in Zeeman energy.

When the magnetic field is applied perpendicular to the stripe domains (Figure 6.13(b)), uncharged domain walls are formed and domain wall transformations would be associated with an increase in energy. Consequently, synchronised magnetisation reversal that avoids the creation of charged domain walls is observed. A similar, albeit weaker, dependence of magnetisation reversal on the applied field direction was observed in Reference [341] for exchange-coupled LaSrMnO$_3$/BiFeO$_3$ heterostructures. In thin films where ion-irradiation creates stripe domains with an exchange bias that alternates by 90°, the angular dependence of magnetisation reversal is also influenced by the magnetic domain wall type [60].

**Scaling of Magnetisation Reversal with Domain Width**

The contour plot in Figure 6.13(a) – for fields applied parallel to the domains – shows that the switching field $H_{S2}$ of $a_2$-domains is reduced when their width $\Delta_2$ decreases. Comprehensive analysis reveals that $H_{S2}$ is inversely proportional to $-\Delta_2$ (cf. Figure 6.14). This behaviour is due to the fact that the density of charged domain walls increases with decreasing domain width. The gain in energy density associated with the switching of narrower domains is therefore higher than for wide domains. $a_1$-domains are wider and they do therefore not switch before $a_2$-domains. The switching field $H_{S1}$ of $a_1$-domains is however the same regardless of their width, which is counter-intuitive, considering that switching leads to the forma-

![Figure 6.14](image-url)
tion of charged walls and is thus associated with an energy penalty. With the same arguments as for the switching behaviour of $a_2$-domains, we would expect a dependence of $H_{S1}$ on $\Delta_1$. However, the spin rotation of the charged domain walls that are created during the second switching event is greatly reduced and the magnetic energy of the domain wall is thus low. Hence, energy considerations associated with the type of magnetic domain wall do not influence $H_{S1}$ significantly. The switching field is determined by the magnetic anisotropy strength inside the domains and is thus independent of $\Delta_1$. This argumentation is corroborated by the fact that $H_{S1}$ nearly coincides with the uniform switching field observed when the magnetic field is applied perpendicular to the stripe domains (Figure 6.13(b)).

A similar effect of the domain width on magnetisation reversal was later reported for NiFe films patterned by focused ion-beam irradiation [407]. In alternating irradiated–unirradiated stripe domains the saturation magnetisation is locally reduced. As a result, magnetisation reversal for wide domains proceeds in a two step process. Conversely, uniform magnetisation reversal is obtained in narrow stripes. These results are also interpreted as an effect of finite size scaling.

**Scaling of Magnetisation Reversal with Film Thickness**

The switching behaviour depends on the energy difference between uncharged and charged domain walls, which is associated with their respective widths. While the former is independent of film thickness, the latter scales linearly with it. The reduction in $H_{S2}$ relative to $H_{S1}$ is therefore expected to be more pronounced in thicker films. This dependence is confirmed by the data presented in Figure 6.14(b). The thickness scaling is more pronounced in wide $a_2$-domains, where charged walls are not altered by interactions with their neighbours. In narrower domains, their spin rotation is reduced and the energy difference between charged and uncharged domain walls depends less on film thickness (cf. Figure 6.10 & 6.11). Consequently the scaling of $H_{S2}$ with $\Delta_2$ is less important in thicker films where charged domain walls are wider and higher in energy (Figure 6.14(b)).

However, for large film thicknesses and/or narrow $a_2$-domains, the energy gain associated with the wall transformation can be large enough to cause negative switching fields $H_{S2}$ as seen in Figure 6.14.
6.3 Electric Field Control of Magnetic Domains

Thus far, multiferroic heterostructures have been investigated only at remanence or in applied magnetic field, revealing rich physics due to domain pattern transfer and domain wall coupling. However, these heterostructures are attracting considerable attention mainly due to their potential for electric field control of magnetism. Electric field control of ferromagnetic domains in an in-plane magnetised CoFe/BaTiO$_3$ heterostructure is discussed in Publication I. Electric field driven Spin Re-orientation Transitions also proceed via electric field control of magnetic domains (Publication VI).

6.3.1 Magnetic Films with In-Plane Anisotropy

The results presented in this Section are obtained using the CoFe/BaTiO$_3$ heterostructure introduced in Section 6.1 and a heterostructure consisting of a 50 nm thick CoFeB film on a BaTiO$_3$ substrate exhibiting $a_1$–$a_2$ stripe domains. Qualitatively, the results obtained on both heterostructures match. In the CoFeB/BaTiO$_3$ heterostructure, the strain induced anisotropies have a strength of $K_{me} = 1 \times 10^4$ J/m$^3$. Figure 6.15(a) shows the remanent magnetisation of the CoFeB film in the as-deposited state demonstrating domain pattern transfer. Corresponding polar plots of the remanent magnetisation (Figure 6.15(c)) in two adjacent stripe domains confirms the presence of a uniaxial anisotropy that alternates by 90° between $a_1$- and $a_2$-domains.

The application of a 6 kV/cm out-of-plane electric field switches the ferroelectric polarisation out-of-plane to form a uniform $c$-domain. The in-plane symmetry of the BaTiO$_3$ substrate changes from tetragonal to cubic during the switching event. Consequently, the clamped CoFeB film is compressed along the direction in which it was initially elongated. As a result, the anisotropy axes of both stripe domains switch by 90° and the contrast in the image of the remanent magnetisation is inverted (Figure 6.15(b) & 6.15(d)). The domain pattern that is now observed in the ferromagnetic film exhibits the pattern of the initial $a_1$–$a_2$ domain structure although the polarisation in the ferroelectric substrate is uniform. It exhibits a memory effect of how the ferroelectric domains looked like before the application of an electric field. This effect is due to partial strain transfer in the as-deposited film, while full strain transfer is achieved during polarisation switching. The measured anisotropy strength is now $K_{me} = 3$
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Figure 6.15. (a) MOKE microscopy image of the remanent magnetisation in a 50nm thick CoFeB film after deposition on a BaTiO$_3$ substrate exhibiting a$_1$–a$_2$ stripe domains. (b) Image of the same area with the ferroelectric polarisation switched out-of-plane (uniform c-domain) in an electric field of 6 kV/cm. (c) & (d) Normalised remanent magnetisation as a function of angle for two stripe domains. Electric field induced 90° switching of the anisotropy directions is observed.

$\times 10^4$ J/m$^3$, which indicates almost full strain transfer when compared to the theoretical maximum of $K_{me}$ (cf. Page 75).

In the CoFe/BaTiO$_3$ heterostructure almost full strain transfer is obtained, too, after the application of an electric field. This means that the strength of the anisotropy increases by one order of magnitude. After removal of the electric field, the ferroelectric substrate relaxes into an a–c domain structure as shown in Figure 6.16(FE). In the ferromagnetic film (Figure 6.16(FM)), this results in a complex domain structure due to a coexistence of growth induced and electric field induced strains: On top of ferroelectric c-domains, a$_1$- and a$_2$-domains are present just as in the saturated state (cf. Figure 6.15(b)). On top of the newly formed a-domains the remanent magnetisation is uniform. However, two distinct magnetic re-

![Image](image2.png)

Figure 6.16. Ferroelectric (FE) and Ferromagnetic (FM) domain images after an out-of-plane electric field has been applied to the CoFe/BaTiO$_3$ heterostructure (0V). Subsequent increases of an applied voltage rewrite the observed domain pattern. Note that the images are rotated by 45° with respect to the situation depicted in Figure 6.15.
gions are present: In the parts of the film where $a_1$-domains were initially observed, the lattice elongation has not changed and the strain induced anisotropy is not significantly altered. The regions of the film where ferroelectric $a_2$-domains used to be present exhibit a lattice elongation that is perpendicular to the initial one. As a result, the anisotropy strength is increased by one order of magnitude. While both regions on top of ferroelectric $a$-domains cannot be distinguished at remanence, they exhibit distinct switching fields due to the different anisotropy strengths.\(^8\)

The application of an out-of-plane bias voltage grows the favourably oriented $c$-domains at the expense of $a$-domains by lateral domain boundary motion. Figure 6.16 shows images of the associated rewriting of the magnetic domain structure, which is a reversible process. These results are independently reproduced in phase-field simulations [303]. Electric field control of magnetic domains in Ni films on BaTiO$_3$ substrates exhibiting $a$–c domain patterns has also been demonstrated [301].

### 6.3.2 Magnetic Films with Out-of-Plane Anisotropy

In Cu/Ni multilayers the surface anisotropy favours an in-plane magnetisation (cf. Section 2.4.5). However, the tensile strain imposed by the Cu layers on the Ni layers because of the different lattice constants creates a perpendicular magnetoelastic anisotropy [48–50]. Thus, above a thickness of a few monolayers of Ni the magnetisation rotates from in-plane to out-of-plane. At a thickness of several tens of monolayers, a second Spin Reorientation Transition back into the film plane takes place as an effect of the magnetostatic energy and relaxation of lattice strain. Due to the magnetoelastic origin of the perpendicular anisotropy, a Spin Reorientation Transition driven by electric field induced strains was predicted (cf. Section 4.2.1). In Publication VI, a reversible electric field driven magnetisation switching from out-of-plane to in-plane is demonstrated in an epitaxial [Cu(9 nm)/Ni(2 nm)]$_5$/Cu (9 nm)/Fe (1 nm)/BaTiO$_3$ heterostructure grown by MBE. X-ray Diffraction indicates that the BaTiO$_3$ substrate exhibits mainly in-plane domains in the as-deposited state. It also confirms that the large lattice mismatch between the Ni/Cu multilayer and BaTiO$_3$ substrate is relaxed in the heterostructure after sample preparation. In the as-deposited multilayer, macroscopic in-plane and out-of-plane hysteresis curves confirm the presence of perpendicular magnetic anisotropy.

\(^8\)An instructive overview over growth and electric field induced anisotropies is given in Publication I, Figure 2.
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Figure 6.17. Polar MOKE microscopy images of the remanent magnetisation of a Cu/Ni/BaTiO₃ heterostructure at several stages of reversible electric field induced magnetisation reorientation. Local out-of-plane hysteresis curves confirm the presence of stripe domains with in-plane and out-of-plane anisotropies.

The application of a large positive or negative out-of-plane electric field (|E| = 10 kV/cm) drives the anisotropy direction into the film plane. The perpendicular magnetic anisotropy is restored when the electric field is removed. A series of electric field pulses demonstrates repeatable magnetisation reorientation by 90° between out-of-plane and in-plane (see Figures 2 and 5 in Publication VI).

MOKE microscopy provides images of the magnetic microstructure during the reorientation process. Figure 6.17 presents the evolution of the magnetic domains while cycling an out-of-plane electric field. In the sample, that has a history of applied electric fields, stripe domains with alternating perpendicular and in-plane anisotropy are observed (1). The application of an out-of-plane electric field switches the magnetisation fully into the plane via lateral growth of magnetic domains (2, 3). Stripe domains exhibiting perpendicular magnetic anisotropy reappear when the electric field is turned off (4). However, strong domain coupling can be observed in the corresponding hysteresis curves. In a reverse electric field, magnetic domains exhibiting perpendicular anisotropy first grow (5, 6) via lateral domain wall motion. The process suddenly reverses (7, 8) and the subsequent growth of in-plane magnetised domains saturates the multilayer in-plane (9). The magnetic microstructure relaxes into a configuration exhibiting stripe domains with alternating anisotropies when the electric field is turned off (10).

The observed evolution of the magnetic microstructure is explained by interfacial strain transfer from ferroelectric stripe domains in the BaTiO₃.
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Figure 6.18. Sketch of the ferroelectric and ferromagnetic domain structures corresponding to the images of Figure 6.17.

substrate. In the as-deposited state, no strain transfer is expected and the multilayer and substrate are decoupled. After an out-of-plane electric field is applied, the substrate that was polarised mainly in-plane exhibits alternating a–c stripe domains. The associated change in lattice constant is largely transferred to the multilayer, as it is firmly clamped to the substrate. This electric field induced strain compresses the multilayer on top of c-domains and opposes the growth induced tensile strain that induces perpendicular magnetic anisotropy in the Ni layers. As a result, the magnetisation is reoriented from perpendicular to in-plane. The Ni/Cu multilayer thus exhibits perpendicular magnetic anisotropy on top of ferroelectric a-domains and in-plane anisotropy on top of ferroelectric c-domains.

Figure 6.18 illustrates the coupled ferroelectric/ferromagnetic domain configuration of the images in Figure 6.17. Initially, the BaTiO$_3$ substrate exhibits an a–c stripe domain structure with corresponding out-of-plane and in-plane magnetised domains in the Cu/Ni multilayer (1). In an electric field applied along the polarisation in the c-domains, these grow and eventually a uniform c state is obtained with an in-plane anisotropy in the Cu/Ni multilayer (3). After removal of the electric field, the substrate relaxes back into a multi-domain state (4). In an electric field applied opposite the polarisation in the c-domains, these domains shrink while a-domains grow (6). Eventually, the polarisation in the c-domains reverses abruptly to align with the external field direction. Subsequently, c-domains grow at the expense of a-domains (7) until a uniform state is again reached (9). Although the direction of the electric polarisation is reversed with respect to the situation in sketch (3), the anisotropy in the Cu/Ni multilayer is the same. Finally, the multilayer relaxes back into the a–c domain structure (10).

Due to the aforementioned relaxation of strain during growth, no do-
main coupling is expected in the as-grown heterostructure. The choice of BaTiO$_3$ substrate with an initial in-plane domain structure is thus crucial in order to obtain the electric field control of magnetic domains presented here. In publication VI, the interpretation of experimental results is corroborated by theoretical analysis.

6.4 Reversible Electric Field Driven Magnetic Domain Wall Motion

In Section 6.3 electric field control of domain patterns was presented for two distinct multiferroic heterostructures. However, due to – at best – partial strain transfer during thin film growth, electric field induced strains are superimposed onto growth induced strains. As a result, accurate control of magnetic domain wall motion could not be obtained. Here I report on deterministic and reversible electric field driven magnetic domain wall motion in an epitaxial Fe/BaTiO$_3$ heterostructure without the help of magnetic fields or spin polarised currents [V]. Full strain transfer and imprinting of ferroelectric a–c domain patterns into the Fe film are already presented in Publication III.

For this study, 20 nm thick Fe films are grown onto single-crystal BaTiO$_3$ substrates using MBE at 300°C. The deposition results in epitaxial Fe films with an in-plane Fe[110] || BaTiO$_3$[100] alignment of the cubic crystal lattices as observed commonly [284, 289, 408] and confirmed both by RHEED (not shown) and Transmission Electron Microscopy (cf. Publication III, Figure 1 (b) & (c)). Upon cooling through the ferroelectric phase transition regular a–c domains are formed in the substrate. The sketch in Figure 6.19(b) illustrates that due to full strain transfer the in-plane lattice of Fe is compressed uniformly on top of c-domains by 1.6% with respect to its bulk structure. Nonetheless, the lattice remains cubic. On top of ferroelectric a-domains, the Fe lattice experiences different compressive strains of 1.6% and 0.6% along its diagonals due to the tetragonality of the BaTiO$_3$ lattice. The Fe lattice thus exhibits a diamond shape. The heterostructure is illustrated in Figure 6.19(a). Out-of-plane electric fields are applied in the MOKE microscope during imaging by contacting the backside of the substrate with double-sided copper tape and using the Fe film (and Au capping layer) as the top electrode.

The cubic Fe lattice on top of ferroelectric c-domains is rotated by 45° with respect to the domain boundary and so are the anisotropy axes as confirmed by the polar plot in Figure 6.20(a). It also shows the presence
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Figure 6.19. (a) Schematic illustration with MOKE microscopy image of the epitaxial Fe/BaTiO₃ heterostructure exhibiting ferroelectric a- and c-domains. The direction of ferroelectric polarisation and magnetisation in the substrate and film, respectively, is indicated by arrows. (b) Sketch of the in-plane lattices and ferroelectric polarisation of the Fe film and BaTiO₃ substrate.

of a uniaxial anisotropy on top of a-domains that is parallel to the domain boundary. This result is explained by the fact that the negative magnetostriction constant of Fe induces a magnetic easy axis perpendicular to the lattice elongation [19]. Again, the abrupt change in orientation and symmetry of the magnetic anisotropy at the position of the ferroelectric domain boundary strongly pins the magnetic domain wall onto its ferroelectric counterpart (c.f Figures 1 (c) and 2 of Publication V).

As a side note, I would like to mention that the angular dependence of the switching fields presented in Figure 6.20(b) – for the case of relatively narrow domains – shows strong coupling in applied magnetic fields. This confirms the claim from Section 2.7 that the angular dependence of the remanent magnetisation (Figure 6.20(a)) is a better measure for determining the symmetry – and presence – of magnetic anisotropies. The results presented in the following are measured in the absence of an external magnetic field and two relatively wide domains were selected.

The application of an electric field to the BaTiO₃ substrate moves the ferroelectric domain boundaries as discussed in Section 3.3.2. The displace-

Figure 6.20. (a) Angular dependence of the remanent magnetisation on top of the a-domain (violet line) and c-domain (green line) in Figure 6.19(a). A comparison of the polar plots with the predictions of the Stoner–Wohlfarth model in Figures 2.10(b) and 2.11(b) confirms the presence and orientation of a uniaxial and cubic anisotropy in the respective domains. (b) The angular dependence of the switching fields on a- and c-domains does not fit the Stoner–Wohlfarth model in Figures 2.10(a) and 2.11(a) demonstrating strong domain coupling in applied magnetic fields.
Figure 6.21. MOKE microscopy images demonstrating reversible motion of magnetic domain walls in an Fe/BaTiO$_3$ heterostructure by the application of positive (green circles) and negative (violet circles) electric field pulses (|E| = 2 kV/cm) across the substrate. Images where no electric field pulse was applied after the previous image are marked with black circles.

...ment of the associated anisotropy boundary and the pinning potential it creates is used to drive a magnetic domain wall by a series of voltage pulses. Figure 6.21 presents images showing controlled and reversible electric field driven magnetic domain wall motion at magnetic remanence. An electric field applied along the direction of the ferroelectric polarisation in c-domains (negative polarity of the electric field) grows those domains at the expense of the adjacent a-domains via lateral domain wall motion (downwards in the images). When the electric field is applied antiparallel to the ferroelectric polarisation in c-domains (positive polarity) they shrink, again by lateral domain wall motion (upwards in the images). Strong coupling of the magnetic domain wall onto the ferroelectric domain boundary is crucial for the observed driving mechanism.

In Figure 6.22 the position of the magnetic domain wall as a function of the number of electric field pulses is shown. The domain wall velocity decreases as a function of domain wall displacement from its initial position. This behaviour is intrinsic to the motion of ferroelectric 90° domain walls as explained in Section 3.3.2. The mechanism for electric field driven magnetic domain wall motion relies on the pinning of the domain walls to
their ferroelectric counterpart. The characteristics of the motion are thus fully determined by the ferroelectric subsystem.

The dependence of the average domain wall velocity on the magnitude of the applied electric field is also determined by the properties of the ferroelectric substrate. An exponential dependence of the wall velocity $v \propto \exp[a/E]$ (with fitting parameter $a$) over five orders of magnitude is observed (cf. Figure 5 in Publication V). The maximum observed velocity is of the order of 10 μm/s which is orders of magnitude below the theoretically and experimentally possible maximum (see Sections 3.3.1 & 3.3.2).

The main obstacle to large wall velocities is given by the thickness of 0.5 mm of the BaTiO$_3$ substrate. As a result, prohibitively large voltages need to be applied in order to obtain the electric fields required for fast domain wall motion. Replacing the thick ferroelectric substrate by a thin film could resolve this problem.

In order for the described driving mechanism of magnetic domain wall motion to be technologically interesting, it needs to function in structures of reduced dimensions, i.e. magnetic nanowires. Micromagnetic simulations are used to investigate fast electric field driven domain wall motion in 200 nm wide and 5 nm thick nanowires patterned at 45° with respect to the anisotropy boundary. The geometry that is simulated using experimentally determined input parameters is sketched in Figure 6.23. The simulations reveal that – because of the competing magnetic shape anisotropy – near to 180° transverse magnetic domain walls are stabilised at rest despite the modest 45° angle between the strain induced anisotropy directions. Fast motion of the anisotropy boundary at $v = 300$ m/s in either direction does not significantly alter or depin the magnetic domain wall. However, a small out-of-plane magnetisation component develops and increases linearly with the wall velocity. Eventually, the magnetisation tilting reaches a critical value and domain wall
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Figure 6.23. Micromagnetic simulations of a magnetic domain wall in a 200 nm wide and 5 nm thick Fe nanowire. The sketch on the upper left illustrates that the nanowire is patterned at 45° with respect to the anisotropy boundary. At rest (and magnetic remanence) a strongly pinned near to 180° domain wall is stabilised. Fast motion (± 300 m/s) of the anisotropy boundary in either direction does not significantly alter the magnetic microstructure of the domain wall.

depinning is observed. Nonetheless, fast domain wall motion is possible for a large parameter space of nanowire dimensions and strain induced anisotropies. As a general rule, magnetisation tilting is suppressed by stronger anisotropies leading to higher depinning velocities. Large strain induced anisotropy strengths are therefore a critical prerequisite for fast electric field induced magnetic domain wall motion.

Finally, I compare the power consumption of electric field and electric current driven magnetic domain wall motion. While Joule heating is the primary source of power dissipation in the current driven case, it is negligible in the field driven case due to the large resistivity of the ferroelectric substrate. The ferroelectric switching process is thus the main source of power dissipation. As a result, the power consumption associated with electric field driven domain wall motion is estimated to be several orders of magnitude lower than for the current driven case, as estimated in Publication V.
7. Conclusions and Outlook

In ferromagnetic/ferroelectric heterostructures exhibiting domain pattern transfer, ferromagnetic domain walls are strongly pinned onto their ferroelectric counterpart. This coupling, which forms the basis for the diverse physical phenomena presented in this Thesis, originates in strain transfer from ferroelastic/ferroelectric domain patterns in BaTiO$_3$ substrates to ferromagnetic thin films (polycrystalline Co$_{60}$Fe$_{40}$, amorphous Co$_{40}$Fe$_{40}$B$_{20}$, or epitaxial Fe) or multilayers (epitaxial Cu/Ni). Magnetic anisotropies that differ in symmetry, orientation, and strength depending on the underlying ferroelectric domain are induced into the ferromagnetic films as a result of inverse magnetostriction. Magnetic domain walls are strongly pinned by the resulting narrow anisotropy boundaries.

At remanence, two types of domain walls – uncharged and charged – can be initialised. They have opposite chirality, and their widths differ by one order of magnitude. The application of magnetic fields tunes their properties, and hysteretic switching is demonstrated in a rotating magnetic field. This opens up the possibility of using magnetic domain walls as functional elements. Switching between both domain wall types could be used to store information and their tuning is promising for tunable microwave resonators. The energy difference between charged and uncharged domain walls could be used to implement a reconfigurable logic device utilizing magnetic stripe domains, as proposed recently [409]. In the meantime, the use of pinned domain walls in magnonic devices is already being investigated [299, 410].

Domain pattern transfer scales with the width of ferroelectric domains. When domains become narrower than the width of the magnetic domain walls, domain correlations are lost, limiting the downscaling of domain
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Wall-based magnetic devices. However, as two types of magnetic domain walls can be initialised, two scaling regimes emerge. Again, the rotation of an external magnetic field allows switching between both regimes. At the correct combination of domain width and film thickness the repeated writing and erasing of magnetic domains is thus possible. The two types of pinned magnetic domain walls also lead to a dependence of magnetisation reversal on the direction of the applied magnetic field. In order to avoid high energy charged domain walls, switching in neighbouring stripe domains occurs either simultaneously or at different fields depending on the direction of the applied magnetic field. Even negative switching fields are observed.

The main appeal of multiferroic heterostructures is the possibility of controlling magnetic properties with electric fields. The application of an electric field across the ferroelectric substrate alters the strains imposed on the overlaying ferromagnetic film. Hence, magnetic domain patterns can be rewritten in in-plane magnetised heterostructures. In Cu/Ni multilayers, strain is at the origin of a perpendicular magnetic anisotropy. Electric field control of ferroelectric-ferroelastic domains in a BaTiO$_3$ substrate also allows for the rewriting of stripe domains that alter between an in-plane and an out-of-plane magnetisation.

Finally, reversible electric field driven domain wall motion is demonstrated. The controlled motion is fully repeatable and is also based on pinning of magnetic domain walls onto their ferroelectric counterpart. The velocity of magnetic domain walls increases exponentially as a function of out-of-plane electric field. This novel driving mechanism functions without the concurrent use of electric currents or magnetic fields. Meanwhile, investigations of the dynamics of this driving mechanism have been published [411, 412]. They show rich physics with different dynamic regimes that include the emission of spin waves and the depinning of magnetic domain walls at high velocities.

The results presented here have been obtained for a large variety of elastically coupled multiferroic heterostructures. Moreover, they have been independently confirmed for different material systems. The possibilities and limitations discussed here are thus widely applicable and have spawned further research. The various consequences of elastic domain wall coupling in ferromagnetic/ferroelectric heterostructures investigated in this Thesis hold the promise of new low power spintronic devices.
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