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Symbols and abbreviations

Roman Symbols

\( A_r \) roughness amplification factor
\( C_f \) skin friction coefficient
\( C_\mu \) turbulence model coefficient
\( E \) coefficient in the log-law, total energy per mass unit
\( F_{length} \) length of the transition zone
\( H \) helicity
\( \text{Kn} \) Knudsen number
\( k \) turbulence kinetic energy
\( k_s \) equivalent sand grain roughness height
\( k^+ \) equivalent sand grain roughness
\( L \) characteristic length scale
\( r \) distance vector
\( \text{Re}_{ks} \) equivalent sand grain roughness height
\( \text{Re} \) Reynolds number
\( \text{Re}_H \) Reynolds number based on a local helicity
\( \text{Re}_e \) strain rate / vorticity Reynolds number
\( \text{Re}_\theta \) momentum thickness Reynolds number
\( \text{Re}_{\theta_c} \) critical momentum thickness Reynolds number
\( \text{Re}_{\theta_t} \) transition onset momentum thickness Reynolds number
\( \tilde{\text{Re}}_{\theta_t} \) local transition onset momentum thickness Reynolds number
\( R_T \) viscosity ratio
\( R_y \) wall distance based turbulence Reynolds number
\( s \) streamwise direction
\( S \) absolute value of the strain rate
\( \text{S} \) face-area vector
\( T_u \) turbulence instensity
\( T_u^{ff} \) freestream turbulence intensity
\( p \) pressure
\( q \) source term
\( U \) velocity vector
\( u_\infty \) freestream velocity
\( u^+ \) dimensionless velocity
\( u_r \) friction velocity
\( \bar{u} \) RANS averaged velocity
\( u' \) fluctuating velocity component
\( y \) distance from the wall
\( y^+ \) dimensionless wall distance
### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>diffusion coefficient</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>intermittency</td>
</tr>
<tr>
<td>$\gamma_{\text{eff}}$</td>
<td>effective intermittency</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>change</td>
</tr>
<tr>
<td>$\delta^*$</td>
<td>displacement thickness</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>dissipation of turbulent kinetic energy</td>
</tr>
<tr>
<td>$\theta$</td>
<td>momentum thickness</td>
</tr>
<tr>
<td>$\lambda_\theta$</td>
<td>Thwaites parameter, pressure gradient parameter</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>turbulent dynamic viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>$\nu_r$</td>
<td>kinematic eddy viscosity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>scalar</td>
</tr>
<tr>
<td>$\sigma_{ij}$</td>
<td>stress tensor</td>
</tr>
<tr>
<td>$\sigma_k$</td>
<td>Schmidt number for $k$</td>
</tr>
<tr>
<td>$\sigma_\epsilon$</td>
<td>Schmidt number for $\epsilon$</td>
</tr>
<tr>
<td>$\sigma_\omega$</td>
<td>Schmidt number for $\omega$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\tau_w$</td>
<td>wall shear stress</td>
</tr>
<tr>
<td>$\omega$</td>
<td>specific Dissipation Rate</td>
</tr>
<tr>
<td>$\omega_{\text{rough}}$</td>
<td>$\omega$ boundary condition for rough surfaces</td>
</tr>
<tr>
<td>$\omega_{\text{smooth}}$</td>
<td>$\omega$ boundary condition without roughness</td>
</tr>
<tr>
<td>$\omega$</td>
<td>vorticity vector</td>
</tr>
</tbody>
</table>

### Operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla \cdot \mathbf{A}$</td>
<td>divergence</td>
</tr>
<tr>
<td>$\frac{\partial}{\partial t}$</td>
<td>partial derivative with respect to variable $t$</td>
</tr>
<tr>
<td>$\sum_i$</td>
<td>sum over index $i$</td>
</tr>
<tr>
<td>$\mathbf{A} \cdot \mathbf{B}$</td>
<td>dot product of vectors $\mathbf{A}$ and $\mathbf{B}$</td>
</tr>
</tbody>
</table>
Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
</tr>
<tr>
<td>DNS</td>
<td>Direct numerical simulations</td>
</tr>
<tr>
<td>FSTI</td>
<td>Freestream turbulence intensity</td>
</tr>
<tr>
<td>FVM</td>
<td>Finite-volume method</td>
</tr>
<tr>
<td>GAMG</td>
<td>Geometrics Algebraic Multigrid Method</td>
</tr>
<tr>
<td>LES</td>
<td>Large eddy simulations</td>
</tr>
<tr>
<td>PBiCG</td>
<td>Preconditioned Biconjugate Gradient</td>
</tr>
<tr>
<td>PISO</td>
<td>Pressure-Implicit with Splitting of Operator</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-averaged Navier-Stokes</td>
</tr>
<tr>
<td>SIMPLE</td>
<td>Semi-Implicit Method for Pressure-Linked Equations</td>
</tr>
</tbody>
</table>
1 Introduction

The ability to predict laminar to turbulent transition is important in many engineering applications of fluid mechanics. Depending on the flow regimes, whether laminar or turbulent, important characteristics, such as wall shear stress, heat transfer and flow separation behaviour could differ quite significantly. In gas turbines, for example, the blades are cooled to prevent failure. If the transition is predicted incorrectly, overheating or overcooling could then occur. Similarly, extensive regions of laminar and turbulent flow exist on an aircraft. In aircraft design, the reduction of drag is a top priority, which could be achieved by delaying laminar to turbulent transition. Sometimes, however, turbulent flow is desired, as flow separation is then delayed for higher angles of attack, and the aircraft is able to land at a lower, safer speed.

In order to predict transition, most often, numerical methods have to be used, or the branch of fluid mechanics known as Computational Fluid Dynamics (CFD). CFD emerged in the 1960’s as a result of a combination of advances in computer power and algorithms. Before, experimental and theoretical methods have been used in the design of equipment and vehicles involving fluid flow and heat transfer. Among the most popular methods in CFD is the finite-volume method, employed also in this work. Using this method, the domain of interest is decomposed into a number of elements, called control volumes, thus creating a grid or mesh, and the partial differential equations are turned into algebraic expressions by integration over the control volumes. Although CFD is a very powerful tool, simulations of complicated physical process can be quite expensive, depending on the mesh size, and different characteristics of the problems (unsteady flow, chemical reactions, turbulence...), resulting in simulations that can take a very long time. The trend is, however, toward greater reliance on computer-based prediction in design. Economics plays the main role, as computer speed increases continuously, and the cost of performing a given calculation decreases. In order to decrease the cost of computation, there are various simplifications that are made by the user. The physically correct and general mathematical model for almost all engineering purposes is a highly nonlinear system of partial differential equations known as the Navier-Stokes equations. The influence of such nonlinearities is most often seen in turbulent flows, which is the most common flow regime found in nature. They are highly vortical, and fluctuating down to very small scales in space and time [1].

As turbulent flow consists of a wide range of different scales, the computational demand to simulate all these scales is extremely high. For this reason, turbulence has to be filtered, to different degrees, in almost all engineering flow problems. Depending on the level of approximation, turbulence computation can be roughly classified into Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) and Reynolds-averaged Navier-Stokes (RANS) methods. The DNS methods are the most accurate, but also the most computationally expensive since no filtering is applied. In the LES, some spatial filtering is applied, and those scales, which are not computed directly, are then modelled. The Reynolds-averaged Navier-Stokes approach is the
most commonly used in the industry, since it is the least computationally demanding. The Navier-Stokes equations are averaged in time, and all turbulent scales are modelled.

At present, there are many different methods to simulate transition. DNS and LES can be used to predict transition quite accurately, at least in principle [2]. These methods are, as mentioned, the most computationally expensive and at the moment, their application for practical engineering use for transition prediction is out of reach. Using the RANS approach, the simplest models are the so called low-\(Re\) models, which have been used with some degree of success. However, their performance was found to be unsatisfactory, and their success was argued to be accidental [3]. An alternative is to use methods based on the linear stability theory, of which the most widely used is the \(e^n\) method, and coupling it with a RANS solver. There are issues, however, in using this method with unstructured grids, which are used most often for complex problems, where building of a structured grid would take a very long time. In a structured grid, the neighbourhood relationships are defined by storage arrangement, which makes it possible to track certain quantities along streamlines, which is done in the \(e^n\) method. The use of empirical relations has the same issue, since certain quantities, which are non-local in the flow are needed, and therefore, again the use of these methods for unstructured grids is problematic.

A fully CFD-compatibly transition model should posses the following features [2]:

1. Allow the calibrated prediction of onset and the length of transition
2. Allow the inclusion of different transition mechanisms
3. Be formulated locally (no search or line-integration operations)
4. Avoid multiple solutions (same solution for initially laminar or turbulent boundary layer)
5. Do not affect the underlying turbulence model in fully turbulent regimes
6. Allow a robust integration down to the wall with similar convergence as the underlying turbulence model
7. Be formulated independent of the coordinate system
8. Applicable to three-dimensional boundary layers

In 2002, a new transition model, based on the RANS method, was developed by Menter et al. [4], that only required the use of local variables, avoiding the deficiencies of the previous models. Then in 2006, a model was published by Langtry [2], using some ideas from Menter’s paper. The physics is captured by the empirical correlations, and the use of non-local operations is avoided. There are also models for transition being developed that are phenomenological, and based on local variables, however, these models are used less, since the physics of transition is still not entirely understood,
and is an active area of research. For this reason, some authors have argued that correlation-based models are more appropriate candidates for consistent RANS-based transition prediction than their physics-based counterparts [3]. Langtry’s model has a number of deficiencies, such as the lack of Galilean invariance. A new version was published in 2015 by Menter et al. [5], where the Galilean invariance deficiency was removed, and in the future, the focus is likely going to be on this model.

As transition depends on many factors, not all are present in the original model by Langtry. It has been extended for different correlations by a number of authors since the publication, and in this work, the effects of roughness and crossflow-induced transition, based on the works by authors Langel and Chow for roughness [6] and authors Müller and Herbst, for crossflow-induced transition [7], are introduced in the original model, which has already been implemented in OpenFOAM.

In this thesis, the background of the boundary layer theory and transition is given in Chapter 2. The different factors affecting transition are discussed in the next chapter. Chapter 4 deals with the governing equations in this work, including turbulence modelling. The numerical methods, such as discretization and solution methodology are also covered. The transition model is described in detail in Chapter 5, along with the extensions. This is followed by the test cases, beginning with the roughness model, which is tested on some flat plate cases, with and without the pressure gradient. After that, the Onera M6 case is covered, for the crossflow effects in Chapters 6 and 7, respectively. Finally, conclusions are drawn.
2 Boundary Layer Principles and Transition

In fluid mechanics we can distinguish between viscous and inviscid flows. The classification is based on the effects of viscosity, which is a quantity that describes a fluid’s resistance to flow. Fluids have the property to resist the relative motion of immersed objects through them as well as the motion of layers with differing velocities within them. The difference between inviscid and viscous flow is simply that the latter takes viscosity into consideration, while the former does not. The inviscid flow is just an assumption to simplify calculations, and it is important to be aware when it can be applied in the analysis.

For a long time, the importance of viscosity in solving fluid mechanics problems was underestimated. The value of viscosity for the two most significant fluids, air and water, is very low, and so it was believed that its effect and the forces of viscous friction are small. This assumption was wrong and the theoretical results of the Euler’s inviscid equations were quite different than what was observed in the experiments. A major problem at the time, was that the equations involving viscosity, the Navier-Stokes equations, were very complicated to solve. At the beginning of the 20th century, L. Prandtl proved that the flow about a solid can be divided into two regions, a very thin layer in the vicinity of the body, called a boundary layer and the outside region, where friction can be neglected. He was able to simplify the mathematics and took the first step toward the reunification of theory and practice. The boundary-layer theory provided the tools for the development of fluid dynamics [8].

A important application of the boundary-layer theory is that it is used in the calculations of skin-friction drag, which cannot be done using the inviscid assumption, such as in the case of the Euler equations. The boundary layer principles are also used in determining flow separation which greatly affects the pressure distribution. While the potential theory, which assumes an inviscid flow, is used in determining the pressure distribution over airfoils or wings, once separation occurs, the potential theory can no longer be applied by itself.

2.1 Flow Regimes and Boundary Layer

A boundary layer on a flat plate is shown on Figure 1. The fluid, due to viscosity, sticks to the wall, and the velocity relative to the wall is zero. An increase in the streamwise flow velocity can be observed away from the wall, until it is equal to the freestream velocity $u_\infty$. Considering viscous flow, we can distinguish two regimes, the laminar and turbulent. At a high enough Reynolds number, a laminar flow will turn into a turbulent one. The Reynolds number relates the viscous and inertial forces, and if small perturbation are damped out by the viscosity, the flow will remain laminar. The Reynolds number is given by:

$$Re = \frac{\rho u_\infty L}{\mu}$$ (1)
where $\rho$ is the density, $u_\infty$ the freestream velocity, $L$ is a characteristic length of the object and $\mu$ the dynamic viscosity of the fluid.

Laminar and turbulent regimes have an important distinction. When fluids are slow and have a high viscosity, the flow tends to be laminar at the resulting low Reynolds number. It is characterized by layers, or laminas, of air moving at the same velocity. The lines are parallel, smooth and the laminas are not interacting. Observing turbulent flow, chaotic movement can be seen. The flow lines are disorganized, and the flow structure compromised of eddies varying in a wide range of scale. This enhances mixing, increases the heat transfer and makes the turbulent flow very useful in various applications. The turbulent flow will, however, result in higher drag, which in most applications is unwanted. This can be explained with Figure 2, where the difference between the laminar and turbulent boundary layer streamwise velocity profile is shown.
Compared to laminar flow, the boundary layer tends to be bigger in turbulent flows and the friction higher, due to a higher gradient at the wall.

The turbulent boundary layer can be divided into different regions, with different characteristics. Understanding these regions is important in turbulent flow computation. The turbulent boundary layer is shown in Figure 3.

The boundary layer can be divided in three parts. The division is based on the following non-dimensional quantities: a dimensionless velocity \( u^+ \) and a dimensionless distance from the wall \( y^+ \). These quantities are defined as:

\[
\begin{align*}
  u^+ &= \frac{U}{u_\tau}, \\
  y^+ &= \frac{yu_\tau}{\nu},
\end{align*}
\]

(2)

where \( U \) is the velocity parallel to the wall as a function of \( y \), which is the distance from the wall and \( \nu \) is the kinematic viscosity. The friction velocity, \( u_\tau \), is given by:

\[
  u_\tau = \sqrt{\frac{\tau_w}{\rho}}
\]

(3)

where \( \tau_w \) is the shear stress at the wall. The friction velocity is defined as a velocity scale which is based on the friction force at the wall. The overlap layer or log-layer obeys a logarithmic relationship with the distance from the wall. The zone is approximately from \( y^+ = 35 \) to \( y^+ = 350 \). In the log-layer, the velocity profile is:

\[
  u^+ = \frac{1}{\kappa} \ln (E y^+)
\]

(4)

where \( \kappa = 0.4 \) is the Von Kármán constant and \( E = 9.8 \). The viscous sublayer, which is closest to the surface, and takes the zone from the wall to about \( y^+ \leq 5 \) is dominated by viscous effects resulting in a velocity profile \( u^+ = y^+ \). In the buffer layer, the velocity does not obey either of these laws. A fitting that matches data in all of the three regions, and well up to the outermost part of the boundary layer, has been proposed by Spalding [12].
Two important quantities of the boundary layer are the displacement thickness $\delta^*$ and momentum thickness $\theta$. For a compressible boundary layer, they are defined as [12]:

$$\delta^* = \int_0^\infty \left(1 - \frac{\rho}{\rho_e} \frac{u}{u_e}\right) dy$$

$$\theta = \int_0^\infty \frac{\rho}{\rho_e} \frac{u}{u_e} \left(1 - \frac{u}{u_e}\right) dy$$

Physically, the momentum thickness represents the loss of momentum compared to a potential (inviscid) flow, inside the boundary layer. The displacement thickness is the disturbance over which the streamlines outside the boundary layer are shifted due to presence of the boundary layer. The momentum thickness Reynolds number can be formulated as:

$$Re_\theta = \frac{u_e \theta}{\nu}$$

where $u_e$ is the velocity at the edge of the boundary layer. This quantity is important in transition modelling, and will be used in the local correlation-based transition model applied in this work. The shape factor $H$ is defined as the ratio of the displacement thickness and momentum thickness:

$$H = \frac{\delta^*}{\theta}$$

The shape factor can be used a criterion for separation [12].

### 2.2 Transition to Turbulence

The flow does not become turbulent instantly, but undergoes a transition process. Due to external factors, such as a pressure gradient, a surface curvature, roughness, instabilities can develop in a laminar boundary layer causing the transition. The process is called laminar-to-turbulent transition. Typically, the point of minimum friction is the start of transition. The process is considered completed, once the skin friction reaches its fully turbulent value. Transition extend is the region between the start and end of the process. [13]

Morkovin [14] introduced the concept of receptivity, to describe the way in which a certain external disturbance enters the boundary layer and the nature of its signature in the perturbed flow. Depending on a number of factors, different instabilities can develop, together or independently. As the response amplitude grows, nonlinear interactions can occur in the form of secondary instabilities before reaching breakdown phase. In an otherwise 2D flow, the breakdown phase is a 3D phenomenon. It is characterized by a formation of intermittent turbulent spots that grow at a constant rate and independent of each other. The intermittency factor was introduced to quantify the rate of turbulent spot production. Once they are formed, these spots grow in size as they travel downstream. Eventually they merge into a fully turbulent boundary layer, and the transition process is complete. [13]
Figure 4: Transition to turbulence [13].

Figure 4 shows five different paths for transition:

1. **Natural Transition.**
   Natural transition occurs in weak disturbance environment. It is the path A in Figure 4. Breakdown is reached through linear process such as Tollmien Schilinting waves, Gortler or crossflow instabilities.

2. **Bypass Transition.**
   When the disturbance is sufficiently high, turbulent spots can form right away, skipping the growth of linear disturbances, as on path E.

3. **Intermediate Mechanisms**
   According to [15], additional mechanisms have been revealed apart from natural and bypass transition. These are the paths B, C and D.

The transition process in a quiet boundary-layer past a smooth surface, on a flat plate can be seen on Figure 5. Going downstream, the following areas can be observed [12]:

1. Stable laminar flow near the leading edge
2. Unstable two-dimensional Tollmien-Schlichting waves
3. Development of three-dimensional unstable waves and hairpin eddies
4. Cascading vortex breakdown into fully three-dimensional fluctuations
5. Formation of turbulent spots at locally intense fluctuations
6. Coalescence of spots into fully turbulent flow

Figure 5: Flat plate transition [12].

The complexity of the phenomena related to the transition process presented in this chapter illustrates the reason why the physics of transition is still not entirely understood and is an active area of research. For this reason, it is argued that correlation-based models are more appropriate than the phenomenological models. The different factors affecting the transition process have to be studied in order to develop correlations, using which, the effects of these various factors will then be captured by the transition models.
3 Factors Affecting Transition

In this section, different factors affecting transition will be presented, including a sweep angle and roughness which are the topics of this work. Their effects and some techniques to predict them will be discussed.

3.1 Freestream Turbulence

A higher freestream turbulence intensity ($Tu$), will cause an earlier transition onset. At lower values of $Tu$, a natural transition occurs, while at higher, a bypass transition will take place. The freestream turbulence is a very important factor in determining transition as, according to experiment of Schubauer and Skramstad [16], at 0.35% turbulence level, the Reynolds number at which transition occurred dropped to half of its quiet value. Figure 6, shows how the turbulence intensity affects the momentum thickness Reynolds number at the beginning and end of the transition zone.

![Figure 6: Variation of momentum thickness Reynolds number with freestream turbulence intensity [13].](image)

There could be some other freestream disturbances that could unstabilize the laminar flow, such as acoustic noise, excited standing and travelling waves [12].

3.2 Streamwise Pressure Gradient

An adverse pressure gradient in the streamwise direction will destabilize the flow, while the favorable pressure gradient might cause relaminarization. This is illustrated
in Figure 7. In the figure, the momentum thickness Reynolds number is a function of the Thwaites parameter $\lambda_\theta$, which describes the pressure gradient using the momentum thickness $\theta$:

$$\lambda_\theta = \frac{\theta^2 dU}{\nu ds}$$

(9)

where $s$ is the streamwise direction.

Looking at Figure 7, it can be concluded that the adverse pressure gradient has a much stronger impact on accelerating transition, than the favorable pressure gradient on delaying it. While the pressure gradient is constant in the figure, in some other cases, such as airfoils, the pressure gradient tends to vary in the streamwise direction. The pressure gradient history becomes important in such cases.

3.3 Streamwise Surface Curvature

Concave and convex surfaces have an opposite effect on stability. The turbulence level entering a convex curve, is diminished due to the centrifugal acceleration. The boundary layer on an concave surface will become unstable due to the centrifugal forces (see Figure 8) [17]. The result is the formation of secondary flow in the form of counter-rotating vortices with axes parallel to the direction of the mean flow, called Görtler vortices, shown in Figure 9. At present, there are numerous methods to take the effects of curvature into account found in the literature, such as the empirical function proposed by Spalart and Shur [18].
3.4 Leading-edge Sweep

Crossflow transition can occur on swept wings before the streamwise Tollmien-Schlichting waves. This is due to the combination of sweep and pressure gradient. Considering 3D flows, the external velocity vector is not necessarily in the direction of the pressure gradients. Near the surfaces, the external streamlines are curved, which gives rise to crossflow. The pressure gradient does not vary in the wall-normal direction, whereas the streamwise velocity does and because of this, there is no balance between centripetal acceleration and pressure gradient. This will result in a secondary flow in the boundary layer, called crossflow, which is perpendicular to the direction of the inviscid streamline. The instability appears as co-rotating vortices whose axes are aligned to within a few degrees of the local inviscid streamline [20].
leading edge of a swept wing, the surface and the streamlines are highly curved due
to the combined effects of the pressure gradients and sweep angle, which turns the
flow inboard [22]. The streamwise and crossflow components of the velocity inside a
three-dimensional shear layer, are shown in Figure 11 [22]. The crossflow component
has a maximum in the interior of the boundary layer and goes to zero at the wall
and edge of the boundary layer.

![Figure 11: Streamwise and cross flow components of velocity [23].](image)

3.5 Surface Roughness

The primary effects on the boundary layer flow are premature transition, thickening
of fully turbulent boundary layer and increase of turbulent skin friction. In order
to understand the effect of roughness, the height, shape and distribution should be
considered [24].

![Figure 12: Effects of roughness on the turbulent boundary layer [24].](image)

Roughness can have critical or subcritical behaviour. Roughness large enough that
may immediately trigger transition are in the first group. Those with subcritical
behaviour are difficult to predict, and will induce a shift in the transition location.
Integrated effects and time histories need to be considered when modelling such
roughness elements [24]. Roughness elements that have a height lower than the
viscous sublayer in general have a little effect on the transition process, since the disturbances are dissipated away due to high levels of viscous damping [6]. The effect of roughness on the turbulent boundary layer can be seen from Figure 12. There is a shift in the log-law.

Roughness can be classified broadly into three different subsets, two-dimensional roughness, isolated three dimensional roughness and distributed roughness [6]. The different types of roughness affect the transition process in a unique way. 2D roughness amplifies the naturally occurring Tollmien-Schlichting wave dominated transition process [6]. According to Gibbons, compressibility tends to diminish the effect of 2D roughness, and at a certain Mach number, it becomes negligible [25]. Isolated 3D roughness introduces structures like horseshoe and hairpin vortices, which have little effect on transition until height of the roughness reaches a point where transition location moves rapidly upstream. According to Refs. [26,27], discrete 3D roughness elements can be used to delay crossflow transition. Finally, distributed roughness is more difficult to quantify, since one parameter is no longer enough to fully describe the roughness and its respective effects on transition. There have been some attempts to correlate measurable parameters to an equivalent sand grain roughness heights [6].
4 Numerical Methodology

4.1 OpenFOAM Background

In this work, the OpenFOAM software is used [28]. OpenFOAM is an open source software used for continuum mechanics problems. It was developed at the Imperial College during the 1990's and was released under an open source license in 2004. From then until today, it has been constantly developing. Due to this, OpenFOAM has a wide range of models and solvers.

OpenFOAM is mainly a C++ library, used to create executables, which can be either solvers or utilities. Solvers are designed to solve a specific problem in continuum mechanics, while the utilities to manipulate data. It possess a pre- and post-processing environment apart from the CFD solver itself. The entire CFD process, from grid generation to post-processing can be done through the same C++ library. ParaView, however, the post-processing software provided with the regular OpenFOAM package is a stand-alone software.

OpenFOAM allows users to customize and extend its existing functionality. It does not require a license, and it can be executed in parallel without any licensing costs. This is very important for complex problems, where parallelization is required in order to achieve reasonable execution times for simulations. With some pre-requisite knowledge of underlying methods, physics and programming, the user can create new solvers and utilities.

4.2 Governing Equations

The governing equations in this work are based on the Navier-Stokes equations. These are a system of equations consisting of the conservation of mass, conservation of momentum and conservation of energy. The Navier-Stokes equations are based on the continuum assumption. This means that the representative length scale of the system should be much larger that the mean free path of the molecules, for this assumption to hold. The ratio of mean free path $\lambda$, and the representative length scale $l$, is called the Knudsen number, $Kn = \frac{\lambda}{l}$. The Knudsen number is useful for determining whether statistical mechanics or the continuum mechanics formulation of fluid dynamics should be used. The Navier-Stokes equations are valid for $Kn < 0.01$, which applies also in this work, as well as in technical applications in general. If $Kn > 0.1$, the Navier-Stokes equations are not longer valid. In the intermediate region, $0.01 < Kn < 0.1$, the Navier-Stokes equations can be used, but with special boundary conditions. The compressible Navier-Stokes equations in Einstein notation
are given by:

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0 \]  

(10)

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ij}}{\partial x_j} \]  

(11)

\[ \frac{\partial (\rho E)}{\partial t} + \frac{\partial (\rho E + p) u_j}{\partial x_j} = \frac{\partial (u_j \sigma_{ij})}{\partial x_j} - \frac{\partial q_j}{\partial x_j}, \]  

(12)

where \( \rho \) is the density, \( p \) is the pressure, \( u \) is the velocity in different directions, \( i, j, k \), of the cartesian coordinate system and \( E \) is the total energy per mass unit. The stress tensor \( \sigma_{ij} \) is defined as

\[ \sigma_{ij} = 2\mu S_{ij} - \frac{2}{3}\mu \delta_{ij} S_{kk} \]  

(13)

where \( \mu \) is the dynamic viscosity and \( \delta \) the Kronecker delta, which is 1 if \( i = j \) and 0 otherwise. The strain rate \( S \) is given by:

\[ S_{ij} = \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \]

In this work, the flow is assumed to be incompressible and isothermal, and so the equations become:

\[ \frac{\partial u_i}{\partial x_i} = 0 \]  

(14)

\[ \frac{\partial u_i}{\partial t} + \frac{\partial (u_i u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \nu \frac{\partial u_i}{\partial x_j} \right) - \frac{1}{\rho} \frac{\partial p}{\partial x_i} \]  

(15)

where the energy equation has been removed, assuming incompressible and isothermal flow, and the first two, conservation mass and momentum are simplified. The density is constant, in space and time, and so the partial derivatives with respect to time and space are zero.

**Turbulence modelling**

As mentioned in the introduction, the RANS approach is much less computationally expensive than DNS and LES. The use of steady CFD methodologies (RANS) has advantages in that it can be used early in the design process because it is more efficient than the unsteady computation. In this approach, the governing equations are averaged in time, as seen in Figure 13. The effects of turbulence on the average flow field are modelled. The variables are separated into an average and fluctuating part. In the case of velocity:

\[ u = \bar{u} + u' \]  

(16)
The time averaging of the velocity is defined as

$$\bar{u}(x) = \frac{1}{T} \int_{0}^{T} u(x, t) dt$$

(17)

Time $T$ must be larger than the temporal fluctuations but smaller than temporal variations of interest. Applying the averaging process to the continuity equation:

$$\frac{\partial p_i}{\partial x_i} = 0$$

(18)

Since the continuity equation is linear, there are no extra terms after the averaging process. In the momentum equation, Eq. (15), the convection terms are nonlinear, and after averaging, extra terms are obtained, the Reynolds stress terms: $\bar{u}_i'u_j'$

$$\frac{\partial p_i}{\partial t} + \frac{\partial p_i}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \nu \frac{\partial p_i}{\partial x_j} - \bar{u}_i'u_j' \right) - \frac{1}{\rho} \frac{\partial \rho}{\partial x_i}$$

(19)

The goal is to calculate the Reynolds stress from Eq. (19). There are three main categories of RANS-based turbulence models, and they are: Linear eddy viscosity models, nonlinear eddy viscosity models and the Reynolds stress model (RSM). In this work, a linear eddy viscosity model is used, which means that the Reynolds stresses are approximated as:

$$- \bar{u}_i'u_j' = \nu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} k \delta_{ij}$$

(20)

which is known as the Boussinesq hypothesis [29]. Assuming constant turbulent viscosity, the Reynolds stresses become:

$$\frac{\partial}{\partial x_j}(-\bar{u}_i'u_j') = \frac{\partial}{\partial x_j} \left[ \nu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] = \frac{\partial}{\partial x_j} \left( \nu_t \frac{\partial u_i}{\partial x_j} \right)$$

(21)

Inserting the relation into the momentum equation:

$$\frac{\partial p_i}{\partial t} + \frac{\partial p_i}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ (\nu + \nu_t) \frac{\partial p_i}{\partial x_j} \right] - \frac{1}{\rho} \frac{\partial \rho}{\partial x_i}$$

(22)
In order to solve the equation, it is necessary to obtain the turbulent viscosity \( \nu_t \). This can be done in different ways depending on the turbulence model that is chosen. In this work, a two-equation turbulence model is used, called the SST \( k - \omega \) model. The model was first published by Menter in 1994 [30]. The basis was the \( k - \omega \) model of Wilcox [31], and the standard \( k - \epsilon \) closure [32]. The idea behind the model is to use the \( k - \omega \) model in the sublayer of the boundary layer and switch to a transformed \( k - \epsilon \) model elsewhere. The two transport equations are:

\[
\frac{\partial}{\partial t}(\rho k) + \frac{\partial}{\partial x_j}(\rho u_j k) = P_k - D_k + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_k \nu_k) \frac{\partial k}{\partial x_j} \right]
\]

(23)

\[
\frac{\partial}{\partial t}(\rho \omega) + \frac{\partial}{\partial x_j}(\rho u_j \omega) = \alpha \frac{P_k}{\nu_t} - D_\omega + C_d \omega + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_k \mu_k) \frac{\partial \omega}{\partial x_j} \right]
\]

(24)

where \( k \) is the turbulence kinetic energy and \( \omega \) is the specific turbulent dissipation rate. \( C_d \) is the cross diffusion term, \( P \) represents the production terms, while \( D \) the destruction terms. The two models are blended using the \( F_1 \) function, which is applied as:

\[
\phi = F_1 \phi_1 + (1 - F_1) \phi_2
\]

(25)

where \( \phi_1 \) and \( \phi_2 \) are model coefficients from the two turbulence models \( k - \omega \) and \( k - \epsilon \), respectively. The model coefficients as well as the blending function \( F_1 \) can be found in Menter’s publication [30]. After solving the two transport equations, the turbulent viscosity can be found from the relation:

\[
\nu_t = \frac{k}{\omega}
\]

(26)

### 4.3 Discretization of Equations

In order to solve the equations, they have have to be cast into a discrete form. There are various ways of doing this, and in this work the finite-volume method (FVM) is used. Other methods often used in CFD are finite differences and the finite element method.

Some advantages of the finite-volume method are that, similarly to the finite element method, it allows the use of arbitrary geometries, either structured or unstructured meshes. Another important feature, from the definition of the method, is that numerical fluxes are conserved locally, from one cell to the neighbour. This is an important feature when modelling problems where the flux is important, like in fluid mechanics [33]. In the finite-volume approach, the solution domain is divided into small control volumes. They are continuous and fill the domain completely without overlapping each other. The governing equations are integrated over these cells and the values are cell-averaged. Two such cells are presented in Figure 14.

The variables are stored at the centroids of the cells, which are located at points \( P \) and \( N \), as shown in Figure 14. The cells are connected by faces \( f \), which bound
the cells, and each face is owned by an adjacent cell while the other is called the
neighbouring cell. \( |S_f| \) is the face area and \( \mathbf{n} \) a unit normal vector, pointing towards
the neighbour. The mesh in OpenFOAM is unstructured. The cells are not ordered
in any way and are connected to each other only through faces, and not by any
special indexing system, as in structured grids. [28]

A general form of a transport equation is used in order to illustrate the discretization
process.

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot (\mathbf{U} \phi) = \nabla \cdot (\alpha \nabla \phi) + q\phi
\]  

(27)

The equation is integrated over a control volume

\[
\int_V \frac{\partial \phi}{\partial t} dV + \int_V \nabla \cdot (\mathbf{U} \phi) dV = \int_V \nabla \cdot (\alpha \nabla \phi) dV + \int_V q\phi
\]

(28)

The time derivative and source terms are just multiplied by the cell volume. Different
schemes for the time derivative can be chosen. If the implicit Euler method is used,
the discretization would be:

\[
\int_V \frac{\partial \phi}{\partial t} \approx \frac{(\phi V)^{n+1} - (\phi V)^n}{\Delta t}
\]

(29)

The convection and diffusion terms are handled differently. The Gauss divergence
theorem is applied on them, where the volume integral is transformed into a surface
integral, and the convection term would become:

\[
\int_V \nabla \cdot (\mathbf{U} \phi) dV = \int_S \phi \mathbf{U} \cdot d\mathbf{S}
\]

(30)

The surface integral is a sum over the discrete parts.

\[
\int_V \nabla \cdot (\mathbf{U} \phi) dV = \int_S \phi \mathbf{U} \cdot dS \approx \sum_f \phi \mathbf{U} \cdot S_f
\]

(31)
Applying the method on the diffusion term, as in convection, the discrete form of the transport equation is obtained:

\[ V_P \frac{\partial \phi}{\partial t} + \sum_f \phi \mathbf{U} \cdot \mathbf{S}_f = \sum_f (\alpha \nabla \phi) \cdot \mathbf{S}_f + V_P q_\phi \]  

(32)

After applying the Gauss divergence theorem, certain variables (\( \mathbf{U}, \alpha, \phi \)) are now expressed at the face of the cells. Since variables are stored at the centroids of the cells, they have to be interpolated. This can be done in different ways, using schemes such as the upwind scheme, central difference or high resolution schemes, which involve the limiter function. As examples, the upwind and central difference schemes will be presented. The upwind scheme is solution sensitive in that it determines the \( \phi_f \) from the direction of the flow.

\[ \phi_f = \begin{cases} \phi_P, & \mathbf{U} \cdot \mathbf{S}_f \geq 0 \\ \phi_N, & \mathbf{U} \cdot \mathbf{S}_f < 0 \end{cases} \]  

(33)

The Taylor series expansion of a variable about a centroid \( P \) [34]:

\[ \phi(x, y) = \phi_P + (\nabla \phi)_P \cdot \Delta \mathbf{r} + O(|\Delta \mathbf{r}|^2) \]  

(34)

if \( \mathbf{r} \) is the distance vector from \( P \) to the face, the face value can then be expressed as follows

\[ \phi_f = \phi_P + (\nabla \phi)_P \cdot \Delta \mathbf{r} \]  

(35)

where by using the linear interpolation for the gradient term, the central difference scheme is obtained. The magnitude of the neglected terms is proportional to the square of the distance vector, and so it is second-order accurate. The upwind scheme is first-order accurate.

4.4 The Solution Algorithm

Since we are solving steady-state incompressible flows, the SIMPLE algorithm is used, first published by Patankar and Spalding [35]. It stands for Semi-Implicit method for Pressure-Linked Equations. For an unsteady flow, the PISO method, first proposed by Issa [36], tends to be used more often, however, in this work, no such a cases are simulated. SIMPLE and PISO fall into a category of the pressure correction methods. Although pressure correction methods were developed for incompressible flow, some variations for compressible flow also exist. The SIMPLE algorithm is implemented in OpenFOAM in the following manner [37]:

The momentum equation can be written as:

\[ a_P \mathbf{U}_P = H(\mathbf{U}) - \nabla p \]  

(36)

\( \mathbf{U}_P \), the velocity vector of node \( P \), is then expressed as (see Figure 14)

\[ \mathbf{U}_P = \frac{H(\mathbf{U})}{a_P} - \frac{\nabla p}{a_P} \]  

(37)
where $H(U)$ consists of two parts, a transport part which consists of matrix coefficients for all neighbours multiplied by the corresponding velocities, and a source part including all other source terms than the pressure gradient:

$$H(U) = -\sum a_N U_N + \frac{U''}{\Delta t}$$  \hspace{1cm} (38)

The discretized continuity equation is:

$$\nabla \cdot U = \frac{1}{V_p} \sum_f S \cdot U_f = 0$$  \hspace{1cm} (39)

The face velocities are interpolated, similar to Eq. (37), as:

$$U_f = \left( \frac{H(U)}{a_P} \right)_f - \left( \frac{\nabla p}{a_P} \right)_f$$  \hspace{1cm} (40)

Eq. (40) is inserted in the in Eq. (39), and the pressure equation is obtained:

$$\nabla \cdot \left( \frac{1}{a_P} \nabla p \right) = \nabla \cdot \left( \frac{H(U)}{a_P} \right) = \sum_f S \cdot \left( \frac{H(U)}{a_P} \right)_f$$  \hspace{1cm} (41)

The SIMPLE algorithm is iterative and can be summarized as follows

1. Apply boundary conditions.
2. The discretized momentum equation is solved in order to find the intermediate velocity field. The pressure field from the previous iteration is used for the pressure terms. The equation is under-relaxed
3. The mass flux is calculated at the cells faces, which is then used for the pressure equations.
4. Solve the pressure equations and apply under-relaxation
5. The mass fluxes are corrected at the cell faces, using the results from the previous step.
6. The velocities are updated based on the new pressure field
7. The boundary conditions are updated
8. Repeat all till convergence.

The discretized governing equations form a system of algebraic equations. A general equation system can be written:

$$A \phi = Q$$  \hspace{1cm} (42)
In CFD, such systems of equations are large and sparse, which means that only a few non-zero elements are present. Special algorithms can be applied to such systems. Used in this work are the preconditioned biconjugate gradient (PBiCG) and the generalized geometric-algebraic multi-grid (GAMG), described in Ref. [38]. PBiCG is used for all equations except the pressure equation. PBiCG is based on the conjugate gradient method. The idea behind this method is to reformulate the problem of solving the matrix equations as a minimization problem. The pressure equation is solved using GAMG. The solver starts with the matrix equation on the finest level, which is the computational grid. Then, step by step, the grid is coarsened until a certain level is reached and then it is refined again. The GAMG is a good choice for solving the pressure equation and is recommended by OpenFOAM documentation. It is an algebraic multi-grid solver. The idea behind such solvers is to use a coarse grid with fast solution times to smoothen out high frequency errors and to generate a starting solutions of the finer grid. This can be done by geometric coarsening of the grid (geometric multi-grid) or regardless of the geometry by applying the principles directly to the matrix (algebraic multi-grid). The iterations are also performed faster on the coarse level.
5 Local Correlation-Based Transition Model

5.1 Base Model

The transition model used in this thesis is based on the paper by Menter and Langtry published in 2009 [39]. The original model was published in 2006 [2], however, some empirical correlations were missing from this document, which were finally published in the paper from 2009. Because of this, there have been different attempts to define these correlations, such as the one by Malan et al. [40,41]. The model is based on two transport equations, one for intermittency and another one for the transition onset Reynolds number. While in turbulence modelling the transport equation attempts to model the physics, the purpose of the transport equations in this model is only to form a framework for the implementation of the model into a general purpose CFD methods. The purpose of the transition onset momentum thickness Reynolds number is to capture the non-local influence of turbulence intensity and pressure gradient. The intermittency transport equation is then coupled with a turbulence model, in this case with the SST $k - \omega$ model, although it can be coupled with other turbulence models, such as the Spalart-Alamaras from the work of Medida [13].

5.1.1 Vorticity Reynolds number

The main idea behind the model is the use of the Van Driest and Blumer’s vorticity Reynolds number concept [42] to link the transition onset Reynolds number from an empirical correlation and local boundary-layer quantities. This is the way that the model avoids the need to integrate the boundary-layer quantities, which is difficult to perform in 3D cases. The vorticity or alternatively the strain-rate Reynolds number used in this work is defined as

$$Re_v = \frac{\rho y^2 \partial u}{\mu \partial y} = \begin{cases} \approx \frac{\rho y^2 \Omega}{\nu}, \\ \approx \frac{\rho y^2 S}{\nu_p}, \end{cases}$$

(43)

where $y$ is the distance from the nearest wall, $\Omega$ is the absolute value of the vorticity and $S$ the absolute value of the strain rate. All quantities can easily be computed at each grid point in an unstructured, parallelized Navier-Stokes code.

In Figure 15, the scaled profile of the vorticity Reynolds number is shown. It is divided by 2.193 in order to have a maximum value of one inside the boundary layer. The momentum thickness Reynolds number is proportional to the maximum of the profile and is linked to the vorticity Reynolds number with the following relation:

$$Re_\theta = \frac{\max (Re_v)}{2.193}$$

(44)
5.1.2 Intermittency

The transport equation for intermittency $\gamma$ is developed in this section. The purpose is to solve the intermittency, which is then coupled with the turbulence model.

While in most applications, intermittency is defined as zero in the freestream and one as the fully turbulent state is reached, in this work, the freestream intermittency is set to one. This has a number of advantages, and it is particularly important in stagnation regions and near the boundary layer edge, where the original formulation interfered with the turbulence model. The transport equation for intermittency is given by:

$$\frac{\partial (\rho \gamma)}{\partial t} + \frac{\partial \rho (u_j \gamma)}{\partial x_j} = P_\gamma - E_\gamma + \frac{\partial}{\partial x_j} \left( \left( \mu + \mu_t^f / \sigma_f \right) \frac{\partial \gamma}{\partial x_j} \right)$$

(45)

where $\sigma_f$ is the corresponding Schmidt number. The production source term is:

$$P_\gamma = F_{\text{length}} c_1 \rho S \left[ \gamma F_{\text{onset}} \right]^{0.5} \left(1 - c_{e1} \gamma \right)$$

(46)

$F_{\text{length}}$ controls the length of the transition region, while $F_{\text{onset}}$ controls the transition onset location. The destruction/relaminarization source term is:

$$E_\gamma = c_{e2} \rho \Omega \gamma F_{\text{turb}} (c_{e2} \gamma - 1)$$

(47)

The following functions need to be defined:

$$Re_v = \frac{\rho y^2 S}{\mu}$$

(48)

$$F_{\text{onset}} = \max \left( F_{\text{onset2}} - F_{\text{onset3}}, 0 \right)$$

(49)

$$F_{\text{onset1}} = \frac{Re_v}{2.913 \cdot Re_{\theta c}}$$

(50)
\[ F_{\text{onset}2} = \min \left( \max (F_{\text{onset}1}, F_{\text{onset}1}^4), 2.0 \right) \] (51)

\[ F_{\text{onset}3} = \max \left[ 1 - \left( \frac{RT}{2.5} \right)^3, 0 \right] \] (52)

\[ RT = \frac{\rho k}{\mu \omega} \] (53)

\( Re_{\theta c} \) is the critical value for the Reynolds number, used to determine where the intermittency first starts to increase. The length of the transition zone \( F_{\text{length}} \) and \( Re_{\theta c} \) are empirical correlations. \( F_{\text{length}} \) is obtained from [39]:

\[
F_{\text{length}} = \begin{cases} 
\left[ 398.189 \cdot 10^{-1} + (-119.270 \cdot 10^{-4}) \tilde{Re}_{\theta t} 
\right. \\
\left. + (-132.567 \cdot 10^{-6}) \tilde{Re}_{\theta t}^2 \right], & \tilde{Re}_{\theta t} < 400 \\
\left[ 263.404 + (-123.939 \cdot 10^{-2}) \tilde{Re}_{\theta t} 
\right. \\
\left. + (194.548 \cdot 10^{-5}) \tilde{Re}_{\theta t}^2 + (-101.695 \cdot 10^{-8}) \tilde{Re}_{\theta t}^3 \right], & 400 \leq \tilde{Re}_{\theta t} \leq 596 \\
[0.5 - (\tilde{Re}_{\theta t} - 596.0) \cdot 3.0 \cdot 10^{-4}], & 596 \leq \tilde{Re}_{\theta t} \leq 1200 \\
[0.3188], & 1200 \leq \tilde{Re}_{\theta t} \end{cases} \] (54)

where \( \tilde{Re}_{\theta t} \) is the local transition onset momentum thickness Reynolds number defined in the next subsection. \( F_{\text{length}} \) needs to be limited in the viscous sublayer. A sharp increase in \( y^+ \) inside the viscous sublayer, could cause a sharp increase in the skin friction, due to the dependence of \( F_{\text{length}} \) on \( \tilde{Re}_{\theta t} \). This is corrected with the following equation:

\[ F_{\text{length}} = F_{\text{length}} (1 - F_{\text{sublayer}}) + 40.0 \cdot F_{\text{sublayer}} \] (55)

where the \( R_\omega \) and \( F_{\text{sublayer}} \) are:

\[ R_\omega = \frac{\rho y^2 \omega}{500 \mu} \] (56)

\[ F_{\text{sublayer}} = e^{-\left( \frac{\tilde{Re}_{\theta t}}{100} \right)^2} \] (57)

The \( Re_{\theta c} \) needed for the \( F_{\text{onset}1} \) is obtained from [39]:

\[
Re_{\theta c} = \begin{cases} 
[\tilde{Re}_{\theta t} - (396.035 \cdot 10^{-2} + (-120.656 \cdot 10^{-4}) \tilde{Re}_{\theta t} + (868.230 \cdot 10^{-6}) \tilde{Re}_{\theta t}^2] \\
+ (-696.506 \cdot 10^{-9}) \tilde{Re}_{\theta t}^3 + (174.105 \cdot 10^{-12}) \tilde{Re}_{\theta t}^4 \right], & \tilde{Re}_{\theta t} \leq 1870 \\
[\tilde{Re}_{\theta t} - (593.11 + (\tilde{Re}_{\theta t} - 1870.0) \cdot 0.482)], & \tilde{Re}_{\theta t} > 1870 \end{cases} \] (58)
The model coefficients are:

\[ c_{e1} = 1.0; \quad c_{a1} = 2.0; \quad c_{e2} = 5.0; \quad c_{a2} = 0.06; \quad \sigma_f = 1.0 \]  \hspace{1cm} (59)

For the case where a flow separation takes place, additional modelling is required. Once a laminar boundary layer separates, the transition model would predict the turbulent reattachment too far downstream. It was proposed that the problem is due to the turbulent kinetic energy \( k \) growing too slowly in the separating shear layer to enable accurate reattachment [2]. To solve the problem, the intermittency is allowed to increase above the freestream value of one when separation occurs. The \( \gamma_{sep} \) variable was introduced:

\[ \gamma_{sep} = \min \left\{ s_1 \max \left( 0, \left( \frac{Re_v}{3.235 \bar{Re}_{\theta c}} \right) - 1 \right), F_{\text{reattach}} \right\} F_{\theta t} \]  \hspace{1cm} (60)

where \( F_{\text{reattach}} \) and \( s_1 \) are:

\[ F_{\text{reattach}} = e^{-\left( \frac{Re_v}{200} \right)^4} \]  \hspace{1cm} (61)

\[ s_1 = 2 \]  \hspace{1cm} (62)

The ratio of \( Re_v \) and \( \bar{Re}_{\theta c} \) is used as a measure of the size of laminar separation, since \( Re_v \) becomes much larger than the momentum thickness Reynolds number. When finally coupling the transport equations with the turbulence model, an effective intermittency \( \gamma_{eff} \) is defined as

\[ \gamma_{eff} = \max (\gamma, \gamma_{sep}) \]  \hspace{1cm} (63)

At the boundaries, the intermittency is set to \( \gamma = 1 \) at the inlet, and zero gradient is applied at the wall.

### 5.1.3 Transition momentum thickness Reynolds number

In order to obtain the value of \( \bar{Re}_{\theta t} \) needed for the intermittency equation, the transport equation for \( \bar{Re}_{\theta t} \) has to be solved. The experimental correlations relate the Reynolds number of transition to the turbulence intensity and other quantities in the freestream. However, the turbulence intensity can change strongly in the domain, therefore, setting one global quantity is not acceptable. The transport equation is used to pass the information about the freestream conditions into the boundary layer, as only local quantities can be used.

\[ \frac{\partial (\rho \bar{R}_{\theta t})}{\partial t} + \frac{\partial (\rho u_j \bar{R}_{\theta t})}{\partial x_j} = P_{\theta t} + \frac{\partial}{\partial x_j} \left[ \sigma_{\theta t} (\mu + \mu_t) \frac{\partial \bar{R}_{\theta t}}{\partial x_j} \right] \]  \hspace{1cm} (64)

where \( \sigma_{\theta t} \) is a model coefficient. The source term \( P_{\theta t} \) is created so that it forces \( \bar{R}_{\theta t} \) to be the same as the local value of \( R_{\theta t} \) calculated by empirical correlation [39]:

\[ P_{\theta t} = c_{\theta t} \frac{\rho}{l} (R_{\theta t} - \bar{R}_{\theta t})(1.0 - F_{\theta t}) \]  \hspace{1cm} (65)
The time scale \( t = 500 \mu / \rho U^2 \) is defined for dimensional reasons. It was determined based on dimensional analysis with the main criteria being that it had to scale with the convective and diffusive terms in the transport equations. \( F_{\theta t} \) is a blending function which is used to turn off the source term in the boundary layer and allow \( \tilde{R}e_{\theta t} \) to diffuse in from the freestream. It is calculated from:

\[
F_{\theta t} = \min \left\{ \max \left[ F_{\text{wake}} \cdot e^{-\left( \frac{y}{\delta} \right)^4}, 1.0 - \left( \frac{\gamma - 1/c_{2}}{1.0 - 1/c_{2}} \right)^2 \right], 1.0 \right\}
\] (66)

The following parameters need to be defined:

\[
\theta_{BL} = \frac{\tilde{R}e_{\theta t} \mu}{\rho U}; \quad \delta_{BL} = \frac{15}{2} \theta_{BL}; \quad \delta = \frac{50 \Omega y}{U} \cdot \delta_{BL}
\] (67)

\[
Re_{\omega} = \frac{\rho \omega y^2}{\mu} \quad F_{\text{wake}} = e^{-\left( \frac{Re_{\omega}}{10^5} \right)^2}
\] (68)

The model coefficient are:

\[
c_{\theta_t} = 0.03; \quad \sigma_{\theta_t} = 2.0
\] (69)

In order to calculate \( Re_{\theta} \), needed for the \( \tilde{R}e_{\theta t} \) transport equation, empirical correlations are used. The correlation is based on two variables, the pressure gradient parameter \( \lambda_{\theta} \) and \( Tu \), the local turbulence intensity in percentages.

\[
\lambda_{\theta} = \frac{\rho \theta_{L}^2 dU s}{\mu ds}
\] (70)

\[
Tu = 100 \frac{\sqrt{2k/3}}{U}
\] (71)

Term \( dU/ds \) is the acceleration along the streamwise direction and it can be computed in the following manner:

\[
\frac{dU}{ds} = \frac{u}{U} \frac{dU}{dx} + \frac{v}{U} \frac{dU}{dy} + \frac{w}{U} \frac{dU}{dz}
\] (72)

where the velocity magnitude \( U \) is:

\[
U = (u^2 + v^2 + w^2)^{1/2}
\] (73)

and the derivatives are found from:

\[
\frac{dU}{dx} = \frac{1}{2U} \left[ 2u \frac{du}{dx} + 2v \frac{dv}{dx} + 2w \frac{dw}{dx} \right]
\] (74)

\[
\frac{dU}{dy} = \frac{1}{2U} \left[ 2u \frac{du}{dy} + 2v \frac{dv}{dy} + 2w \frac{dw}{dy} \right]
\] (75)

\[
\frac{dU}{dz} = \frac{1}{2U} \left[ 2u \frac{du}{dz} + 2v \frac{dv}{dz} + 2w \frac{dw}{dz} \right]
\] (76)
The empirical correlations are computed from [39]:

\[
Re_\theta t = \begin{cases} 
1173.51 - 589.428 Tu + \frac{0.2196}{Tu^2} F(\lambda_\theta), & Tu \leq 1.3 \\
331.50[Tu - 0.5658]^{-0.671} F(\lambda_\theta), & Tu > 1.3 
\end{cases}
\]

(78)

\[
F(\lambda_\theta) = 1 - \left[-12.986\lambda_\theta - 123.66\lambda^2 - 405.689\lambda^3 e^{-|\frac{Tu}{1.6}|^{1.5}}\right] e^{-|\frac{Tu}{1.6}|} \\
\lambda_\theta \leq 0
\]

(79)

\[
F(\lambda_\theta) = 1 + 0.275 \left[1 - e^{-|35.0\lambda_\theta|}\right] e^{-|\frac{Tu}{1.6}|} \\
\lambda_\theta > 0
\]

(80)

The following parameters are limited for robustness:

\[-0.1 \leq \lambda_\theta \leq 0.1 \quad Tu \geq 0.027\% \quad Re_\theta t \geq 20
\]

(82)

At the inlet, the boundary condition is solved from \(Re_\theta t\) empirical correlations. On the walls, the zero normal flux is used.

5.1.4 Coupling with the turbulence model

In this work, the transition model is coupled with the SST \(k - \omega\) turbulence model. The original form is given by Eqs. (23) and (24). The model is modified in order to incorporate the transition model, and is given by:

\[
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_j} (\rho u_j k) = \bar{P}_k - \bar{D}_k + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_k \nu_k) \frac{\partial k}{\partial x_j} \right]
\]

(83)

\[
\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_j} (\rho u_j \omega) = \alpha \frac{P_k}{\nu_t} - D_\omega + C d_\omega + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_k \mu_k) \frac{\partial \omega}{\partial x_j} \right]
\]

(84)

The modified production and destruction terms are:

\[
\bar{P}_k = \gamma_{eff} P_k
\]

(85)

\[
\bar{D}_k = \min (\max (\gamma_{eff}, 0.1), 1.0) D_k
\]

(86)

Where \(P_k\) and \(D_k\) are the production and destruction terms from the original equation. The modified blending function and related variables are:

\[
F_1 = \max (F_{1orig}, F_3)
\]

(87)

\[
R_y = \frac{\rho y \sqrt{k}}{\mu}
\]

(88)

\[
F_3 = e^{-|\frac{R_y}{120}|^8}
\]

(89)

It was found that the blending function can change from 1.0 to 0.0 in the middle of the laminar boundary layer [2]. This is undesirable, and so it is fixed to be equal to 1.0 always in the laminar boundary layer.
5.2 Model Extension

In this section, the model extensions for the roughness- and crossflow-induced transition will be presented. The implementation in OpenFOAM is shown in Appendix A.

5.2.1 Roughness effects

The roughness extension is based on the work by Langel et al. [6], and is presented in this section. In order to account for the effects of an additional transport equation is introduced into the transition model. The transport equations is for a variable called *Roughness Amplification*, $A_r$ and is given:

$$\frac{\partial (\rho A_r)}{\partial t} + \frac{\partial (\rho u_j A_r)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \sigma_{ar}(\mu + \mu_t) \frac{\partial A_r}{\partial x_j} \right] \quad (90)$$

where $\sigma_{ar}$ is a model constant. $A_r$ is transported by convection and diffusion through the flow field, and this behaviour enables the flow history effects to be taken into account. The roughness-induced amplification of disturbances can show a large lag between the amplification location and the position where the boundary layer reacts to the distortion. Such a phenomenon is a flow history effect, and can be accounted for by transport equations. In order to link $A_r$ to the original transition model, the source term of the $Re_{\theta t}$ transport equation, Eq. (64), is modified:

$$P_{\theta t,mod} = c_{\theta t} \rho \left[ (Re_{\theta t} - Re_{\theta t})(1 - F_{\theta t}) - F_{A_r} \right] \quad (91)$$

$F_{A_r}$ is determined according to [6] as

$$F_{A_r} = \begin{cases} \frac{c_{Ar}^2}{3} (A_r)^3, & A_R < C_{Ar} \\ c_{Ar}^3 (A_r - C_{Ar}) + c_{Ar}^2 C_{Ar}^3, & A_r \geq C_{Ar} \end{cases} \quad (92)$$

The boundary conditions for the $\omega$-equation are changed from the original SST model to

$$\omega_{wall} = 10 \frac{6\nu}{\beta \left( \Delta y \right)^2}, \quad \text{where} \quad \beta = 0.09 \quad (93)$$

where $\Delta y$ represents the normal distance from the wall to the nearest grid point. The modification is done according to the following relationships

$$\omega_{rough} = \frac{\mu_r^2 S_r}{\nu} \quad \text{with} \quad \mu_r = \sqrt{\frac{\tau_{\theta}}{\rho \omega}} \quad (94)$$

Variable $S_r$ is dependent on the dimensionless surface roughness $k^+$ as

$$S_r = \begin{cases} \left( \frac{50}{k^+} \right)^2 & \text{if} \quad k^+ \leq 25 \\ \frac{100}{k^+} & \text{if} \quad k^+ > 25 \end{cases} \quad (95)$$
where $k^+$ is defined as:

$$k^+ = \sqrt{\frac{\tau_w k_s}{\nu}}$$  \hspace{1cm} (97)

The boundary condition for $A_r$ is given by

$$A_r|_{wall} = c_{A_r1} k^+$$  \hspace{1cm} (98)

and the model coefficients are:

$$c_{A_r1} = 8.0 \quad c_{A_r1} = 0.0005 \quad c_{A_r1} = 2.0 \quad c_{A_r1} = 10.0$$  \hspace{1cm} (99)

### 5.2.2 Crossflow effects

The crossflow extension is based on the work by Müller et al. [7]. There are different attempts to include the crossflow effects into the base model, such as the one by Seyfert and Krumbein [43], which has the deficiency that it requires the sweep angle to be given as a boundary condition. The model by Watanabe et al. [44] lacks the ability to capture the flow history effects. To the author’s knowledge, the model by Müller et al. is the most recent attempt to include the crossflow effects into the local-correlation based transition model. According to the publication, in order to add the crossflow effects to the transition model, the source term for $Re_{\theta t}$ is changed. The following is added to Eq. (64):

$$P_{CF} = -\min\left(\max\left[0, \left(\frac{\rho}{1000} \cdot \left(\frac{Re_H}{6}\right)^{c_1} \cdot (Re_{\Omega})^{c_2} \cdot \left(\frac{12\theta}{y}\right)^{c_3} - c_4 \right) \cdot c_5, c_6\right]\right)$$  \hspace{1cm} (100)

$P_{CF}$ is always negative, because lowering $Re_{\theta t}$ triggers transition. $Re_H$ is the Reynolds number based on the local helicity, and is defined as

$$Re_H = \frac{\theta}{\nu} \sqrt{\theta H}$$  \hspace{1cm} (101)

where $H$, the helicity, is defined as

$$H = |U \cdot \omega|$$  \hspace{1cm} (102)

where $\omega$ is the vorticity and $U$ the velocity vector. Helicity is at maximum when the flow is rotating around the velocity vector. Exactly this is observed in the area of crossflow instabilities in an accelerated boundary layer. The Reynolds number based on vorticity is defined:

$$Re_{\Omega} = \frac{\rho y^2 \Omega}{\mu}$$  \hspace{1cm} (103)

Similar to the original formulation of Langtry and Menter, though it is based on the magnitude of the vorticity tensor $\Omega$. Term $\frac{\theta}{y}$ is used for correction. It was found that $Re_H$ based on $\theta$ works well only in a few cases. Better results were obtained by using $y$ instead on some other cases. The term was added to vary the two characteristic length scales independent of each other.
Unfortunately $\theta$ was not defined in the publications, however, in a previous paper, by the same author, it was defined as

$$
\theta = \frac{Re \nu}{2.193 \bar{U} \bar{\rho}}
$$

(104)

The coefficient used in the model are:

$$
c_1 = 0.548, \quad c_2 = 0.1912, \quad c_3 = -0.298, \quad c_4 = 0.0, \quad c_5 = 60.0, \quad c_6 = 1666.5
$$

(105)

The constants show the strong influence of the helicity Reynolds number, since it is weighted by $c_1$, and $c_1 > c_2 > c_3$. 
6 Validation of Roughness-induced Transition

The roughness extension is tested against three flat plate cases: a zero-pressure gradient, a favorable-pressure gradient and an adverse-pressure gradient. The results are compared with those from Langel and Chow publication [6]. Since the transition model is sensitive to convection schemes [2], it is important to emphasize which schemes are used. The scheme used for the convection terms is the linear-upwind method in all cases, which has a second-order accuracy.

The grids were created following the guidelines by Langtry [2], since the transition model showed great dependencies on the grid. Following flat plate tests, it was found by Langtry that when $y^+$ is between 0.001 and 1, the grid has a very little effect on the solution. Once it is increased above 8, the point of transition onset starts to move upstream. Below 0.001, the point of transition onset moves downstream. The wall normal expansion ratio also has an effect on the solution. For values of 1.2 and 1.4, the transition onset point moved upstream in the study. Finally, the streamwise grid refinement is important to consider, since the grid has to be well resolved, otherwise the transition point can move upstream. Having these results in mind, the grids were tested until grid independent solutions were found. For all test cases, the grid was adjusted, so that the $y^+$ is varied between $0.2 < y^+ < 1$ along the plate.

According to the publication by Langel and Chow [6], all three simulations were done with $Ma = 0.1$. This was applied also in this thesis, except in the adverse pressure gradient, because the point of transition could not move further downstream to the value given in the publication, by lowering the turbulence intensity. To match the results, the turbulence intensity had to be changed somewhat for all cases. The reason could be differences in the implementation of the transition model in OpenFOAM and in OVERFLOW-2 [6], which was used by Langel and Chow. In their publication, the freestream intensity had to be adjusted for the favorable pressure gradient case, to match the transition onset with another publication [45], and the reasoning was that the difference in the implementation could be the issue. The eddy viscosity ratio $\mu_r/\mu = 9$ was applied to all cases, like in Langtry’s thesis [2], for a case with a similar turbulence intensity. The roughness height was selected according to the equivalent sand grain roughness height Reynolds number $Re_{ks}$, defined as:

$$Re_{ks} = \frac{u_\infty k_s}{\nu}$$

where $u_\infty$ is the freestream velocity and $k_s$ is the equivalent sand grain roughness height. The two pressure gradient cases were simulated by applying the slip boundary condition to the top boundary, and changing its geometry according to the formula:

$$r(x) = \sqrt{\frac{r_0^2}{\sqrt{1 - PG}}} \quad \text{with} \quad PG = \frac{p_1(x) - p_0}{q_0}$$
where $p_0$ and $q_0$, are the static and the dynamic pressures at the inlet, respectively, and $p_1$ is the static pressure along the plate. The distance from the flat plate to the upper wall at inlet $r_0$, is set to 0.1495. $PG$ is set to:

$$\frac{p_1(x) - p_0}{q_0} = \pm 4.0x$$

(108)

depending on whether it is an adverse or a favorable pressure gradient.

6.1 Zero Pressure Gradient

6.1.1 Case setup

The mesh used for the zero pressure gradient is shown in Figure 16 for different $Re_{ks}$. The symmetry boundary condition is used for the top boundary as well as for the surface in front of the plate. The boundary condition types used are the same as those from Langtry’s thesis [2], for a zero pressure gradient case.

![Figure 16: Zero pressure gradient mesh](image)

In order to match the transition onset point, the turbulence level of 1.01% was set at the inlet. The turbulence intensity used by Langel and Chow [6] was 0.91%.

6.1.2 Results

The results are given in Figure 17 for different values of $Re_{ks}$. Compared to the results of Langel and Chow [6] in Figure 18, the transition onset is predicted far too upstream. The value for the wall shear stress seems to be slightly higher. In Figure 19, the results without the corrected $\omega$ wall boundary conditions, Eq. (95) and (96), are shown. The new boundary conditions seems to show a correct behavior by increasing the value of the wall shear stress much closer to the values of Langel and Chow’s results. This behavior is observed for the other cases as well in Figures 23 and 27.
Figure 17: Zero-pressure gradient results from Langel and Chow [6].

Figure 18: Zero pressure gradient results.

Figure 19: Results without the corrected boundary conditions for $\omega$. 
6.2 Favorable Pressure Gradient

6.2.1 Case setup

The mesh used for the favorable pressure gradient case, is presented in Figure 20. As in the case of a zero-pressure gradient, the boundary condition types were the same as those from Langtry’s thesis, for the case of pressure gradients. Instead of a symmetry boundary condition, a slip boundary condition was applied at the top. The same approach is used for the case of the adverse-pressure gradient, in Figure 24. At the inlet, the turbulence intensity was set to 1.15%.

6.2.2 Results

From the results, it can be seen that again, the transition onset is predicted too upstream, although better than in the case of zero-pressure gradient. The values for the wall shear stress appear too high in this case. In the publications of Langel and Chow, a high freestream turbulence intensity had to be applied, much higher than in this thesis, 2.1%, which could be the reason for such a difference in the shear stress values.

![Figure 20: Favorable pressure gradient mesh.](image)

![Figure 21: Favorable-pressure gradient results from Langel and Chow [6].](image)
Figure 22: Favorable pressure gradient results.

Figure 23: Results without the corrected boundary conditions for $\omega$.

### 6.3 Adverse Pressure Gradient

#### 6.3.1 Case setup

The mesh for the case of adverse-pressure gradient is shown in Figure 24. The turbulence intensity was set to be 1.02\%, and the velocity to $u_\infty = 100 \text{ m/s}$ at the inlet, instead of Ma=0.1, as in the previous cases. The equivalent sand grain roughness heights were adjusted according to the equivalent sand grain roughness height Reynolds numbers $Re_{ks}$. This was done in order to move the transition onset point, for the case without roughness, to the one from the publication of Langel and Chow [6], as explained at the beginning of this chapter. Lowering of the turbulence intensity had no effect after a certain point, so the speed was changed, and the roughness heights were adjusted according to Eq. (106).

#### 6.3.2 Results

For this case, it seems that the computed results and those of Langel and Chow [6], are much closer together, than in the previous computations. The problem is that the wall shear stress are predicted as too low. The velocity in this case is different than from the publication. However, it was also compared with the work of Dassler et al. [45], where the velocity was also 100 m/s, and the wall shear stress were again lower.
Figure 24: Adverse pressure gradient mesh.

Figure 25: Adverse-pressure gradient results from Langel and Chow [6].

Figure 26: Adverse pressure gradient results.
6.4 General Conclusions

Comparing the three cases, it seems that the zero-pressure gradient case yields to the worst results in terms of the transition onset prediction. The favorable-pressure gradient case shows better agreement, while the adverse shows the best. Looking at the wall shear stress, the zero-pressure gradient case gives the best results, while the favorable gives the worst. The model shows a lot of sensitivity to turbulence freestream conditions. The decay of freestream turbulence variables, $k$ and $\omega$, were limited in the simulations. Without the limitation, higher values of $Tu$ had to be applied in order to get the same transition onset as in the publication [6], for zero roughness. After applying the roughness, the results changed quite a bit, for the zero-pressure gradient case especially. Using the higher $Tu$, the lower roughness heights were better predicted, while for the limited turbulence decay case, with a lower $Tu$, higher roughness height cases were closer in agreement. This change in $Tu$ also had an effect on the wall shear stress, maybe due to $\omega$, which could explain why the favorable-pressure gradient case was so different from the publication. Using different values of the eddy viscosity ratio, the freestream $\omega$ was varied, and above a certain point, the wall shear stress decreases dramatically, without changing the transition onset point. The new wall boundary condition has a similar effect, in that a lower $\omega$ at the wall increased the wall shear stress. The zero-pressure gradient case also showed a greater sensitivity to the $y^+$ than the other two.

Two implementations of the transition model were used for these cases. One was obtained from The Chalmers University of Technology [46], while the other, was downloaded from Ref. [47], and is the more validated model, however, neither implementation is officially part of OpenFOAM. Even though both models were able to predict flat plate cases from Langtry’s publication [2] and some airfoil cases with the same results, once the roughness extension was applied, they behaved very differently. This shows that the implementation affects the behavior of the model significantly. This was observed after experimenting with the two implementations, and limiting certain variables at different locations. The difference in the implementation could be a reason why the results are so different from the publication. It was observed
that in the case of the zero-pressure gradient, without the surface roughness, the effect of $y^+$ is higher than what is discussed by Langtry in his thesis, under best practice guidelines. This could point that the transition model should be further validated and corrected. Also, the turbulence decay was limited in a different way in the publication. In this thesis, the variables were just limited with max(), by not allowing the variables to decrease below the freestream values. In the publication, the $\omega$ transport equation was modified, and this changes the behavior of the model, according to the publication. Unfortunately, this modification was not published in detail. This could also explain the difference in the results, considering the sensitivity of the model. The adverse pressure gradient case resulted in the best results, but according to Section 3.2, the adverse pressure gradient has a stronger impact on accelerating transition than favorable-pressure gradient, so the effects of freestream turbulence could be weaker in this case.
7 Crossflow-induced Transition Validation

7.1 Case Setup

In order to validate the crossflow-induced transition model, the Onera M6 wing case was used. The flow is incompressible and the case is based on the paper by Schmitt et al. [48], where the velocity and Reynolds number are given as $Ma = 0.262$ and $Re = 3.5 \cdot 10^6$, respectively. The mesh was done in blockMesh, which was used in the work and provided by the author of Ref. [49]. The mesh was further refined in order to follow the guidelines set by Langtry [2]. There are $12\,172\,350$ cells in the domain for the $\alpha = 0^\circ$ and $\alpha = 5^\circ$ angle of attack cases and $13\,133\,325$ for $\alpha = 15^\circ$. The 3D mesh is shown in Figure 28. A close up on the wing surface shows the grid density in Figure 29. For clarity, the mesh is twice as coarse as the one used in the simulation, in both $x$- and $y$-direction. The mesh in the $z$-direction was also refined, in order to lower the $y^+$ value. The convection scheme used is the Gauss limitedLinear 1, which is the limited linear scheme, in this case, the Sweby limiter [50] is used, which is applied with option "1" [51]. When the scheme from the roughness simulations was applied, the transition could not be observed, only oscillations of the wall shear stress on the surface of the wing. The turbulence intensity and turbulent viscosity ratio at farfield were set to $Tu_{ff} = 3\%$ and $(\mu_s/\mu)_{ff} = 40$, respectively, following the guidelines from Krumbein and Grabe [52].
The domain with the boundaries is shown in Figure 30. The blue boundary and the one opposing it are the sides boundaries. The red is the bottom boundary, while the green is the outlet boundary. Opposing the outlet is the inlet, and the bottom is the top boundary. The wing surface is in the yellow section, attached to the boundary shown in blue.

## 7.2 Results

Six cases were simulated. Three different angles of attack were used, $0^\circ$, $5^\circ$ and $15^\circ$. For each angle of attack, a simulation of the original and extended transition models were done. In Figure 31, the experimental results are shown, along with the computations done by Krumbein and Grabe [52], using the original model. Concerning the experimental results, the laminar and turbulent zones were visualized using a sublimation technique based on naphthalene. In Figure 32, the chordwise shear stress at the wall is visualized, obtained by OpenFOAM. The dark blue to dark red represents the lowest to highest values. The transition is in the zones where there is a sudden jump in the wall shear stresses. The brightness of the colors has different values for the different cases, however, the purpose is to visualize the transition zones.
Figure 30: Computational domain

Figure 31: Experimental results with computational result by Krumberin and Grabe [52].
To get a better picture of the results, the friction coefficient based on the chordwise wall shear stress is plotted along the $x/c = 0.45$, following the publication of Krumberin and Grabe [52], where the transition point onset was evaluated at that cross section. In Figure 33, the position of the airfoil is seen. The plots are presented in Figures 34-36. The pressure coefficient seems unaffected by the extension, as can be seen from Figures 37-39.
Figure 34: Friction coefficient at $\alpha = 0^\circ$.

Figure 35: Friction coefficient at $\alpha = 5^\circ$.

Figure 36: Friction coefficient at $\alpha = 15^\circ$. 
Figure 37: Pressure coefficient at $\alpha = 0^\circ$.

Figure 38: Pressure coefficient at $\alpha = 5^\circ$.

Figure 39: Pressure coefficient at $\alpha = 15^\circ$. 
The transition onset points for the different angle of attack are presented in Figure 40. The experimental results are compared with those of Krumbein and Grabe, OpenFOAM original model and extended.

![Diagram of transition locations for the ONERA M6 wing at z/c = 0.45.](image)

(a) Upper surface

(b) Bottom surface

Figure 40: Transition locations for the ONERA M6 wing at z/c = 0.45.

Looking at Figure 40, there is a difference in the results obtained by the original model in the publication by Krumbein and Grabe and those obtained by OpenFOAM in this work. The closest ones are for the case $\alpha = 5^\circ$. The results obtained with the extended model are good for the $\alpha = 0^\circ$ case, somewhat worse for the $\alpha = 5^\circ$ and the worst for the $\alpha = 15^\circ$. Using the extended model, there was not much change on the upper surface except for the $\alpha = 0^\circ$ case. The $y^+$ distribution for the $\alpha = 0^\circ$ case is shown in Figure 41. The maximum value is $y^+ \approx 5$. For the $\alpha = 5^\circ$, it reaches $y^+ \approx 3$ and for the $\alpha = 15^\circ$, $y^+ \approx 2$. Further lowering the $y^+$ value has shown almost no changes in the transition onset prediction. The values for the lift and drag coefficients, $C_L$ and $C_D$ respectively, are presented in Table 1. The higher the angle of attack, the smaller the change in the drag coefficient was obtained. The change in the lift coefficient was even less. The airfoil is symmetric, and so, for the $\alpha = 0^\circ$ case, the lift coefficient should be zero.
Table 1: Computed lift and drag coefficients

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th></th>
<th>Extended</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0^\circ$</td>
<td>$C_D$</td>
<td>0.0054</td>
<td>$C_L$</td>
<td>-0.0000086</td>
</tr>
<tr>
<td></td>
<td>$C_D$</td>
<td>0.00728</td>
<td>$C_L$</td>
<td>-0.00036</td>
</tr>
<tr>
<td>$\alpha = 5^\circ$</td>
<td>$C_D$</td>
<td>0.0150</td>
<td>$C_L$</td>
<td>0.3037</td>
</tr>
<tr>
<td></td>
<td>$C_D$</td>
<td>0.0166</td>
<td>$C_L$</td>
<td>0.3071</td>
</tr>
<tr>
<td>$\alpha = 15^\circ$</td>
<td>$C_D$</td>
<td>0.1159</td>
<td>$C_L$</td>
<td>0.8484</td>
</tr>
<tr>
<td></td>
<td>$C_D$</td>
<td>0.1184</td>
<td>$C_L$</td>
<td>0.8429</td>
</tr>
</tbody>
</table>

(a) Upper surface  
(b) Bottom surface

Figure 41: $y^+$ distribution for $\alpha = 0^\circ$.

All simulation failed to converge, but rather the residual oscillated, as is seen in Figure 42 for the case of $\alpha = 15^\circ$, using the original model.

(a) Velocity residual  
(b) Pressure residual

Figure 42: Convergence for velocity and pressure.
8 Conclusions and Discussion

In this work, a local correlation-based model was extended in the OpenFOAM software to include the effects of roughness- and crossflow-induced transition. The model is based local variables which makes it compatible with modern CFD techniques such as unstructured grids and massive parallel execution. Different transition mechanisms are implemented through empirical correlations. Since laminar to turbulent transition depends on many factors, not all of them were included in the original model. Both extensions, for roughness and crossflow, were introduced separately and tested on some known cases.

The roughness-extended model has shown very high sensitivity to freestream turbulence. The best results were obtained for the adverse-pressure gradient in terms of transition onset prediction. The worst were obtained for the zero-pressure gradient. The reasoning for this could be that the effects of freestream turbulence were not so strong because of the pressure gradient. The best prediction for the wall shear stress was obtained for the zero-pressure gradient and worst for the favorable-pressure gradient. This could be due to the fact that a much higher freestream turbulence was applied for the favorable-pressure gradient in the work Langel and Chow [6].

Since two different implementations of the transition model were available, it was found that the manner in which the transition model is implemented has an effect on the behavior of the roughness-extended model. The implementation of the transition model could be reason of the difference in the results.

In the crossflow-extended model, good results were obtained for the $\alpha = 0^\circ$ case, somewhat worse for the $\alpha = 5^\circ$, and the worst for the $\alpha = 15^\circ$ case compared to the experimental results. The OpenFOAM results were compared to the publication of Krumbein and Grabe, where only the original model was used on the Onera M6 case. There were differences in the results of the original model used by Krumbein and Grabe and the one implemented in OpenFOAM. This could be explained by the differences in the implementation.

The OpenFOAM implementation should be further validated. Perhaps in the future, the focus should be on the new model, published in 2015 by Menter et al. [5], which is Galilean invariant. According to the authors, a crossflow-induced transition criteria has already been implemented. The concept for the roughness extension presented in this work could possibly be applied also on this new model. The paper by Saeed et al. [53] could be used for comparison, where the combined effects of crossflow and roughness could be tested. Additional effects could be added, such as freestream turbulent length scale, streamline curvature and Mach number effects, which are also not included in the base model used in this thesis.
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A OpenFOAM Implementation

A.1 Programming in OpenFOAM

The benefit of C++ is that it is object-oriented, and thus provides the mechanism-classes-to
declare types and associated operations that are part of the verbal and mathematical
languages used in science and engineering. The C++ class library gives the possibility
to implement complicated physical and mathematical models as high-level mathematical
expressions.

There are two types of tensor-derivative classes implemented in OpenFOAM:

- fvm(finite volume method) for implicit equations
- fvc(finite volume calculus) for explicit equations

As an explicit equation can be solved immediately, the fvc does that. Given an
operation on a volume field, the fvc namespace produced another volume field. The
fvm namespace will discretize the term into the matrix equations, and return matrix
coefficients.

Some functions are presented in Figure A1:

<table>
<thead>
<tr>
<th>Term description</th>
<th>Implicit/explicit</th>
<th>Mathematical expression</th>
<th>fvm::fvc:: functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laplacian</td>
<td>Implicit/Explicit</td>
<td>( \nabla \cdot (\nabla \phi) )</td>
<td>laplacian(Gamma, phi)</td>
</tr>
<tr>
<td>Time derivative</td>
<td>Implicit/Explicit</td>
<td>( \frac{\partial \phi}{\partial t} )</td>
<td>ddt(phi)</td>
</tr>
<tr>
<td>Convection</td>
<td>Implicit/Explicit</td>
<td>( \nabla \cdot (\psi) )</td>
<td>div(psi, scheme)</td>
</tr>
<tr>
<td>Source</td>
<td>Implicit</td>
<td>( \rho \phi )</td>
<td>div(psi, phi, word)</td>
</tr>
<tr>
<td></td>
<td>Implicit/Explicit</td>
<td>( \nabla \phi )</td>
<td>div(psi, phi)</td>
</tr>
</tbody>
</table>

\( \phi: \text{vol<type>Field}, \rho: \text{scalar}, \text{volScalarField}, \psi: \text{surfaceScalarField} \)

Figure A1: Functions in OpenFOAM [54].

As an example, a partial differential equation:

$$\frac{\partial \rho U}{\partial t} + \nabla \cdot \phi U - \nabla \cdot \nu \nabla U = -\nabla p$$  \hspace{1cm} (A1)

can be represented in the following way in OpenFOAM:

```c
solve
{
  fvm::ddt(rho, U)
  + fvm::div(phi, U)
  - fvm::laplacian(mu, U)
  ==
  - fvc::grad(p)
};
```
A.2 Model Implementation

A.2.1 Roughness Effects

In order to implement the model, a transport equation had to be implemented. Following the OpenFOAM syntax, the equation is written.

tmp<fvScalarMatrix> ArEqn
{
    fvm::ddt(Ar_) + fvm::div(phi_, Ar_) - fvm::Sp(fvc::div(phi_), Ar_) - fvm::laplacian(DArEff(), Ar_);
}
ArEqn().relax();
solve(ArEqn);

Since \( F_{Ar} \) depends on \( A_r \), the following lines are used:

```cpp
forAll(Ar_, cellI)
{
    if (Ar_[cellI]< sqrt((2.0)/(3.0*0.0005)))
        {F_Ar[cellI]= 0.0005*Foam::pow(Ar_[cellI],3.0);
    }
    else if (Ar_[cellI]>=sqrt((2.0)/(3*0.0005)))
        {F_Ar[cellI]=2.0*(Ar_[cellI] - sqrt(2.0/(3.0*0.0005))) + 0.0005*
            Foam::pow(sqrt(2.0/(3.0*0.0005)),3.0) ;
    }
}
```

The production term is altered in the following way:

\[
P_{\theta t} = c_{\theta t}\rho \frac{a_t}{l}[(Re_{\theta t} - Re_{\theta t})(1 - F_{\theta t}) - F_{Ar}]
\]  
(A2)

It is implemented in the following way:

```cpp
cThetat_*magSqr(U_)*(scalar(1.0)-FThetat())*ReThetatField/(scalar(500.0)*nu())
    - fvm::Sp(cThetat_*magSqr(U_)*(scalar(1.0)-FThetat())/(scalar(500.0)*nu()),
        ReThetatTilda_)-F_Ar*0.03*Foam::pow(mag(U_),2.0)/(500.0*nu())
```

**Boundary Conditions**

The boundary condition for \( \omega \) and \( k^+ \) had to be implemented in OpenFOAM. This was done using the groovyBC library. The \( k^+ \) from Eq. (98) is implemented as:
where in the place of \( k_s \), the roughness height is specified

The modified boundary for \( \omega \), from Eq. (94) is implemented as:

\[
\text{flatPlate}
\{
  \text{type} \quad \text{groovyBC};
  \text{valueExpression} \quad "(\text{kp} > 25) \ ? \ (0.000018 \times \text{mag} \left( \text{snGrad} \left( U \right) \right) / 1.2) \times \frac{100}{\text{kp}} / 0.000015 \ : \ (0.000018 \times \text{mag} \left( \text{snGrad} \left( U \right) \right) / 1.2) \times (50 / \text{kp}) \times (50 / \text{kp}) / 0.000015 ";
  \text{variables} \quad "\text{kp} = (k_s / 0.000015) \times \sqrt{0.000018 \times \text{mag} \left( \text{snGrad} \left( U \right) \right) / 1.2 }";"
  \text{value} \quad 300;
\}
\]

**A.2.2 CrossFlow Effects**

In order to implement the source term, some terms need to be defined.

first, \( \theta \) is defined:

\[
\theta = \frac{Re_\omega \nu}{2.193 U \rho}
\]  

(A3)

In OpenFOAM, it is written as:

\[
\text{tmp<volScalarField>} \quad \text{gammaReThetatSST::Theta()} \ \text{const}
\{
  \text{return} \ \left( \text{mag} \left( \text{symm} \left( \text{fvc::grad} \left( U_\right) \right) \right) \times \text{Foam::pow} \left( y_-, 2.0 \right) + \text{mindis} \right) / \left( \nu() \times \text{mag} \left( U_\right) \right) / \left( \text{scalar} \left( 2.193 \right) \times \text{mag} \left( U_\right) + \text{minvel} \right);
\}
\]

The Helicity Reynolds number:

\[
Re_H = \frac{\theta \sqrt{\theta H}}{\nu}
\]  

(A4)

\[
\text{tmp<volScalarField>} \quad \text{gammaReThetatSST::ReH()} \ \text{const}
\{
  \text{return} \ \text{sqrt} \left( \text{Theta()} \times \text{mag} \left( U_- \ \text{&} \ \text{fvc::curl} \left( U_- \right) \right) \right) \times \left( \text{Theta()} / \nu() \right);
\}
\]
The Reynolds number:

\[ Re_\Omega = \frac{\rho y^2}{\nu} \Omega \]  \hspace{1cm} (A5)

tmp<volScalarField> gammaReThetaST::ReOM() const
{
  return (mag(skew(fvc::grad(U_)))*Foam::pow(y_,2.0))/(nu());
}

The source term added is:

\[ P_{\theta t,mod} = c_{\theta t} \frac{\rho}{\ell} [(Re_{\theta t} - Re_{\theta t})(1 - F_{\theta t}) - F_{Ar}] \]  \hspace{1cm} (A6)

\[
\min(\max(unit*scalar(0),60*\text{pow}((ReH())/6),
\text{scalar}(0.548))*\text{pow}(ReOM(),\text{scalar}(0.1912))*\text{magSqr}(U_)/
(\text{scalar}(1000)*\text{scalar}(500)*nu()),\text{scalar}(1666.5)*unit)
\]