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Mohammad Thabet
Programming by demonstration has been introduced in recent years as a rapid and efficient way to impart skills to robots. In programming by demonstration, a robot learns a new skill by having an end-user perform demonstrations of the skill, bypassing the need for traditional programming. As robotic systems can often be considered as composed of multiple heterogeneous components, learning skills for these systems requires capturing and preserving concurrency and synchronization requirements in addition to task structure. Furthermore, learning time-critical tasks depends on the ability to model temporal elements in demonstrations. This thesis proposes a modeling framework in programming by demonstration based on Petri nets capable of modeling these aspects. In this approach, models of tasks are constructed from segmented demonstrations as task Petri nets, which can be executed as discrete controllers for reproduction. The implementation details of a complete prototypical system are given, showing how elements of time-critical tasks can be mapped to those of Petri nets. Finally, the approach is validated by an experiment in which a robot learns and reproduces a musical keyboard-playing task.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAN</td>
<td>Controller Area Network</td>
</tr>
<tr>
<td>CFG</td>
<td>context-free grammar</td>
</tr>
<tr>
<td>CPN</td>
<td>colored Petri net</td>
</tr>
<tr>
<td>DEDS</td>
<td>discrete-event dynamic system</td>
</tr>
<tr>
<td>DMP</td>
<td>dynamic movement primitives</td>
</tr>
<tr>
<td>DoF</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>DTW</td>
<td>dynamic time warping</td>
</tr>
<tr>
<td>EM</td>
<td>expectation maximization</td>
</tr>
<tr>
<td>ETE</td>
<td>event time error</td>
</tr>
<tr>
<td>FRI</td>
<td>Fast Research Interface</td>
</tr>
<tr>
<td>FSM</td>
<td>finite state machine</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian mixture model</td>
</tr>
<tr>
<td>GMR</td>
<td>Gaussian mixture regression</td>
</tr>
<tr>
<td>HMM</td>
<td>hidden Markov model</td>
</tr>
<tr>
<td>IETE</td>
<td>inter-event time error</td>
</tr>
<tr>
<td>KRC</td>
<td>KUKA Robot Controller</td>
</tr>
<tr>
<td>KRL</td>
<td>KUKA Robot Language</td>
</tr>
<tr>
<td>LCS</td>
<td>longest common substring</td>
</tr>
<tr>
<td>LWL</td>
<td>locally weighted learning</td>
</tr>
<tr>
<td>NURBS</td>
<td>non-uniform rational B-splines</td>
</tr>
<tr>
<td>PbD</td>
<td>programming by demonstration</td>
</tr>
<tr>
<td>PHMM</td>
<td>parameterized HMM</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>PID controller</td>
<td>proportional-integral-derivative controller</td>
</tr>
<tr>
<td>PN</td>
<td>Petri net</td>
</tr>
<tr>
<td>SCFG</td>
<td>stochastic CFG</td>
</tr>
<tr>
<td>SVM</td>
<td>support vector machines</td>
</tr>
<tr>
<td>TPN</td>
<td>task Petri net</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Although robots are increasingly being utilized in various roles, ranging from industrial applications to space exploration, they are still far from being ubiquitous. Presently, robots are largely confined to performing predefined movements in controlled environments, whether in labs or assembly lines. These robots are programmed for just one very specific task, and they often operate in isolation from people. Conversely, general-purpose robots that can work with humans need to be able to perform a multitude of different tasks dexterously and safely in generic environments. Such robots can be manufactured given current hardware technology. However, the state of the art in software still imposes great limitations on robot behavior.

The limited capabilities of robots are generally due to the manner in which they are programmed. Robots are traditionally programmed by experts using hand-written programs that can only perform one very controlled task, a process that has two major drawbacks. First, teaching a robot a new skill becomes very costly and time-consuming as only expert programmers can write a program tailored for this specific skill. Second, such programs usually have very poor adaptability, and even a slight change in the task requirements will often cause them to fail (e.g., due to external disturbances). This effectively precludes robots from being employed in everyday chores, and thus motivates a new approach to robot programming.

Programming by demonstration (PbD), also called imitation learning or learning from demonstration, is a relatively recent approach that promises solutions to these problems. In PbD, robots are taught new skills or tasks simply by having a human teacher (or possibly another robotic agent) perform demonstrations, which they capture using various sensors. The robot then makes use of any of numerous learning algorithms to learn these skills and generalize upon them. After learning, the robot is able to reproduce the skill with a measure of adaptability. PbD thus allows for rapid teaching of new skills to robots, as a skill can typically be learned from just a few demonstrations. Furthermore, it makes the teaching process accessible to virtually everyone, since it eliminates the need for a computer expert to explicitly program the skill, and the required expertise is limited to the task to be learned.

One class of tasks that is of special interest to this thesis is time-critical tasks. These are tasks that require accurate timing of their component actions
to be considered successful, analogous to hard real-time processes in computer software. Therefore, a learner must not only learn what to do, but also exactly when to do it. An example of time-critical tasks would be playing musical instruments, where it is as much important to play the notes in a timely fashion as it is important to play the correct notes. Consequently, learning these tasks requires more powerful modeling paradigms than is usually employed.

1.1 Objectives

The goal of this thesis is to develop a general modeling framework in PbD that fulfills two requirements. The first requirement is the ability to effectively model time-critical tasks. The vast majority of approaches in PbD to date have been reactive in nature, meaning that action selection depends solely on the current state of the system or the environment with no regard for past events or states [1]. Reactive methods, although they usually yield good performance, are not adequate to model repetitive or time-critical tasks since they discard temporal data.

The second requirement is to learn tasks for heterogeneous robotic systems, or robots that are composed of multiple parts that can move independently. This is an issue that is left largely unexplored in the literature, as robots are generally treated as a single atomic entity in the context of PbD. However, by considering each part separately, it becomes possible to learn complex movements of the entire robot as a collection of simple movements of its components, which can reduce the complexity of the learning process. Therefore, the modeling framework to be developed must also be capable of modeling concurrent movements of several components and synchronization requirements between them.

To this end, a modeling framework based on Petri nets is proposed by the thesis. A complete system was developed to learn Petri net models of tasks from demonstrations and use them to reproduce the tasks. Finally, an experiment is set up where the system learns and reproduces a musical passage on a keyboard to test and verify the capabilities of the system.

1.2 Outline

To give a sense of place for the contribution of the thesis in state-of-the-art research, Chapter 2 discusses approaches to PbD prevalent in the literature. Since the proposed approach is based on Petri nets, Chapter 3 is dedicated entirely to the basics of Petri nets as well as some of their relevant extensions. Chapter 4 presents implementation details of the developed system, and gives an example of how the Petri net approach can be implemented. An experiment is detailed in Chapter 5 to test and evaluate the performance of the system. Finally, Chapter 6 discusses the conclusion of the thesis and future work.
Chapter 2

Programming by Demonstration

Programming by demonstration has recently emerged in the robotics scene as a viable alternative to traditional programming that should allow rapid programming of robots. In this chapter, current literature discussing approaches to task learning, methods of providing demonstrations, and modeling methodologies in PbD will be reviewed.

2.1 Approaches to Task Learning

Approaches to robot PbD can be classified into two categories based on the level of task representation: trajectory-level learning and symbolic-level learning [2]. At trajectory-level learning, the task as a whole is encoded as a trajectory and generalized from multiple demonstrations using statistical or aggregation methods. The encoding can be done in joint space, task space, or torque space, and usually involves dimensionality reduction techniques. On the other hand, learning at the symbolic level requires segmentation of the task into a series of predefined actions. Learning the skill hence comprises establishing relationships between those actions, and encoding them in a concise model. Figure 2.1 highlights the difference between the two approaches.

2.2 Dataset Acquisition Methods

For a robot to be able to imitate a demonstration, a mapping between the teacher actions and those of the learner must be found; a problem known as the correspondence problem [3]. In [1], this mapping is further divided into two: record mapping and embodiment mapping. Record mapping refers to whether the learner records the actions of the teacher as exactly experienced by them, or through some other manifestation of those actions (e.g. by externally observing the teacher). Embodiment mapping refers to the relationship between the dataset of teacher actions recorded by the learner and the action the learner will later reproduce. For example, a robotic learner can record the actions of a human demonstrator but might not be able to reproduce them in exactly the same manner because the physical configuration of the learner is different, and thus the same actions have different embodiments in both agents.
According to Argall et al. [1], dataset acquisition by the learner is categorized into four methods based on the record and embodiment mappings (Figure 2.2). The first method is teleoperation, where the teacher moves the robot directly using either some form of remote controller or kinesthetically by grabbing the robot and moving it as desired. In teleoperation, the learner records the movement of its own body using its sensors, and thus both the record and the embodiment mappings are the identity mappings. Second is sensors on teacher, in which the robot learner records data from sensors attached to the teacher’s body. The third method is shadowing, where the robot learner actively tries to mimic or shadow the teacher during the demonstration and records its own movements in the process (for example following a teacher through a sequence of markers). Lastly, in external observation, the robot observes the behavior of the teacher through sensors external to the teacher, typically cameras.

Kinesthetic teaching, which is the mode of demonstration used in the thesis work, offers three important advantages over other teaching methods. First, it has direct record and embodiment mappings, which means that the overhead of finding these mappings is eliminated. Second, it offers a natural medium for humans to teach, since this is the primary method humans teach each other new skills. Third, it allows for demonstrating forces and torques along with trajectories [4, 5], which would be rather difficult to do if the demonstrator did not have direct contact with the learner.

Kinesthetic teaching has gained momentum in recent years due to advancements in robot hardware and software control. The advent of light-weight robots fitted with torque sensors at the joints, like the KUKA LWR+ [6], made it possible to actively control the robot by moving it by hand. This, coupled with active gravity compensation on the robot, allows for easy and natural steering of robots during demonstrations.
Figure 2.2: Methods of dataset acquisition by the learner. \( I(z,a) \) represent an identity mapping function, while \( g_E(z,a) \) and \( g_R(z,a) \) represent some other embodiment and recording mapping functions, respectively. Figure adapted from [1].

2.3 Trajectory Learning

Trajectory-level learning considers a task as one continuous movement trajectory, or a sequence of sub-tasks each with a goal along the trajectory. It is arguably the most direct way to tackle the problem of modeling tasks, as it only deals with how to perform the task rather than trying to interpret the actions and discern goals. Approaches to encoding skills at the trajectory level can be divided into two classes of methods: statistical modeling and dynamic systems modeling.

2.3.1 Statistical Modeling

In this approach, statistical methods are used to deal with the variability in multiple demonstrations, and to generalize upon them by extracting important, task-defining features from them. Earlier approaches encoded positional trajectories using splines and Bezier curves. For example, [7] used a stereo vision setup to estimate the pose of an object at discrete points along a path. The trajectory was then reconstructed in task space or joint space using a regression technique based on smoothing vector splines. Only one demonstration was used to learn the curve however.

Generalization of a task necessitates multiple demonstrations. In [8], multiple human demonstrations were used to identify a range of acceptable motion and force trajectories to achieve a pick and place task. Inconsistencies across the demonstrations were used to identify the accuracy requirements of the task, effectively forming a boundary region in which the robot can perform the move-
ments. A different approach to the same effect was given in [9], in which multiple demonstrations were used to reproduce a pick and place task in a virtual environment. Trajectories of different demonstrations were clustered using a distance-based algorithm, then for each cluster the most consistent trajectories were selected using hidden Markov models (HMMs) and approximated using non-uniform rational B-splines (NURBS).

A wide range of machine learning techniques has also been used to encode trajectories. Schaal et al. in [10] used locally weighted learning (LWL) techniques to teach robots juggling and pole-balancing tasks. The key concept behind their methods is to approximate nonlinear functions using piecewise linear models, and to determine a region of validity where a local model holds, and how to fit it in this region. Two variants of LWL algorithms were discussed: memory-based LWL, in which the system stores all the training data and then uses lookup and interpolation techniques when a prediction to a new input is to be generated; and incremental LWL, in which each new data point is incrementally incorporated into an initial model and used to update its parameters.

Some especially popular modeling techniques are those based on Gaussian processes, namely Gaussian mixture models (GMMs) and HMMs. GMMs encode trajectories as a linear superposition of multi-dimensional Gaussian components that also have a temporal dimension [11]. The means and covariance matrices of the Gaussians can be learned from demonstrations. For instance, [12] uses a GMM to encode trajectories of a beverage-pouring task. Dynamic time warping (DTW) is used to temporally normalize trajectories in different demonstrations, which are then used to train the GMM using an expectation maximization (EM) algorithm. The trajectories are encoded in task space to bypass the correspondence problem. Gaussian mixture regression (GMR) is used in conjunction with an attractor-based trajectory optimization scheme to reproduce task-space trajectories, which are finally projected onto joint space via a kinematic model.

While GMMs model time explicitly (by virtue of the temporal dimension of the Gaussians), HMMs do not. This can be advantageous since the models can be modulated to produce similar trajectories in different areas of the workspace [13]. Like GMMs, an HMM consists of a mixture of Gaussians called states, but is also associated with a transition matrix that represents the probabilities of switching between a states. Unlike GMMs, the choice of the Gaussian component is not solely dependent on the observation, but is also dependent on the choice for the previous observation (i.e. on the previous state) [11]. In [13], Calinon et al. used an HMM model to encode trajectories in task space, and the Baum-Welch algorithm to learn its parameters. For reproduction, velocity commands were estimated through GMR.

2.3.2 Dynamic System Modeling

In this approach, nonlinear dynamical systems are used to model trajectories. This is usually achieved by first obtaining a set of linear differential equations that represent a simple dynamical system (e.g. a spring-damper system), and then transform it into a nonlinear system using a forcing term that can be
learned from demonstrations. The resulting system is associated with predefined attractor dynamics that govern the asymptotic behavior. Point attractors are used for discrete movements (e.g. reaching), while limit cycle attractors are used for rhythmic movements (e.g. drumming) [2].

The variant of this approach that is most relevant to state-of-the-art research is dynamic movement primitives (DMP). DMP is a design principle that centers around three main components. The first of those is the canonical system, which is a simple dynamical system that generates a behavioral phase variable that acts as a substitute for an explicit time variable. The canonical system can have a point or a limit cycle attractor. The second is the non-linear function approximator that generates the forcing term. The phase variable is used to modulate the nonlinear function approximator, and the resultant forcing term is added to a simple dynamical system to form the third component, the transformation system, which generates state vectors for the robot to follow [14] (see Figure 2.3).

![Figure 2.3: Design principle of dynamic movement primitives. Coupling terms are used to modulate the primitives in real-time (e.g. for obstacle avoidance). Source: [14].](image)

DMP have been used successfully to teach robots various tasks, such as wood planing [4], or writing on a notepad [5]. The main advantages of DMP are that it can generate a desired behavior regardless of the initial conditions, that the movement can be appropriated to a new context easily by changing the goal state or the speed of the movement, and that it can also be used to parse observations into sequences of primitives that have been previously learned [14]. This last point is especially useful when considering a hierarchical learning scheme as will be discussed in the following section.

### 2.4 Hierarchical Symbolic Learning

Learning at the symbolic level involves segmentation of the high-level task into smaller, mid-level actions, and using symbols to represent and abstract them.
These actions can in turn be composed of low-level motor/action primitives, which are simple atomic movements the agent can perform. Learning the task thus becomes a matter of finding structural relationships between the primitives that describe actions, and similar relationships between actions to describe tasks. This essentially creates a hierarchical structure to task learning, both at the symbolic representation level and on the task representation level as a whole.

The rationale of this approach is grounded in how humans reason about actions. There is strong neurobiological evidence that humans perceive actions by other agents as a sequence of motor primitives, and that symbol manipulation in humans is founded upon behavior imitation [15, 16]. The use of symbols to represents action/motor primitives allows more abstract reasoning about the skill in question, which in turn facilitates learning of complete tasks and allows for better generalization. This implies that the robot has to be endowed with a measure of “understanding” of the task at hand, and be able to discern the goals and the intentions of the demonstrator.

The need for segmentation and hierarchical conceptualization of tasks can also be understood from a purely engineering-oriented point of view. Ivanov et al. in [17] argue that simply using statistical pattern recognition techniques is not suitable for activity recognition in certain kinds of domains, namely those that have any of the following properties: insufficient data, where only component examples are available; semantic ambiguity, where semantically equivalent components possess radically different statistical patterns; temporal ambiguity, when different models can segment input at different points in time; and known structure, where the structure of the task is difficult to learn but is known a priori. These conditions lead to considering the problem as divided into two: statistical detection of primitives, and interpretation of the structure that organizes them.

Kruger et al. in [18] identify a three-level action hierarchy: action/motor primitives, actions, and activities. Action/motor primitives are the smallest meaningful movements that can be performed, and form the atomic building blocks that compose actions. Actions are more complex movements that achieve some goal. Lastly, activities refer to the general context of the actions being performed. As an example, if a robot is to be programmed to play tennis, ‘forehand’, ‘backhand’, and ‘run left’ would be primitives; actions would be sequences of these primitives to return a ball or serve; and the activity would be playing tennis in itself.

Kruger et al. also outline different levels of action consideration based on the level of complexity as shown in Figure 2.4 [18]. Simple actions, such as motor primitives, are most suitable to be modeled on the trajectory level. More complex actions, such as composites of primitives, can be modeled on the symbolic level. Finally, a task plan can be extracted as sequences of these composite actions. It should be noted that there exists no consensus in the literature about levels of representation and abstraction of actions and tasks; the appropriate number of levels depends on the complexity of the task and the preference of the system designer. However, the majority of works seem to favor two-level

---

1 This is not to imply that the robot is capable of anything similar to human-level understanding.
hierarchies of representation, as they are appropriate for the level of complexity of the activities being studied in contemporary research. For the remainder of this section, the term primitives will be used to denote the low-level component actions, and the terms actions or tasks will be used to denote high-level actions, depending on the scope of the work being discussed.

Figure 2.4: Levels of action recognition and synthesis. Source: [18].

2.4.1 Modeling and Recognition of Primitives

The methods of acquiring and representing primitives vary significantly in the literature. The first thing to consider is how the component primitives will be acquired by the system, and whether some prior knowledge will be necessary, usually in the form of a predefined vocabulary or repertoire of primitives. The standard approach is to use primitives that are predefined by the user [19, 20, 21, 22, 23]. Depending on the nature of the action, these primitives can be manually modeled and then recognized in a variety of ways, for example by considering them as states and just detecting their pre- and post-conditions [20] for scene or goal-oriented approaches, or by using any of the trajectory-level modeling techniques discussed in Section 2.3 for movement-oriented approaches. In case simple motor primitives are used as building blocks of actions, one recently popular method for recognition is to classify the movement using support vector machines (SVM) that have been trained using labeled data [23, 24].

Conversely, some research has also been done on unsupervised learning of action primitives from demonstrations that requires no previous knowledge. In [25], Kruger et al. propose a method to automatically define and extract primitives based on their effects on objects in an object manipulation task. First, object trajectories from demonstrations are segmented and modeled as HMMs and then combined into one model. Then, the trajectories are regenerated as
strings of discrete state sequences from the model, and primitives are extracted in the object state space using a longest common substring (LCS) approach (see Figure 2.5). Finally, different hand trajectories that correspond to the primitives in object space (i.e. trajectories that cause the same effect on objects) are grouped together and remodeled as parameterized HMMs (PHMMs) to obtain models of primitives in movement space.

![Figure 2.5: Two trajectories represented as sequences of states. The LCS is found to be (1 2 3 4). The set of final primitives extracted are (1 2 3 4), (5 6 7 8), (9 10), (11 12). Source: [25].](image)

This approach, although significantly more complex, is promising for learning tasks in applications in which the domain is undefined, or where it is generally not possible to provide prior information to the system. It is undoubtedly one step closer towards fully autonomous robots. However, if the domain is well-defined, using predefined primitives generally yields better performance. In addition to being simple, it has the advantage of allowing the user to determine the granularity of representation suitable for the application, as well as to define the vocabulary of primitives necessary for efficient modeling.

2.4.2 Modeling on the Symbolic Level

On the high-level end, the vast majority of works on modeling on the symbolic level have used simple directed graphs [21, 22, 23, 26], while some others have used HMMs [19, 24]. However, some recent research is devoted to other approaches, such as syntactic methods using formal grammars [27, 28], or learning Petri net models of tasks [29].

**Graph-based Methods**

In graph-based methods, tasks are modeled as directed graphs whose nodes represent component actions or primitives. In most cases, these graphs can also be thought of as finite state machines (FSMs), in which the primitives are states. Learning and generalizing tasks consists of merging different graphs corresponding to different demonstrations.

In [20, 26], Nicolescu et al. introduce a graph-based approach to model an object transportation task and teach it to a wheeled mobile robot. Each node in the graph represents an abstract behavior, and the graph is built incrementally during the demonstration by adding to the graph behaviors whose preconditions are met and have been confirmed relative by cues from the teacher. Generaliza-
tion is made on the level of the graph topology by combining graphs of different demonstrations (see Figure 2.6).

Figure 2.6: An example of generalization on the symbolic level from multiple demonstrations. The two graphs on the left are from two different demonstrations. The graph on the right is the generalized topology. Figure adapted from [26].

Similarly, in [21], an incremental, hierarchical, graph-based approach is used to model manipulation tasks. There, the task is segmented into smaller subtasks, each of which is an abstraction of a sequence of even smaller atomic actions (or elementary operations). Generalization is done by incrementally reducing temporal dependence of subtasks on each other as more demonstrations become available, eventually only retaining the smallest set of dependencies that are consistent among all demonstrations. A very similar approach is employed in [22], where the high-level task is segmented and quantized into states. Generalization again consists of finding the minimum set of constraints on state precedence and dependence that is consistent with all demonstrations. These constraints are then used to generate possible execution sequences for the reproduction of the task.

In a recent work in the same vein, [23] uses kinesthetic demonstrations to teach a robotic hand and arm to unscrew a light bulb. The skill is considered as composed of primitives that have been learned beforehand, and each is modeled as a dynamic system with an attractor behavior. Learning the skill consists of constructing a graph (or state machine) where the nodes (or states) are primitives, and transitions signify switching between primitives, of which only one can be active at a time (see Figure 2.7). Each node is associated with a SVM classifier which has been trained using labeled demonstration data, and decides whether to continue executing the current primitive or switch to the next one based on features obtained from raw sensor data.

Graph-based methods, although simple and intuitive, do not provide a robust mechanism for discarding erroneous parts in demonstrations. They are also reactive and do not handle time constraints in tasks. Furthermore, since they are based on direct acyclic graphs, they are incapable of adequately handling repetition, at least not without ad hoc extensions.
Figure 2.7: Representation of a task as a directed graph taking the form of an FSM. Here each node corresponds to a primitive, and the node color represents which primitive. Transition labels represent the time of transition points in the demonstration. A classifier for each node is then trained using features at transition points to decide when to switch to the next primitive. Source: [23]

**Syntactic Methods**

Some research that has been recently done on action recognition and modeling focused on stochastic parsing of observations using learned action/activity grammars. The idea is that by learning task structure in the form of an activity grammar, it is possible to use this knowledge to help recognize more complex tasks that share that structure, and to enforce consistency when capturing demonstrations. This can be seen as providing context for later observations, which makes it much easier to disambiguate or discard out-of-context actions whether because of errors in classification, or errors in demonstrations themselves.

In this approach, context-free grammars (CFGs), a type of formal grammars, were used to model higher-level actions as sequences of primitives. CFGs have their origins in linguistics, where they are used to describe the structure of sentences in natural language. A CFG consists of a set of terminals, which in a PbD framework represent primitives; a set on non-terminals, which are abstractions of sequences of terminals; and a set of production rules, which expand non-terminals to terminals and other non-terminals. Note that the term “context-free” is used to distinguish it from a context-sensitive grammar, which is another type of grammar, and does not imply that it is unable to represent contextual knowledge.

In state-of-the-art research, a probabilistic extension of CFGs, stochastic CFGs (SCFGs), are used to model complex actions and tasks. In SCFGs, each rule is assigned a probability parameter, reflecting the probability that a given non-terminal will be expanded into the specified string. In a seminal work, Ivanov et al. [17] used SCFGs to model structured gestures. HMMs were used to detect atomic gestures or primitives, which were then fed as symbols into a stochastic context-free parser to classify the action based on a set of pre-defined rules and rule probabilities (Figure 2.8). Furthermore, the outputs of these low-level detectors are probabilistic, and the probability of each symbol is considered by the parser. The primary contribution of this work is incorporating input symbol uncertainty into the framework, a practice that has become commonplace in subsequent work.

The same approach has been applied in a PbD framework in [27] to model
mid-level manipulation actions. HMMs were also used to detect primitives, and an SCFG parser was used to find the rule that best describes the action. After demonstrations, the robot was able to recognize the actions and symbolically reenact them. This work however was only concerned with recognizing actions using SCFGs, as the rules and rule probabilities used by the parser were given in advance. It did not attempt to infer the rules or their probabilities from demonstrations.

A recent work that addresses the issue of learning grammars from demonstration is given in [28]. The process of inducing grammars starts by first building an initial naïve grammar from the demonstration, in which all the detected symbols are appended to the start symbol. Afterwards, a series of substitute and merge operations are applied on the symbols, resulting eventually in the generalized grammar. Figure 2.9 illustrates these steps with an example. This method of grammar induction also incorporates uncertainty in the input symbols, and the rule probabilities are modulated by the symbols probabilities. The approach is validated by an experiment in which a robot was able to infer the rules of a puzzle from training demonstrations of solutions, and later parse noisy test demonstrations of a slightly more complicated variant of the puzzle. The robot was eventually able to disambiguate the test demonstrations and extract the correct sequence of actions of the solution and reproduce it.

In their essence, SCFGs are not much different from HMMs which are them-
selves a kind of probabilistic extension of deterministic graphs and state machines. However, SCFG modeling has many advantages compared to other methods. First, similar to HMMs, the incorporation of input symbol and rule probabilities yields robustness to noise in input as well as erroneous demonstrations. Second, its structure inherently supports hierarchy and repetition. Third, the model is easily understandable by humans, which allows users to manually specify grammars, or bias rule probabilities to reflect prior knowledge about the domain. However, it is not meant as a generative model, and is not suitable for generating an execution sequence. So far it has only been used to parse a demonstration sequence to reject noise and inconsistencies, and it is this parsed sequence that is later reproduced. It could be argued that an execution sequence can be obtained by recursively applying the rules. This however would lead to widely different sequences each time one is generated, since there is no way of deterministically determining how often should recursions be allowed (i.e. how often to expand non-terminals into other non-terminals instead of terminals).

Petri Nets

Petri nets (PNs) are a modeling tool used mainly for discrete-event dynamic systems (DEDSs). They offer a significant improvement on basic FSMs as they can model concurrency, synchronization, and conflict among other typical properties of DEDSs. Although PNs are widely used in robotics generally, they are rarely used to model tasks in PbD.

In [29], PNs models of object placement tasks were learned from demonstration. Places in a net represent object states, while transitions represent motions. Object and object state recognition are performed using self-organizing maps, while movement recognition is performed using DMP and affinity propagation. At the beginning of a demonstration, the state of each object is represented by a place in the PN. When a motion finishes, it is added as a transition in the net if it is new and has not previously been performed. Object states before and after a motion are added as input and output places to the transition respectively. For imitation, images of the initial and goal states are obtained and transformed into markings of the PN. A reachability graph is then generated and traversed to find the shortest sequence of transition firings from the initial marking to the goal marking. Finally, this sequence is executed as movements to perform the task.

Figure 2.10 shows this approach applied to a task consisting of stacking two objects. After the PN and the reachability graph are constructed from a demonstration, the movements corresponding to the sequence of transitions found in Figure 2.10(e) can be executed to reproduce the demonstration.

Since this approach is scene-based, it is only capable of modeling actions that produce a noticeable change in the environment. This severely limits the number of applications in which it can be used. It also does not address the issues of modeling time or performing multiple actions simultaneously and synchronizing them. In fact, at least in such simple applications, this approach does not provide any significant advantages over other graph-based approaches.

---

2 For a review of Petri nets, see Chapter 3.
The markings of the PN model can be easily mapped to states in an FSM, and transitions would still function similarly.

Figure 2.10: Modelling an object placement task by Petri nets. (a) through (c) depict video frames of object states. In (d) place $p_1$ corresponds to the red block on the left, $p_2$ to the blue block on the right, $p_3$ to the red block in the center, $p_4$ to the red block in the center with a block above it, and $p_5$ to the blue block in the center with a block under it.

2.5 Summary and Discussion

Programming by demonstration is a promising approach to impart skills to robots. It has the potential to ease the many limitations associated with traditional robot programming. This chapter reviewed methods of dataset acquisition in PbD, as well as levels of task representation, with emphasis on symbolic level learning. It has been shown that while simple movements can be learned at the trajectory level, complex tasks require modeling at the symbolic level. The most important and relevant trajectory level techniques were briefly reviewed (for a comparison of the performance of various techniques see [13]). DMP are especially interesting since they can easily be adapted to various contexts and can also be used for detecting primitives. Approaches to modeling and learning on the symbolic level were also covered in some detail, with focus on the most well-established method: graph-based modeling.

Graph-based methods are a natural and intuitive way to model tasks. However, problems can arise when trying to model repetitions and loops since they are based on directed acyclic graphs. Furthermore, they cannot handle parallel execution of primitives and strict timing requirements. In fact, the issue of han-
dling time is left largely unexplored in literature dealing with learning on the symbolic level. All the approaches proposed so far simply sequence primitives one after another, and switching is made either when the currently executing primitive finishes, or according to changes in some feature in the environment or robot state.

While it can be argued that these deficiencies in graphic models can be remedied by ad hoc extensions, trying to extend a simple model to address all these problems at the same time might lead to an unnecessarily contrived model that is inefficient to work with. It is therefore desired to look for a well-established and understood modeling technique that can handle these issues. Petri nets certainly seem a possible answer to that, since they can model concurrency and repetition, have a complete mathematical formulation, and can be extended in a variety of ways to handle multiple aspects such as timing and synchronization [30]. Although they are essentially an extension of basic state machines, they have not been considered in a PbD framework except in very few works (e.g. [29]), none of which seem to capitalize on the full potential of the modeling power of Petri nets.
Chapter 3

Petri Nets

Modeling time-critical tasks at the symbolic level requires not only capturing the task structure, but also the temporal relationship between task components. Furthermore, for heterogeneous robotic systems whose components can move independently, it is imperative to synchronize these components to perform the task correctly and in a timely manner. It is therefore necessary to go beyond the practice of sequencing primitives as simple state machines prevalent in the literature, and to employ a modeling paradigm capable of handling such requirements.

In fact, if task models are to be conceived of as symbolic-level task structures of underlying trajectory-level movement primitives, they can be be approached as hybrid dynamic systems: systems that exhibit continuous as well as discrete dynamics. In a task model, the continuous dynamics are encoded as movement primitives, while the discrete dynamics are encoded in the task structure, since it controls the switching between primitives. The problem of modeling the task structure thus becomes a matter of finding the appropriate discrete-event system modeling framework capable of handling the aforementioned requirements. This thesis proposes Petri nets as the basis of such framework.

Petri nets (PNs) are a mathematical modeling tool (language) mainly used to model DEDSs. They combine a rigorous mathematical formulation with an intuitive graphical representation, which ensures accurate modeling and analysis, as well as easy visualization and interpretation of models [31, 32]. Furthermore, they are vastly extensible beyond their basic form, and have been well-studied and analyzed for decades. This affords PNs with superior modeling power that can even model other types of systems (e.g. continuous and hybrid systems) [30].

PNs have been widely used in robotics, for example in single-robot task specification to coordinate task primitives [33, 34], coordination of dual-arm manipulation tasks [35], and in multi-robot plans [36]. However, PNs have rarely been applied in a PbD setting, as discussed in Section 2.4.2.

In this chapter, the basics of Petri nets will be briefly reviewed, followed by some of their extensions. This serves as preliminary material to the introduction of the concept of task PNs proposed by this thesis and discussed in Chapter 4. Therefore, only information pertaining to task PNs as applied to PbD will be discussed.
3.1 Basics of Petri Nets

A PN consists of four types of elements: places, transitions, arcs, and tokens (Figure 3.2). Places are represented by circles, while transitions are represented by bars (or a box in some texts), and together they constitute two types of nodes in a PN. Arcs are directed and connect places to transitions or vice versa, but never two nodes of the same type. A PN is thus a bipartite graph, in which places and transitions alternate on a path made of arcs. A place is an input place to a transition when there is an arc from that place to the transition, and is an output place to it when there is an arc from the transition to the place. Similarly, a transition is an input transition to a place when there is an arc from the transition to the place, and is an output transition to it when there is an arc from the place to the transition.

![Figure 3.1: A simple Petri net that has two places, P0 and P1, and one transition, T0. P0 has a single token, while P1 has none. The numbers on the arcs are their weights. (a) before T0 fires, and (b) after T0 fires.](image)

A place can have zero or more tokens inside it, which are represented by solid dots. In basic PNs, tokens are indistinguishable from one another. A transition is enabled when each of its input places has at least a certain number of tokens. This number is given by the weight of the arc from that place to the transition, and is represented graphically by a number inscription on the arc. An enabled transition can fire, consuming a number of tokens from each of its input places given by the corresponding arc weight, and depositing a number of tokens in each of its output places given by the weight of the corresponding arc. The number of consumed tokens and that of the deposited tokens need not match.

In Figure 3.1(a), transition T0 has one input place, P0, and one output place, P1. T0 is enabled because P0 has one token, which is equal to or greater than the weight of the arc from P0 to T0, which is also one. When T0 fires, it will consume the token in P0 and deposit two tokens in P1, since the weight of the arc from T0 to P1 is two. Figure 3.1(b) shows the net after T0 fires.

The significance of a place in a net can be interpreted in a number of ways, and consequently the tokens it holds as well. If a place is interpreted as a type of resource in the system being modeled, then the number of tokens it has can denote the amount of that resource available. If it is interpreted as a condition,
then the presence of a token in it represents whether this condition is met or not.

The state of the overall system is thus given by the distribution of tokens in all places. This distribution is known as the marking of a PN. The dynamics of a system modeled by a PN is therefore encoded in the evolution of the marking. The marking changes when any transition fires, since this changes the distribution of tokens in the net.

3.1.1 Modeling Power

The ability of PNs to effortlessly model typical characteristics exhibited of DEDSs is what makes them such an effective modeling tool. These characteristics include:

**Sequential execution:** In Figure 3.2(a), transition T1 can only fire after T0 has fired, since otherwise there will be no token in P1 and T1 will not be enabled. This effectively models the dependence of the process associated with T1 on that associated with T0.

**Conflict:** In Figure 3.2(b), either T0 or T1 can fire and not both, since if one fires it will consume the token in their common input place, effectively disabling the other. A conflict resolution scheme is required to resolve such a conflict deterministically, for example by assigning priorities to transitions.

**Concurrency:** Once T0 has fired in Figure 3.2(c), both T1 and T2 can fire at will independent from one another. Thus, both places P1 and P2 can be active at the same time, possible representing two concurrent processes.

**Synchronization:** In Figure 3.2(d), T0 can only fire if both P0 and P1 have at least 1 token each. Thus, T0 can be interpreted as a synchronization event in which the system has to wait for possibly many concurrent processes to reach a certain point (here given by tokens in P0 and P1) before it advances further.

**Limited resource:** Real physical systems often have resource constraints, forcing a sub-process to execute only a limited number of times. This situation is modeled as in Figure 3.2(e). Here, if P1 is associated with some resource, then the number of tokens inside it represents the amount of that resource available. Assuming P0 periodically gets a token, T1 can only fire three times, since P1 has just three tokens. Afterwards it becomes disabled and cannot fire. There are of course situations when a resource can be replenished. To reflect this in the example, P1 would have to be the output place of some transition.

3.1.2 Formal Definition

A Petri net is a five-tuple $PN = (P,T,W^+, W^−, M_0)$ such that:
Figure 3.2: Petri net models of some system characteristics. (a) Sequential execution, (b) conflict, (c) concurrency, (d) synchronization, and (e) limited resource.

\[ P = \{P_0, P_1, \ldots, P_m\} \] is a finite set of places;

\[ T = \{T_0, T_1, \ldots, T_n\} \] is a finite set of transitions;

\[ P \cap T = \emptyset \] i.e. the sets \( P \) and \( T \) are disjoint;

\[ W^- : P \times T \rightarrow \mathbb{N} \] is the input incidence matrix of size \( m \times n \);

\[ W^+ : P \times T \rightarrow \mathbb{N} \] is the output incidence matrix of size \( m \times n \);

\[ M_0 : P \rightarrow \mathbb{N} \] is the initial marking vector of length \( m \).

A non-zero element of \( W^- \) represents an arc from a place to a transition given by the indices of the element, while a non-zero element of \( W^+ \) represents an arc from a transition to a place. The value of the element in both cases represents the weight of the corresponding arc. For example, Figure 3.3 shows a PN in which:

\[ P = \{P_0, P_1, P_2, P_3, P_4\}; \]

\[ T = \{T_0, T_1, T_2, T_3\}; \]
W− = \[
\begin{bmatrix}
T_0 & T_1 & T_2 & T_3 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\text{, and } W^{+} = \[
\begin{bmatrix}
T_0 & T_1 & T_2 & T_3 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
2 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix}
\]
\]

M_0 = [1, 0, 0, 0, 0]^T.

The incidence matrix, which is important for analysis and simulation as will be seen later, is defined as:

\[ W = W^{+} - W^{-}. \quad (3.1) \]

For the PN of Figure 3.3, the incidence matrix is:

\[
W = \[
\begin{bmatrix}
T_0 & T_1 & T_2 & T_3 \\
-1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 \\
2 & 0 & -1 & -1 \\
0 & 0 & 1 & -1 \\
\end{bmatrix}
\]

3.1.3 Fundamental Equation

For a PN of \(m\) places and \(n\) transitions, and for some firing sequence which can be performed from marking \(M_i\), the characteristic vector \(s_i\) is a vector of length \(n\) whose \(j\)-th component correspond to the number of firings of transition \(T_j\) in that sequence. If this firing sequence results in marking \(M_{i+1}\), then the fundamental equation (also called state equation) is given by:

\[ M_{i+1} = M_i + W \cdot s_i. \quad (3.2) \]

Given some marking and a firing sequence achievable from that marking, the fundamental equation is used to calculate the resulting marking. Returning to

Figure 3.3: A Petri net example.
the example PN of Figure 3.3, if transition $T_0$ is to fire, then the characteristic vector $s_0 = (1, 0, 0, 0)$, and the new marking is obtained by:

$$
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
+ 
\begin{bmatrix}
-1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 \\
2 & 0 & -1 & -1 \\
0 & 0 & 1 & -1
\end{bmatrix}
\cdot
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
1 \\
0 \\
2
\end{bmatrix}
$$

$M_0$ $W$ $s_0$ $M_1$

### 3.2 Extensions

PNs have many extensions that add functional rules to the model in order to increase their modeling power\(^1\), and allow a greater number of applications to be treated. In this section, the extensions relevant to task PNs will be reviewed.

#### 3.2.1 Non-autonomous Petri Nets

In the PNs discussed so far in this chapter, it was shown that a transition may fire if it is enabled. These PNs are useful to describe what happens when a transition fires, and no assumptions were made as to when it will fire. This kind of PNs is known as autonomous Petri nets, to reflect the fact that the dynamics of the system are assumed to evolve autonomously. Conversely, non-autonomous Petri nets are nets that describe systems whose evolution is conditioned by external events or time. Such PNs can be synchronized and/or timed.

**Synchronized Petri Nets**

Physical systems often interact with the environment, and their dynamics are influenced by external events emanating from their surroundings. Synchronized Petri nets are PNs in which transitions are linked with external events. A transition fires if it is enabled and when a certain external event occurs.

A synchronized Petri net is the triple $(PN, E, Sync)$ such that:

- $PN$ is a Petri net $(P, T, W^+, W^-, M_0)$;
- $E$ is a set of external events;
- $Sync : T \rightarrow E \cup \{e\}$, where $\{e\}$ is the ‘always occurring event’, is a function that maps transitions to events. $Sync(T_j) = E_j \subseteq E \cup \{e\}$ is the set of events on which transition $T_j$ is synchronized.

Synchronized PNs are useful as discrete controllers. These controllers receive information and feedback from external sources, whether from the controlled system, human operators or other controllers. This information can take the

\(^1\)Modeling tool A is said to have greater modeling power than model tool B if tool A can model a greater number of systems than tool B.
form of boolean variables, impulses, or events of other forms. The controller then sends control signals to the environment. These signals can take the form of boolean variables based on the marking of the systems, such that each variable corresponds to whether a place is active (has a token); impulses based on a change in marking; or numerical variables calculated by a data-processing part inside the controller based on the marking. Such systems are also known as control interpreted Petri nets.

For example, consider a chemical plant in which the manufacturing process is to be controlled with a control interpreted PN. At a certain stage in the process, a mixer in a tank is mixing its contents, while a heater in a different tank is heating another ingredient. When this ingredient reaches a certain temperature, a draining valve in each tank would open to simultaneously empty their contents into another tank for further processing. Figure 3.4 shows the part of the synchronized PN responsible for this stage of the process. Places are associated with system components, such that a boolean variable is sent to respective actuators based on the the marking of the places. Transition T2 is synchronized on the event that the temperature in the heater tank exceeds a certain value. The event can originate from a data processing part inside the controller that reads continuous sensor data and compares it to threshold values, or it can originate from some other external element. Once the event is triggered, the transition fires, consuming tokens in its input places thus switching off the heater and the mixer, and depositing tokens in its output places thus opening the valves.

Figure 3.4: A part of a control interpreted Petri net.

Timed Petri Nets

Processes in real physical systems are never instantaneous, and time needs to be introduced in PNs models of those systems to describe their behavior in time. In timed Petri nets, a time delay can be associated with either transitions or places. If transitions are associated with time delays, the PN becomes a T-timed Petri net, where a transition fires after a certain amount of time has elapsed since the time it was enabled. On the other hand, if places are associated with time delays, the PN becomes a P-timed Petri net, where tokens become unavailable for a certain amount of time after being introduced in a place. In either case, time delays are assumed to be determinisitic. There are models however for stochastic time delays, as in stochastic Petri nets [30].
T-timed and P-timed PNs are semantically equivalent to one another, and transformation between them is possible [30]. However, T-timed models are more concise and easier to work with, since P-timed PNs require two markings to describe them: one for available tokens, and one for unavailable ones. The focus in this section will therefore be on deterministic T-timed PNs.

A T-timed Petri net is the pair \((PN, \text{Tempo})\) such that:

\[
PN \text{ is a Petri net } (P, T, W^+, W^-, M_0); \\
\text{Tempo} : T \rightarrow \mathbb{R}^+ \text{ is a function that maps transitions to positive real time delay values. } \text{Tempo}(T_j) = \tau_j \text{ is the time delay associated with transition } T_j
\]

Timed PNs are mainly used in performance evaluation of systems, for example by simulating the system and measuring the total time taken to move from one state to another. However, they can also be incorporated in PN discrete controllers if the controlled system needs to perform certain actions at certain points in time, not just as a reaction to some event. In fact, timed PNs are a special case of synchronized PNs, in which transitions are synchronized to events emanating from a system clock.

### 3.2.2 Colored Petri Nets

In basic PNs, tokens are indistinguishable from one another. This can lead to very large models for certain types of systems. For example, consider a manufacturing system that processes two types of raw material on the same production line. If this system is to be modeled using standard PNs in which places represent processing stages, it would require two nets, one for each type of raw material. The two nets will share the exact same structure, but their marking at any given point will differ. However, if a type can be attached to tokens to distinguish them, only one PN would suffice.

Moreover, it is sometimes useful to propagate information through the system, and to keep some kind of memory of past events. For instance, if material of type \(A\) is input to the system in the previous example, it would be transformed into an intermediate component of type \(K\), and finally into a product of type \(X\). However, if material of type \(B\) is used, then it would become \(L\) and then \(Y\). This kind of information can only be encoded in the same PN if tokens had a type, and if that type could change according to certain rules as the tokens move around the net.

To tackle these issues, colored Petri nets (CPNs) [37] were introduced. In CPNs, each token has a data value attached to it called its color. Each place is associated with a color set, which is a set of all colors a token inside it can assume. As an analogy, if the token is considered as a variable in programming languages, then its color would be the value of the variable, while the color set it belongs to is the data type.

Ares in a CPN are associated with expressions, rather than weights, that govern the behavior of transition firings. For each transition, the expressions on the arcs coming from each input place decide how many token from which color
set it can consume. A transition becomes enabled only if all the expressions on all its input arcs are satisfied. When a transition fires, the color and amount of tokens deposited in each of its output places is determined by the expressions on the arcs to them. Output arc expressions can be arbitrarily complex; they can be a function of consumed tokens and can produce tokens of another color set.

Figure 3.5 illustrates the dynamics of a simple CPN. For transition T0 to be enabled, the expressions on its input arcs must be able to bind to colors from the tokens inside their places. In Figure 3.1(a), the variables \( x \) and \( y \) are defined over the color set \( \{ b, r, g \} \) and can be replaced by any of these colors. The expression \( 1^*x \) evaluates to a single token of any color in the color set that \( x \) is defined over, provided that a token of that color is inside \( P_0 \). Similarly, the expression \( 2^*y \) evaluates to a pair of tokens from \( P_1 \), except that they have to be the same color, since \( y \) can assume only one value at a time. Therefore, \( x \) can be bound to (i.e. replaced by) \( b, g, \) or \( r \), while \( y \) can only be bound to \( b \) or \( r \).

Assuming \( x \) is bound to \( g \), and \( y \) is bound to \( r \), Figure 3.5(b) shows the
marking after $T_0$ fires. Since $x$ is bound to $g$, the expression on the output arc evaluates to a pair of red tokens. If both $x$ and $y$ now bind to $b$, $T_0$ can be fired again as in Figure 3.5(c). This time a single green token is produced as $x \neq g$.

In the previous example, actual colors were used as token colors for illustrative purposes. However, arbitrary color sets can be defined, for example over the set of real values, or even complex data structures. Consequently, arc expressions can be mathematical formulas or complex transformation rules and mapping functions operating on these sets. It is also worth noting that uncolored PNs can be considered a special case of their colored counterparts, where there is only one color set, the boolean set, and tokens can only either exist or not.

3.3 Summary and Discussion

Petri nets are a powerful and convenient tool to model many kinds of dynamic systems. They allow for precise specification, simulation and analysis of systems by virtue of their rigorous mathematical formulation and convenient graphical representation. A vast number of extensions have been applied to them, of which one can employ as necessary to suit the application at hand.

PNs can be used as discrete controllers in industrial applications, where places and transitions can be associated with system components. The same concept can be easily applied to robotic tasks, as has been done in numerous works. The places of a PN can be associated with primitive movements and component actions, while transitions can be synchronized on various system events, such as specific sensor events or reaching primitive goal states. However, for application in PbD, the PN task model would have to be learned and constructed from demonstration. This entails that the demonstrations have to be segmented into primitives that can be associated with places. Once the PN is constructed, it can be executed as a discrete controller to perform the task.
Chapter 4

System Implementation

Acquiring Petri net models of tasks from demonstration requires algorithms to automatically construct and later execute them to reproduce the task. These algorithms cannot work in isolation, and require other software components, for example to segment demonstrations into streams of symbols. Consequently, a complete prototypical system was developed to evaluate the proposed approach. However, since the main focus of the thesis is learning PN task models, other components were implemented for the sole aim of making the system work. Therefore, simplistic and rudimentary designs were favored for these components, without much regard to performance or robustness. This also serves to test the ability of the PN approach to perform in a sub-optimal environment, and to compensate for inaccuracies and delays.

The idea of constructing a PN model of a process from observations is not new. For example, in the field known as Process Mining, a PN model of a process can be discovered from event logs, in what is known as process discovery [38, 39]. The resulting PN is a subset of PNs called workflow nets. Several algorithms have been developed to extract these nets [40]. However, even though event logs is a very similar concept to that of primitive symbol streams used in the task PN approach proposed in this chapter and workflow nets are very similar to task PNs, process mining algorithms are not suitable for discovering Petri net models of tasks that fulfill the goals of the thesis. There are two reasons for this. The first and the most important reason is that process mining approaches do not handle temporal data, and the resulting net does not include them. The second reason is that workflow nets model actions as transitions, while places represent conditions such as the completion of an action. This is contrary to the design philosophy of task PNs presented in this chapter, which is derived from control interpreted PNs.

This chapter presents the implementation details of the system. Although the system is designed to be of general applicability, certain components were implemented specifically for the hardware used. Therefore, a brief account of the hardware and software infrastructure will be given first. Afterwards, an overview of the system will be presented, followed by detailed descriptions of each of the system component.
4.1 Hardware and Infrastructure

The hardware used to perform tasks consists of a KUKA LWR4+ lightweight robotic arm [6], and a BarrettHand BH8-282 robotic hand [41] attached to its end as a tool as shown in Figure 4.1. The arm has seven degrees of freedom (DoF), and is controlled by a dedicated computer controller, called KUKA Robot Controller (KRC). Programs can be written for the arm on the KRC with a proprietary programming language called KUKA Robot Language (KRL). More importantly, to allow for more advanced control applications, the arm can also be controlled from an external computer over an Ethernet connection via a communication protocol based on User Datagram Protocol (UDP), called Fast Research Interface (FRI) [42]. The KRC has a built-in gravity compensation mode, which allows demonstrations to be performed kinesthetically.

![Figure 4.1: Robotic hardware used for the implementation of the system, showing the BarrettHand BH8-282 hand attached to the KUKA LWR4+ arm.](image)

The hand has three fingers, each controlled by a single motor (Figure 4.2). The two outer fingers can rotate symmetrically around the palm; their angle is known as the spread, and is controlled by a fourth motor. The hand can be controlled from an external computer over a Controller Area Network (CAN) bus, which can send velocity, position, or torque commands to each puck, in addition to receiving feedback.

The external computer that controls the arm and the hand and on which the system is implemented runs the Linux operating system (Ubuntu 12.04) with a Xenomai real-time co-kernel [43]. The software components of the system were mainly implemented using ROS\textsuperscript{1}. Communication with the KRC over FRI is handled by software components developed within the Orocos\textsuperscript{2} framework.

\textsuperscript{1}ROS: Robot Operating System, is arguably the de facto meta-operating system for robot software development [44, 45].

\textsuperscript{2}Orocos: Open Robot Control Software, is a collection of C++ libraries for advanced machine and robot control with real-time capabilities [46].
for real-time support. A specific component that has been provided for the thesis, called the *KUKACommander*, abstracts the communication and provides higher-level functionalities, and is the main interface between the KRC and the rest of the system. Communication with the hand is handled using *Libbarrett*, an open-source C++ library available for controlling Barrett Technology products [47].

### 4.2 System Overview

Figure 4.3 shows a block diagram illustrating the main components of the system. The system currently only supports single demonstrations. First, a demonstration is performed using a multi-component robotic system composed of \( n \) components, and continuous trajectory data for each component is obtained. Each component trajectory is then fed into an associated segmenter object that implements a segmentation algorithm to segment it into symbolic representations of primitives. The segmentation algorithms can make use of a pre-learned library of primitives to identify primitives in trajectories. The segmentation stage results in \( n \) streams (or strings) of symbols for each component, which are then fed simultaneously into an algorithm that constructs a task Petri net (TPN). After the TPN is constructed, a PN controller executes it to obtain execution symbols, which contain information on what component should execute which primitive and for how long. The PN controller parses each execution symbol into a command for the appropriate component, and forwards it to the executor of that component. Each component is associated with an executor that handles communication with its dedicated controller, sending lower-level commands and receiving feedback. The executors also send feedback in turn to the PN controller, informing it that an execution has finished or stopped. The PN controller then forwards these events to the TPN it is executing, so that synchronized transitions can fire.

The general system structure makes no assumptions on the number of robotic
components used in demonstrations, nor on the method of providing demonstrations. However, some components need to be implemented specifically for the components being used, namely segmenters and executors. Therefore, the details of implementation given in the following sections are as applied specifically to the robotic hardware setup used.

![Diagram](image)

**Figure 4.3: Proposed system overview.**

### 4.3 Demonstration

Demonstrations were performed on the whole robotic system as if it was a single piece of hardware. Each of the three fingers in the hand and the spread is considered as a separate component. This gives maximum flexibility especially when using a rudimentary primitive framework, as well as being significantly simpler to segment. Together with the arm, this gives a maximum of 5 components. Not all of them have to be used however, and some can be left out of recordings.

To allow for kinesthetic demonstrations with the hand, a compliance controller had to be implemented for it since only the spread motor is backdriveable. This controller senses the torque on joints in each finger and sends a velocity command proportional to that torque to counter it. The reason that velocity
commands are used instead of torque commands is that the hand firmware inhibits torque commands to a finger when an external torque is applied to it. Furthermore, to facilitate demonstrations for the keyboard playing application, a special version of the compliance controller was implemented. In this version, the fingers move back to their initial position once the torque applied to them is lifted, as if they were attached with springs to this position.

The output of demonstrations is $n$ trajectories for $n$ components, each consisting of successive time-stamped data points. It is imperative that all trajectories share the same clock and start being recorded at the same time (even if it means recording a large stationary part), otherwise the temporal relationship between them will be lost. Trajectories are recorded in Cartesian task space for the arm, since this makes them much simpler to segment given the simple segmentation scheme described in Section 4.4. For the hand, the trajectory for each finger and the spread is just a one-dimensional joint position.

Demonstrations are recorded as ROS bag files, since they are easy to work with. More importantly, they also automatically provide time-stamping for data points according to a global clock. Moreover, ROS provides libraries for straightforward manipulation of bag files within programs.

### 4.4 Segmentation

The purpose of the segmentation stage is to transform continuous trajectories into discrete symbols that represent segments in these trajectories. A symbol is primarily a representation of a primitive-goal pair. It is implemented as a data structure that contains the id of the the component that originated it, the id of the movement primitive that represents the segment, and the goal state of the primitive (or endpoint of the segment). It also contains the start and end times of the movement, corresponding to the time-stamps of the first and last data points in the segment respectively. This also means that it implicitly contains information on the duration of the primitive.

The segmentation stage consists of two segmenter classes, one for the arm and one for all the hand components: the fingers and the spread. Both classes have a similar implementation, differing only in the number of trajectory dimensions and the value of their parameters. One object from the first class is constructed for the arm, and up to four objects of the second class for the hand components. Each segmenter object takes the continuous trajectory of its associated component as input, and outputs a symbol stream.

The segmentation scheme used is very simple, and is based on a vocabulary of just two primitives: the move primitive and the stop primitive. It is implemented as a FSM as shown in Figure 4.4. Before the actual segmentation starts, the algorithm goes through the whole trajectory and calculates the maximum Cartesian distance between any two successive data points. This distance is used to calculate a velocity threshold value ($T_{go}$) as a minute fraction of it, above which the component is considered moving. If no distance in the entire trajectory is above $T_{go}$, then the algorithm terminates and passes an empty symbol stream as output. Another threshold value ($T_{stop}$) is also calculated as a
slightly smaller fraction of the maximum distance, below which the component is considered stationary. This effectively creates hysteresis to avoid excessive noise in the segmentation output due to rapid switching between states.

Figure 4.4: State machine of the segmentation algorithm. $d$ is the distance between any two successive data points, while $T_{go}$ and $T_{stop}$ are threshold parameters.

At the beginning of segmentation, the segmenter is in the *initial* state. As the algorithm goes through the data points, it calculates the distance between each two successive points. When this distance is greater than $T_{go}$, it switches to the *moving* state and stays there until the distance falls below $T_{stop}$, at which point it switches to *stopped* state. If the distance rises above $T_{go}$ again, it goes back to the *moving* state and so forth, until all the data points in the trajectory have been processed, then it goes to the *end* state.

Every time the state switches between *moving* and *stopped*, a symbol is created and added to the output stream. When switching from the *moving* state to the *stopped* or *end* states, the primitive id is the *move* primitive. Its start time is the time-stamp of the last data point before the last switch to the *moving* state, its end time is the time-stamp of the last data point before the current switch, and its goal state is the state given by this data point. Similarly, when switching from the *stopped* state to the *moving* state, the primitive id is the *stop* primitive, and the symbol is called a *wait* symbol. Its start time is the time-stamp of the last data point before the last switch to the *stopped* state, and its end time is the time-stamp of the last data point before the current switch. It follows that any symbol has its end time identical to the start time of its successor. Note that no symbol is created when switching from the *initial* state to the *moving* state, nor when switching from *stopped* to *end*. This means that a stream always starts and ends with a non-wait symbol.

The symbol stream produced from this algorithm is quite noisy, with many superfluous symbols. This is mainly due to small unintentional movements made during the demonstration that lead to inconsistencies in readings hovering around the threshold values. To alleviate this over-reliance on the quality of the demonstration and decrease noise, two filtration stages are added in the signal path as shown in Figure 4.5.

In the first stage, all *wait* symbols whose duration is below a certain threshold value are discarded. Afterwards, the symbols just before and after a discarded symbol are merged if they have the same primitive id. When two symbols are merged, the resulting symbol keeps the start time of the earlier symbol, and
the end time and goal state of the latter symbol. In the second stage, each non-wait symbol is examined, and its goal state is compared to that of the preceding non-wait symbol, skipping any wait symbols in between. If the distance between the two goal states is below a certain threshold, the symbol is discarded. As in the first stage, both symbols just before and after a discarded symbol are merged if they have the same primitive id.

The final symbol stream is relatively free of noise. The challenge is to adjust all the thresholds and parameters so that a noise-free symbol stream is obtained without significant loss of information. A side effect of the simple segmentation scheme used here is that all resulting movements are linear, and no curved movements can be reproduced. However, this suffices for the experiments discussed in Chapter 5.

4.5 Task Petri Nets

A task Petri net as currently implemented, is a timed, synchronized, and colored PN model of a task. It is also similar to the concept of control interpreted PN, except that places are associated with movement primitives, transitions can be timed as well as synchronized, and tokens are colored.

The structure of a TPN consists of a number of main branches equal to the number of components used in the task it models. The term 'branch' here is used to denote a series of mainly single-input, single-output places and transitions in succession. The relationship between branches and components is one-to-one, such that each branch correspond to exactly one component, and each component correspond to exactly one branch.

There is always one and only one start place in a TPN. This place is initialized with a single token in the initial marking, and spawns at least one branch. All branches can arise from either the start place directly, or another branch, depending on the time the corresponding component starts its first movement relative to other components.

4.5.1 Elements of a Task Petri Net

A TPN generally has the same elements as a colored PN. However, its elements are associated with those of the task it models. This sections lists the elements that constitute a TPN and their significance for a task model.

Places

A place in a TPN can have one of four types, each encoding a different type of information required to construct the model. The ordinary type, which is
tokens and color sets

There are two color sets available in a TPN, and a place can be associated with one or both. The first color set is the set of positive real numbers $\mathbb{R}^+$, and the value of a token belonging to this color set signifies the duration of the execution symbol associated with that place. It follows that only ordinary-typed places can be associated with this color set. The second color set is the set of boolean values $\{true, false\}$, and tokens belonging to this color set can only either exist or not, exactly as in uncolored PNs. This color set can only be associated with ordinary places identified with wait symbols, or with count places. Boolean or uncolored tokens are used for synchronization between component branches when they exist in ordinary wait places, or for counting the number of loops when they exist in count places.

To simplify the implementation, the two color sets are reduced to just one, the set of non-negative real values $\{\mathbb{R}^+ \cup \{0\}\}$, while preserving the same modeling power. This is done by considering a token with a zero value as belonging to the boolean color set.

transitions

Transitions in a TPN can either be synchronized or timed. Generally, output transitions of ordinary non-wait places (i.e. places associated with non-wait symbols) are synchronized on the event of the completion of the associated primitive. On the other hand, output transitions of ordinary wait places (i.e. places associated with wait symbols) are timed, and the delay is given by the duration of the wait symbol. All transitions are output transitions to ordinary-typed places, although they may have additional input places of other types.

arcs and arc expressions

Since a TPN is colored, arcs have expressions. To simplify the implementation, expressions do not replace arc weights as in regular colored PNs, instead they complement them. An arc thus has both a weight that decides the number of tokens consumed or deposited, and an expression that operates on the real-valued tokens. This allows for the fundamental equation to be applied to calculate new markings.

Expressions are currently implemented as multipliers. A consumed real-valued token results in another real-valued token whose value is that of the consumed token multiplied by the multiplier. This is possible since, by design,
there can only be one colored (i.e. real-valued) token in a place at a time. Therefore, there is no confusion as to which token an expression applies to, even if the arc weight is greater than one. Moreover, only arcs from transitions to places have expressions, which is possible since the two color set of the TPN are effectively reduced to one as discussed earlier.

4.5.2 Modeling of Task Aspects

There are three main aspects of tasks that a TPN is required to model. The first of these is the task structure, which refers to the composition of a task in terms of its component movement primitives (or symbols) and their order. The second aspect is concurrency requirements and synchronization, and relates to which primitives of different components need to execute simultaneously. And lastly, the temporal aspect, refers to the time in which primitives are required to be executed and their duration.

![Task Structure Diagram](image)

**Task Structure**

The task structure is the most basic and important aspect of tasks any modeling framework is expected to handle. Figure 4.6 shows a task example consisting of two symbol streams and the corresponding TPN model. Each symbol stream is

Figure 4.6: A symbol stream example and its corresponding task Petri net. $a$, $b$ and $c$ are symbols belonging to a certain component, while $A$, $B$ and $C$ are symbols belonging to another. $\emptyset$ is the wait symbol.
mapped to one branch of the TPN, reflecting the concurrent execution of both symbol streams. Moreover, the order of primitives is preserved in the sequence of places in each branch, reflecting the sequential execution of primitives in each symbol stream. A branch can spawn from the output transition of the start place, or from the output transition of a place in another branch, depending on the start time of the first symbol of the stream corresponding to this branch relative to the other streams.

Furthermore, repeating primitives in the task are modeled as loops in the TPN. For example, the fact that the sequence \((a, c, \emptyset)\) is repeated in the upper symbol stream in Figure 4.6(a), is modeled by the looping transition \(T_7\) in the TPN of Figure 4.6(b). The number of repetitions is given by the number of tokens in the accompanying place \(P_7\). Here, since \(P_7\) is initialized with a single token and has no input transitions, \(T_7\) can fire only once, reflecting the fact the repetition appears only once.

**Concurrency and Synchronization**

For tasks involving multiple robotic components moving at the same time, it is not sufficient to simply sequence the primitives. If the execution of a primitive for a component stalls for some reason, it will create a ripple effect delaying all others that succeed it. This might lead to loss of synchronization and concurrency since other components will not experience the same delay. For example, in Figure 4.6(a) there is a concurrency requirement that the last symbol \(b\) in the second stream be executed while \(C\) is executing in the first stream during reproduction. If the execution of any primitive preceding \(b\) in the same stream is delayed significantly, \(b\) might be executed after \(C\) has finished, thus failing the concurrency requirement. This effect can also happen if multiple primitives get delayed by even a small amount of time, as is often the case since robotic systems are hardly perfect.

TPNs as currently implemented can alleviate this problem. It is assumed that during a wait symbol, the component is waiting for other components to either start executing a certain primitive or finish executing one. It can be argued that this not the case for just wait symbols, and that a component may want to switch primitives based on what other components are doing without explicitly waiting. However, there’s no way to identify such dynamic from single demonstrations. Therefore, if two non-wait symbols succeed each other without a wait symbol in between in a symbol stream, it is assumed that the latter symbol is just waiting for the preceding one to finish.

For instance, in Figure 4.6(a), the second \(a\) symbol in the second symbol stream has a wait symbol between it and the preceding \(c\) symbol, which would normally mean that it has to wait for the duration of the wait symbol after \(c\) has finished to start executing itself. However, symbol \(A\) from the first stream starts executing during that wait symbol, so now \(a\) is assumed to wait for \(A\) to start executing before it can start itself. This situation is modeled in Figure 4.6(b) by adding an arc from \(T_8\) to \(P_5\), and incrementing the weight of the arc from \(P_5\) to \(T_7\) by one. This is due to the fact that for \(A\) to start executing, \(P_2\) has to get a token, which will only happen when \(T_8\) fires. When \(T_8\) fires, it will now
also deposit a token in \( P_5 \) thanks to the new arc. Now for \( a \) to start executing, \( T_7 \) has to fire to deposit a token in \( P_1 \), and this can only happen when \( P_5 \) has two tokens since the arc between it and \( T_7 \) has a weight of 2. Finally, \( P_5 \) can only get two tokens when both \( T_8 \) and \( T_3 \) have fired, signifying that both \( c \) has finished executing and \( A \) has started.

**Time**

The problem of modeling the temporal aspect of tasks can be divided into two questions: *when* to start executing a primitive, and for *how long*. The time at which a primitive of a symbol is executed is decided by its preceding symbol. If a symbol is preceded by a non-wait symbol, then it executes immediately after the preceding symbol finishes. On the other hand if it is preceded by a wait symbol, then it waits for an amount of time given by the duration of this symbol before executing. In a TPN, timed transitions are used to decide when a primitive should be executed. Any place in the TPN associated with a wait symbol is followed by a timed transition whose delay is given by the duration of this wait symbol. Notice that the branch corresponding to any stream that starts later than other streams begins with a place associated with a wait symbol, and the same rule is applied to it.

The duration of execution of non-wait symbols is decided by the color (i.e. value) of the token inside its associated place. The arc expressions in the TPN reflect the relationship between the durations of any two successive symbols in a branch. For example if the duration of a symbol is half that of its predecessor, then the expression on the output arc of the transition between them is 0.5. This means that if a token in the preceding place that has a value of 1 is consumed, then the deposited token in the succeeding place will have a value of 0.5. It follows that the temporal scale of the entire task reproduction is decided by the value of the token in the start place in the initial marking.

It is worth noting at this point that given the current implementation, it is sufficient to obtain the required duration of the execution of primitives from the duration of the symbols themselves. While this is undoubtedly the simpler approach to take, however TPNs were implemented with general applications and future extensions in mind. For example it might be necessary at one point to include the history of the actual execution times of previous primitives to decide the duration of the next primitive. This can be either to rewrite arc expressions so as to adjust succeeding execution durations according to delays in previous executions, or perhaps to determine durations on-the-fly according to certain environmental conditions, or even nondeterministically according to some probability distribution. It might also be necessary to include other execution parameters in token colors. In these cases, using colored tokens seems to be the most appropriate and general method to propagate information through the net to fulfill these requirements.
4.6 Task Petri Net Construction

Before the construction of the TPN, all the symbol streams are bundled into one object, called a stream bundle. This object provides the necessary logical encapsulation to process the different streams simultaneously. Most importantly, it provides the method `getNextSymbol()` that can be called to return symbols in temporal order regardless of which component stream they belong to.

The process of building the TPN and later executing it is general and work regardless of the primitives framework used, so long as the resulting symbols implement a certain interface. It starts by passing a stream bundle object to the TPN class constructor, and consists of three stages as shown in Figure 4.7: naïve PN construction, concurrency enforcement, and folding.

**Naïve Petri Net Construction**

The first stage in constructing a TPN model is constructing a naïve PN representation of the task to serve as the groundwork for further refinement. This PN consists of \( n \) branches corresponding to \( n \) symbol streams, each consisting of a series of places representing symbols in a stream. The algorithm (Alg. 4.1) starts by creating a start place and an output transition for it, which will be called the start transition. Afterwards, a place is created for the first symbol in the stream bundle as an output place to the start transition. For each subsequent symbol in the bundle for the same component, a new place is created, as well as a transition from the previous place to new one, creating the component branch in the process. Once the first symbol in a different stream is encountered, a leading wait place is created as an output place to the input transition of the last place created, thus creating a new branch. Another place is also created for the symbol in question, and a transition is created from the leading wait place to it. Subsequent symbols are treated normally as in the first branch. This process continues until all symbols in the bundle have been processed.

Whenever a place or transition is created, it is linked with the previous element in the same branch with an arc, which always has a weight of 1. Furthermore, each output arc of a transition has an expression equal to the duration of the symbol associated with the output place divided by that of the input place. Note that at this stage, all transitions have a single input place, whereas transitions that spawn branches may have more than one output place.

While constructing the PN, lists of all places, transitions and arcs created are kept. All elements in a list have an id that is used to consistently reference them in other elements. Places contain the ids of its input and output transition, while transitions contain the ids of its input and output places. Similarly, arcs contain the ids of its originating and terminating nodes. Throughout the
**Require:** stream bundle $B$

add start place

add start transition

for $i = 0$ to $i = B.symbolCount$ do

$s = B.getNextSymbol()$

if $i = 0$ then

add place for $s$ after start transition

else

if $s$ is first symbol in a new stream then

add leading wait place to create a new branch

add arc from last transition added to new place

end if

add place for $s$ in its branch

end if

end for

Algorithm 4.1: Constructing a naïve Petri net.

TPN construction process, the ids of places always have the same order as the temporal order of their associated symbols in the stream bundle. This facilitates the mapping between places and symbols, and helps tremendously for temporal comparisons required in certain operations as will be evident later.

**Concurrency Enforcement**

After a naïve PN is obtained, the next stage is to enforce concurrency between its branches. In this stage, an algorithm (Alg. 4.2) uses wait places (i.e. places associated with wait symbols) to either set transition delay times, or force the execution of succeeding symbols to wait for other symbols in other branches to start executing. The algorithm goes through all the places of the naïve PN to find wait places. For each wait place, there are two scenarios possible. If its temporally succeeding place is in the same branch, this means that the component just has to wait for the duration of the wait symbol. Consequently, the output transition of the wait place is set as a timed transition and its delay is set to the duration of the wait symbol. On the other hand, if the temporally succeeding place is in a different branch, this means that the place following the wait place in the same branch should wait for its temporally preceding place in whichever branch to be active. Consequently, an arc is created from the input transition of that temporally preceding place to the wait place. Furthermore, the output transition of the wait place is set as a timed transition, and its duration is given by the time difference between the start of the symbol to be waited for and the start of the symbol that is waiting.

**Folding**

Folding is the third and final stage in the construction of a TPN, in which repeating sequences in the net are replaced with loops. Since the temporal order
**Algorithm 4.2: Enforcing concurrency in a Petri net.**

```plaintext
Require: naïve PN N
        P = getPlaceList(N)
for i = P.start to P.end do
    if P(i) is a wait place then
        if P(i) and P(i + 1) are in the same branch then
            t = getOutputTransition(P(i))
            d = getSymbolDuration(P(i))
            t.delay = d
        else
            n = index of the place after P(i) in the same branch
            t = getInputTransition(P(n - 1))
            add arc from t to p
            t = getOutputTransition(P(i))
            d = getSymbolStartTime(P(n)) - getSymbolStartTime(P(n - 1))
            t.delay = d
        end if
    end if
end for
```

of symbols is reflected in the order of places, repeating sequences of places correspond directly to repetitions in symbols. A sequence is considered repeating if it appears again immediately after it ends with nothing in between. Furthermore, only repetitions across all branches are considered true repetitions and are consequently processed.

The algorithm used in this stage is similar in structure to that used in [23]. The algorithm starts by searching the entire TPN for repetitions. Once a repetition is found, all its constituent places are merged with their counterparts in later instances of the repetition, and all lists and structures are updated to reflect the changes. The process then starts again, and keeps running until no repetitions are found. For each repetition found, a new count-typed place is created as an input place to the transition between the first and last places of the repeating sequence. In the initial marking, this count place is initialized with a number of tokens equal to the number of instances of the repetition found.

When searching for repetitions, the algorithm (Alg. 4.3) operates on the list of places. It starts by looking for repeating sequences of length equals to half that of the entire list. If none are found, the length is decremented by one, and this process is repeated until the length is less than two places. This effectively favors longer repetitions over shorter ones. For a sequence of length \( l \), the algorithm searches for repetition by comparing each place \( P_i \) in the list with place \( P_{i+l} \). If the two places are equal, then \( P_{i+1} \) is compared with \( P_{i+l+1} \) and so forth until \( P_{i+l-1} \) is compared with \( P_{i+2l-1} \). Any two places are considered equal if their associated symbols are equal, and any two symbols are considered equal if they have the same component and primitive ids and both their goal states and durations are roughly equal within a certain tolerance. When a pair
of places being compared are not equal, the starting \( i \) is incremented by one, and the process starts again. The process stops when \( (i + 2l) > L \) where \( L \) is the length of the list, at which point the sequence length \( l \) is decremented and the process is restarted. Whenever two adjacent sequences match, the starting \( i \) in the search window is incremented by \( l \) to search for other instances of the sequence.

Require: PN \( N \)
\[
P = \text{getPlaceList}(N)
\]
\[
\text{repetitionCount} = 0
\]
\[
\text{for } l = P.length/2 \text{ to } 2 \text{ do}
\]
\[
\text{for } i = P.start \text{ to } P.end - 2l \text{ do}
\]
\[
k = i
\]
\[
\text{while } [P(k) \text{ to } P(k + l - 1)] = [P(k + l) \text{ to } P(k + 2l - 1)] \text{ do}
\]
\[
\text{repetitionCount}++
\]
\[
k = k + l
\]
\[
\text{end while}
\]
\[
\text{end for}
\]
\[
\text{end for}
\]

Algorithm 4.3: Finding repetitions in a Petri Net

When merging two places, the one with the higher id is absorbed into the lower id one and gets marked for deletion, since a lower id corresponds to an earlier symbol. Each input or output transition of the absorbed place is compared to those of the absorbing place, if an equivalent is found then it gets marked for deletion, otherwise it becomes an input or output transition of the absorbing place, by having the ids of its input and output places changed accordingly. Two transitions are considered equivalent if all their input and output places are equivalent. All arcs in the arcs list get updated to reflect these changes. Finally, the deletion of all elements that were marked for deletion takes place when the lists get updated after each folding process.

4.7 Petri Net Controller

The main function of the PN controller is to act as an interface between the TPN and the executors. It executes the TPN, receives execution symbols from it, translates them into commands for executors to perform, and sends feedback to the TPN so that synchronized events can fire. Before the TPN is executed it has to be initialized. This prompts the TPN to use the lists of elements it stores to build the following: the incidence matrix; the expression matrix which is similar to the incidence matrix but holds arc expression values; the conflict matrix which is a square matrix with length equal to the number of transitions in the net, and holds information about conflicts between transitions; and finally the initial marking vector. At initialization, the TPN object is also passed a time seed value, which is the value of the token in the start place in the initial
marking that governs the execution speed of the entire reproduction, and a time step value, which decides the rate at which the TPN is to be updated.

To execute the TPN, the PN controller periodically calls the `advance()` method provided by the TPN object. This method updates the time delays on enabled timed transitions, and calculates a list of enabled transitions, from which it obtains the characteristic vector based on the timed transitions whose delay is over, and synchronized transitions whose associated events have been registered. The TPN advances the state by calculating the fundamental equation, and uses the expression matrix to calculate the value of newly deposited tokens. Furthermore, if two transitions appearing in the characteristic vector are in conflict (given by a non-zero element with the corresponding indices in the conflict matrix), a conflict resolution scheme is employed to decide which of them should fire. In the current implementation based on single demonstrations, a conflict can only arise between a looping transition and a loop-exit one, in which case the looping transition is always favored.

In each iteration, the controller also calls the method `getExecSymbols()` on the TPN that returns execution symbols based on the change in the marking. Each execution symbol contains a unique symbol id, a component id, a primitive id, and a duration. The controller parses this information and sends the appropriate commands to the respective executors. The controller then receives feedback that a command it has sent is completed, at which point it calls the method `SignalExecEnd()` on the TPN, and passes it the ids of the execution symbol that has completed since the last iteration as an argument. This allows the TPN to fire transitions synchronized on the events that these execution symbols have been completed.

4.8 Executors

Since the primitive framework used currently is rudimentary, consisting only of one simple movement primitive, the implementation of executors is straightforward. Each executor receives from the PN controller a goal state to reach, as well as the duration in which to do so. An executor then communicates with the dedicated control software of its component to send lower-level commands and receive feedback in order to reach the goal state in time. Currently, there are two executors: one for the arm, and one for the hand.

The arm executor receives the Cartesian goal state and the duration of the movement, and forwards them to the KUKACommander, which in turn forwards them to an external trajectory generator (Figure 4.8). With the aid of a kinematic model of the arm, this trajectory generator uses inverse kinematics to generate joint trajectories to achieve the goal state in time. It communicates directly with the KUKACommander, sending and receiving desired and measured joint states and other feedback signals. The generated trajectory has a trapezoidal velocity profile. Once the desired goal state is reached, the KUKACommander sends a signal to the executor, prompting the latter to signal the completion of an execution to the PN controller.

The hand executor runs four threads, each implementing a server to ser-
ervice execution commands sent to each of the four components comprising the hand: the three fingers and the spread. Therefore, from the PN controller’s perspective it is seen as four separate executors (Figure 4.9). Each server receives a goal state and the duration of the movement, and translates them to velocity commands for the hand control software. The executor then collects these commands from all servers and sends them to the hand control software. A command is considered complete when the current position of a component is within a certain tolerance of its goal, at which point the executor signals the completion of the command to the PN controller.

Figure 4.9: Signal path of hand commands.
4.9 Summary and Discussion

This chapter presented an overview of the system developed for the thesis, as well as implementation details of each of its components. The most important component of the system, and the main contribution of the thesis, is the construction of TPNs from demonstrations. TPNs model several aspects of tasks, such as the task structure, concurrency and synchronization requirements, and temporal data. A TPN can also be easily executed to reproduce the task.

A rudimentary primitive and segmentation framework was used, which allowed for fast prototyping of the system at the cost of imposing limitations on accuracy and the kinds movements that can be performed. Moreover, the system currently works on single demonstrations, therefore it is not capable of generalizing upon tasks. However, it was designed to be general enough to work regardless of the number or nature of robotic components used, or the primitive framework employed. It was also designed to provide a basis for further extensions and refinements, and some functionalities were implemented in anticipation of such extensions.
Chapter 5

Experiments

While the proposed approach based on Petri nets has been shown to be a theoretically viable solution, its feasibility can only be validated through concrete experimental results. Furthermore, it is required to test and evaluate the performance of the entire system, from task demonstration to reproduction. To this end, an experiment was designed and performed, in which the robot learns and reproduces a keyboard-playing task.

5.1 Overview

The purpose of the experiment is to evaluate the capability of the system to preserve temporal information and structure in tasks, and to enforce synchronization and concurrency requirements in several robotic components. Keyboard playing is a prime example of a task that places strict requirements on these aspects. The arm and each of the fingers have to be synchronized almost perfectly in order to hit the correct note (and only the correct note) in a very limited time window. Moreover, the duration of notes and silence in between have to be preserved for the reproduction to be considered successful.

For time-critical tasks, it is important to differentiate between two types of timing errors: delay and jitter. Delay, also called latency, is the difference between the time an event is supposed to occur, and the time it actually occurs. On the other hand, jitter is the variation of delay in successive events. Generally, lower jitter is more important than lower delay. For example, in keyboard playing if a note is delayed, the following note should still be played after the correct amount of time has passed, and not at the time it would have been played had the previous note not been delayed. Therefore, the relative timing between notes is more important than their absolute timing, or in other words, delay should be sacrificed to reduce jitter if need be.

Keyboard playing also offers a convenient way of systematically evaluating the performance of the task reproduction. A MIDI-enabled musical keyboard can send MIDI signals of note on/off events, which can be recorded as MIDI

\textsuperscript{1}MIDI: Musical Instrument Digital Interface, is a ubiquitous technical standard that defines a digital interface and protocol for communication between electronic musical instruments and computers [48].
tracks by a computer and analyzed. Midi tracks contain the sequence number and time-stamps of the events it recorded, among other information. Thus, by comparing different MIDI tracks, it is possible to compare the performance of the reproduction to that of the original demonstration with a temporal resolution in the order of milliseconds. This has the advantage of bypassing a non-trivial problem that would be present in most other task domains; the extraction of events on such temporal scale in other tasks would be significantly more difficult, assuming they can easily be defined in the first place.

5.2 Metrics

For quantitative evaluation of the performance of the reproduction, two metrics were used. The first metric is the event time error (ETE), and relates to the delay in events. For some reproduction of a demonstration containing \( n \) events, the ETE of the \( i \)-th event is defined as:

\[
ETE_i = (t_i - t_0) - (t'_i - t'_0); \quad i = (0, 1, 2, \ldots, n - 1),
\]

where \( i \) is the event index starting from 0 for the zeroth event (the very first event), \( t_i \) is the time of the \( i \)-th event in the reproduction, and \( t'_i \) is the time of the \( i \)-th event in the original demonstration. Naturally, the ETE is zero for the zeroth event, since the latter only serves to synchronize the clocks of a demonstration and its reproduction.

The second and most important metric is the inter-event time error (IETE), and relates to jitter. The IETE of the \( i \)-th event is given by:

\[
IETE_i = ETE_i - ETE_{i-1} = (t_i - t_{i-1}) - (t'_i - t'_{i-1}); \quad i = (1, 2, \ldots, n - 1).
\]

The IETE describes how well the temporal relationship between events is preserved in a demonstration, and is required to be as low as possible for all events. Since it is given by the difference in ETEs of two successive events, this entails that if the ETE of an event increases, the ETEs of all subsequent events must increase by the same amount.

5.3 Procedure

The robotic hardware used is as described in Section 4.1. The hand was mounted firmly on the arm, and the assembly was moved to a pre-programmed starting position in which the hand is in a horizontal position, with the fingers adjacent to each other and facing downwards as shown in Figure 5.1. A MIDI keyboard was placed underneath the hand, and connected via USB to a computer running a music sequencer that records MIDI tracks. The computer was supplied with an external midi interface that uses an ASIO\(^2\) driver for low latency in MIDI signals.

\(^2\)ASIO: Audio Streaming Input Output, is an extremely popular driver protocol for digital audio known for its low latency [49].
After moving the arm and the hand to the initial position, the demonstrator performed the demonstration kinesthetically (Figure 5.2). The demonstrated task was playing a small musical passage\textsuperscript{3} on the keyboard consisting of fourteen notes across five keys. The demonstrator placed their hand on top of the robotic hand and aligned their fingers with those of the robotic hand. They then guided their arm with the help of their other hand, and used their fingers to push down the fingers of the robotic hand to hit the desired notes. The fingers move back to their initial position after the demonstrator lifts the torque they apply with their fingers. While the demonstration was being performed, the music sequencer recorded the MIDI track of the demonstration (Figure 5.3). The trajectories of both the hand and the arm were recorded as a bag file.

The demonstration bag file was then segmented and the TPN constructed, initialized and executed. The TPN was initialized and executed three times at different speeds. The time seed value was first initialized with a value of 1 for

\textsuperscript{3}For this particular experiment, a small passage from Beethoven's ninth symphony was played.
execution at the original demonstration speed, then a value of 0.5 for execution at double speed, and finally a value of 0.33 for execution at triple speed. MIDI tracks of the reproduction at each execution speed were recorded. Furthermore, the delay in the execution of each execution symbol for all components in each reproduction were calculated and recorded for further analysis. This execution delay is the difference between the duration in which a primitive was executed, and the duration commanded to the corresponding executor. In all reproductions, the TPN was updated at a rate of 300 hz.

In addition to reproductions by executing the TPN, reproductions by simple replay of the demonstrated trajectory were also recorded at original, double, and triple speeds. For the arm, this was done by sending the Cartesian data points in the original trajectory as setpoints over the FRI to the internal Cartesian stiffness controller in the KRC. The control law is given by [42]:

$$\tau_{\text{cmd}} = J^T(K_c(x_{FRI} - x_{msr}) + F_{FRI}) + D(d_c) + f_{\text{dynamics}}(q, \dot{q}, \ddot{q}) \quad (5.3)$$

where $\tau_{\text{cmd}}$ is the torque commands to the joints, $J^T$ is the transposed Jacobian matrix, $K_c$ is the stiffness parameter, $x_{FRI}$ is the Cartesian position setpoint, $x_{msr}$ is the measured Cartesian position, $F_{FRI}$ is a the desired Cartesian force/torque, $D(d_c)$ is the damping term given by the damping coefficient $d_c$, and $f_{\text{dynamics}}(q, \dot{q}, \ddot{q})$ is the dynamic forces compensation term. The stiffness and damping parameters can be changed by the user to emulate a virtual spring. Replaying the hand trajectory was done by sending position setpoints for all the motors to internal proportional-integral-derivative controllers (PID controllers) in the hand firmware.

5.4 Results and Analysis

For analysis of the results, the MIDI file containing all recorded MIDI tracks was parsed to extract event times in each track. In total there are seven tracks in a file: one for the original demonstration, three for TPN reproductions at the three speeds, and three for the trajectory replay at the three speeds. Since the musical passage played contained fourteen notes, each MIDI track contained twenty-eight events. Finally, the ETEs and IETEs were calculated for all events.

Figure 5.4 shows the result of the reproduction at the original demonstration speed. Here, the trajectory replay was performed using a high stiffness value of 4000 N/m and a damping of 0.7 N.s/m for the arm. The mean of the execution delay for the arm was $\mu_{\text{ED}} = 15.6$ ms with a standard deviation $\sigma_{\text{ED}} = 4.1$ ms, while for the hand components $\mu_{\text{ED}} = -6.2$ ms with $\sigma_{\text{ED}} = 10$ ms.
Figure 5.4: Results of reproduction at normal speed with trajectory replay at high stiffness.

The reproduction by the TPN generally compensated for delays in execution and kept the IETEs low. However, the joint trajectories generated for the arm by the trajectory generator had a trapezoidal velocity profile. Consequently, at such a low speed the fingers did not hit the keys with sufficient force as the arm slowed down as it approached its goal position. This resulted in a delay between the time a key is pressed and the time the arm reached its goal that was not present in the demonstration, as exemplified by peaks in the ETEs and IETEs of both the replay and the TPN reproduction at events 9, 19 and 25 when the pressing force was fully supplied by the arm. This delay could not be inferred from the overall execution delay of the command, and thus could not be fully and immediately corrected by the TPN. Furthermore, the average arm execution delay was positive and large, while that of the hand was negative with large $\sigma$, which led to complex patterns of interaction that resulted in unpredictable delays. Nevertheless, the IETEs were stabilized by the TPN, and the TPN reproduction was still comparable to the original demonstration and the trajectory replay. For the TPN, the mean IETE was $\mu_{IETE} = 78.4$ ms and the standard deviation $\sigma_{IETE} = 66.7$ ms, while for the replay $\mu_{IETE} = 52.8$ ms and $\sigma_{IETE} = 47.7$ ms.

This extra delay problem was alleviated to some extent in the reproduction at double speed as shown in Figure 5.5, although minor spikes can still be seen at events 9, 19 and 25. The original demonstration event times were halved to obtain the demonstration at double speed, which is used to calculate the metrics for the reproduction. At this speed, for the arm execution delay $\mu_{ED} = 12.1$ ms and $\sigma_{ED} = 3.8$ ms, while for the hand $\mu_{ED} = 3.7$ ms and $\sigma_{ED} = 2.8$ ms. Here, since the average execution delay of both the arm and the hand was positive, and TPN always compensated for delays, the ETE of the TPN is almost always rising. This is required to keep the IETE low as discussed in Section 5.1. Although the average ETE of the TPN is significantly higher
than that of the trajectory replay, the IETEs for both are comparable. For the TPN, $\mu_{IETE} = 39.5$ ms and $\sigma_{IETE} = 28$ ms, while for the trajectory replay $\mu_{IETE} = 25.3$ ms and $\sigma_{IETE} = 27.7$ ms. It is worth noting that the performance at double speed is better that at the original speed, and although this might seem counter-intuitive, it can be attributed to the fact that moving at greater speeds means delivering sufficient force to press the keys hard enough, so that events are registered more closely to the appropriate time. This is also reflected in the fact that the execution delays for both the arm and the hand were lower.

![Figure 5.5: Results of reproduction at double speed with trajectory replay at high stiffness.](image)

Reproduction at triple speed shows a similar trend as shown in Figure 5.6. At such high speed, execution delay deteriorated significantly for the arm at $\mu_{ED} = 33$ ms and $\sigma_{ED} = 57.3$ ms, and slightly for the hand at $\mu_{ED} = 10$ ms and $\sigma_{ED} = 5.1$ ms. Furthermore, the delay in the trajectory replay becomes obvious as the arm struggled to follow the trajectory in time. For the TPN reproduction, $\mu_{IETE} = 28.4$ ms and $\sigma_{IETE} = 21.7$ ms, while for the trajectory replay $\mu_{IETE} = 24$ ms and $\sigma_{IETE} = 25.1$ ms. Although the mean IETE for the TPN is slightly higher than that of the trajectory replay, the standard deviation is lower, signifying more consistency in the TPN reproduction.

In the results discussed so far, the trajectory replay was almost perfect as a result of the very high stiffness value used. If significant delay was introduced in the trajectory replay, for example by setting the stiffness to a lower value, the advantage of the TPN reproduction would become clear. Figure 5.7 shows the results of the reproduction with the stiffness for the trajectory replay set to 1000 N/m. At double and triple speeds, it can be seen that the IETE for the TPN reproduction always plummets after it peaks, as the TPN senses the delay and corrects it for the succeeding events. This is in contrast to the IETE of the trajectory replay, where double peaks are not uncommon. The performance of the TPN reproduction was consistently superior to that of the trajectory replay.
5.5 Summary and Discussion

This chapter detailed the experiment performed to validate the Petri net approach to modeling tasks in PbD and evaluate its performance. In the experiment, a small musical passage was demonstrated kinesthetically on a MIDI keyboard. The system reproduced the task reasonably well, preserving the task structure as well as fulfilling timing and concurrency requirements, as well as compensating for the variability in execution delay times. However, the rudimentary primitive and segmentation framework used in the system imposed limitations on the quality of reproductions and introduced accuracy and timing errors that were sometimes impossible to compensate for. At low speeds,

Table 5.1: Mean and standard deviation values for the IETE and execution delay at different reproduction speeds. R-HS and R-LS are the trajectory replay at high and low stiffness respectively. All values are in milliseconds.

<table>
<thead>
<tr>
<th></th>
<th>Normal Speed</th>
<th>Double Speed</th>
<th>Triple Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPN</td>
<td>R-HS</td>
<td>R-LS</td>
</tr>
<tr>
<td>$\mu_{\text{IETE}}$</td>
<td>78.4</td>
<td>52.8</td>
<td>77.8</td>
</tr>
<tr>
<td>$\sigma_{\text{IETE}}$</td>
<td>66.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Arm $\mu_{\text{ED}}$</td>
<td>15.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Arm $\sigma_{\text{ED}}$</td>
<td>4.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hand $\mu_{\text{ED}}$</td>
<td>-6.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hand $\sigma_{\text{ED}}$</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 5.7: Results of the reproduction with trajectory replay at low stiffness. (a) at normal speed, (b) at double speed, and (c) at triple speed.
when these errors are more pronounced, the trajectory replay with high stiffness performed significantly better than TPN reproductions. This is expected since the trajectory replay was almost perfect, and no modeling framework based on single demonstrations can result in a better performance than a perfect replay of the demonstration. At high speeds however, the TPN performance was comparable to trajectory replay. Furthermore, when the stiffness for the trajectory replay is reduced to simulate delays, the TPN reproduction offered noticeably better performance.

The delays due to insufficient force at low speeds can be eliminated by using a more advanced primitive framework such as DMP. This framework would result in better reproduction of individual primitives, and consequently better performance of the whole system. Furthermore, the inclusion of force requirements in such framework as in [4, 5] would ensure keys are hit with sufficient force at low speeds.

The main advantage of obtaining a TPN model of the task from a single demonstration and using it for task reproduction is not merely improved performance over trajectory replay. Acquiring a concise model of a task allows for generalization by comparing the multiple models obtained from multiple demonstrations of the task, which is practically impossible to do just from trajectories. The possibility of incorporating multiple demonstrations as well as other extensions to the system are discussed in the following chapter.
Chapter 6
Conclusions

The goal of this thesis has been to develop a modeling framework in programming by demonstration that can fulfill two requirements: to be able to model time-critical tasks and preserve temporal relationships; and to be able to learn tasks performed by robots consisting of heterogeneous parts and model concurrent movements and synchronization requirements between them. This framework was to be theoretically developed and experimentally verified as a viable solution, providing a basis for further development and extensions.

A review of the prevalent approaches to PbD in the literature was presented, and it was concluded that none of them was adequate to fulfill the aforementioned requirements. This prompted the development of a new approach based on Petri nets to meet the goals of the thesis. Inspired by the use of control interpreted Petri nets as discrete controllers, the notion of task Petri nets was developed and introduced as models of tasks in PbD.

The concept of learning a complicated task as a sequence of movement primitives and using algorithms to construct a graph model of the task from segmented demonstrations has been introduced in the literature as in [23]. However, although the approach in [23] is similar in essence to the one proposed in this thesis, the former does not model temporal data, nor allows multiple primitives to be active simultaneously. Moreover, simply extending the algorithms employed there does not suffice, since the modeling framework used is based on state machines which by nature are not conducive to such extensions. The use of PN-based models on the other hand makes it possible to implement these aspects. Although PNs have been used before in a PbD setting to learn tasks as in [29], no attempt was made to use them to synchronize multiple movements or model temporal data.

In the course of the thesis work, a complete system was designed and implemented in which TPNs are learned and constructed from demonstrations, and later executed to reproduce tasks. The most important component of the system and the main contribution of the thesis is the development of algorithms to construct TPNs from segmented demonstration data. Due to the limited time available for development, simplistic designs for other components such as segmenters and executors were chosen at the cost of accuracy and robustness. The focus was on making the whole system operational, and to allow for testing the process of TPN construction and execution.
To validate the proposed approach and evaluate the performance of the developed system, an experiment was performed in which a robot learns a task from demonstration and reproduces it. The task was playing a short musical passage on a keyboard. Experimental results and analysis of the reproduction showed that the system was able to learn the task structure as well as timing and synchronization requirements. Delays in the execution of movement primitives were generally compensated for, and the overall task was reproduced in a timely manner. Nevertheless, the simplistic and rudimentary primitive and segmentation framework employed still adversely affected the performance and imposed limitations on the kind of movements that could be reproduced. However, an important advantage of the proposed system is that the primitive and segmentation framework is decoupled from the TPN construction process. This allows for straightforward replacement of that part of the system with a more advanced one, or even simultaneous use of different frameworks for different components.

Since the current implementation of the system mainly serves as a prototype to validate the approach, it still has many limitations. For example, the system is currently based on single demonstrations, and is thus incapable of generalization which is a crucial aspect of PbD. Furthermore, the system does not use feedback from the environment and does not possess any context for the action it performs. This means that the movements are performed blindly. For instance, in the keyboard-playing task if the keyboard is shifted slightly sideways or removed altogether, the robot would still make the exact same movements, resulting in wrong notes or in nothing at all. This also means that the system is incapable of learning tasks that cannot be fully modeled as just a combination of movement primitives, and which would require perception of the environment. Another limitation is the inability to synchronize movements of different parts except at the onset of the execution of a primitive. A consequence of this is that synchronization might be lost when executing a primitive with a long duration. However, most of these limitations can be eliminated by extending the system as discussed in the following section.

Future Work

The purpose of the developed system is not merely to provide better performance from single demonstrations than trajectory playback. It is meant to serve as the groundwork for further extensions and refinement. There are numerous ways to extend the current system in order to realize the full potential of the approach and firmly establish it as an effective solution in PbD, some of which are presented in this section.

Primitives and Segmentation

As a prerequisite to further extensions, a proper primitive framework will have to be used. Such framework would allow relatively complex movements to be learned and perfected before the demonstration of the actual task, as well as faithful and accurate reproduction of individual primitives regardless of the goal
state. This would dramatically enhance the performance of the whole system, and the ability to learn more complex component movements would in turn allow for learning more complex tasks. It would also be advantageous for the primitive framework to be able to learn force/torque requirements, which would allow learning in-contact tasks as in [4, 5].

Furthermore, this primitive framework should be coupled with a robust segmentation scheme to be useful. The output of the segmentation stage should be accurate and consistent for slightly different demonstrations. This is important for detecting loops, since a repeating movement is extremely unlikely to be repeated in exactly the same manner. For a similar reason, robust segmentation would also be a requirement for incorporating multiple demonstrations. In addition, a probabilistic segmentation output would be useful for multiple demonstrations, and would result in better generalization. DMP certainly seems a good candidate as a primitive framework that fulfills these requirements as discussed in Section 2.3.2.

Generalization from Multiple Demonstrations

Once a proper primitive and segmentation framework is employed, perhaps the most important extension would be generalizing from multiple demonstrations. Generalization is crucial to learning tasks, and no PbD approach can be considered successful without generalizing upon demonstrations.

Generalizing from multiple demonstrations can be achieved by obtaining a PN model of each demonstration and then combining them together. A new model of a new demonstration would be compared to an existing one, and branches would be introduced at the point the two models differ, signifying alternative paths as in other graph-based methods in the literature. The probabilistic output of segmentation can be used to determine the confidence in an alternate path in a task, such that the decision to include a certain path in the final model depends on the support the path has, expressed in terms of the probability of the primitives comprising the path as output by segmentation, and the number of occurrences of the path relative to the number of available demonstrations\(^1\), similar to how SCFG rule probabilities are determined in [27, 28]. Alternative paths with support above a certain value can be added to the net, and the choice of which path to follow can be made arbitrarily, or in a probabilistic fashion depending on the value of the support.

In addition to task structure, other parameters of TPNs such as arc expressions, number of repetitions in loops, and transition delays can also be generalized from multiple demonstration. In the simplest case, the average of such values over all demonstrations can be computed and used in the final model. Alternatively, a window of permissible values can be calculated, and the selection of specific values that optimize a particular metric can be made at execution time.

\(^1\)This is similar to the concept of support used in data mining [50], but adjusted by the probability of the segmentation output.
Synchronization and Timing

Transition firing, which decides when switching between primitives occurs, is currently wholly dependent either on time or on primitive completion events. This means that for a primitive to start executing, the system has to either wait for a preset duration of time, or for the preceding primitive to finish executing. This adversely affects the flexibility of the system in three ways. First, this dependence limits the set of tasks the approach can effectively model, since some tasks may require switching primitives before a currently executing one reaches its goal state. This can be as a reaction to certain environmental events, or due to the nature of the segmentation output in which symbols can overlap. In fact, for skillful reproduction of a sequence of movement primitives, the primitives are often required to be concatenated or to spatially and temporally overlap at some point, in what is known as co-articulation [51]. Second, for some tasks, the number of repetitions in a loop can vary depending on some change in the environment. For example, tightening a screw requires repeating a certain sequence of movements not for a preset number of times, but until it can no longer be turned. Therefore, in order to exit loops, it can be required to synchronize loop-exit transitions on certain events that can be extracted from sensor data, instead of relying on looping transitions to no longer be enabled. Third, implementing generalization from multiple demonstrations requires a mechanism to select which of the alternative paths to follow. In some tasks, such decision can be traced to environmental events, in which case it would be required to extract these events to synchronize alternate transitions on them.

Furthermore, synchronization between primitives is currently only done by exploiting wait symbols. This can be problematic since if the segmentation results in a sequence of overlapping symbols for some component (i.e. with no wait-symbols in between), this might lead to loss of synchronization with other components. It might also be necessary to execute a primitive in precisely a certain point during the execution of another primitive of another component in order to successfully perform the task. In that case, a mechanism would have to be found that synchronizes the two primitives correctly.

These issues can be addressed by associating transitions with classifiers, similar to the approach employed in [23]. These classifiers would be trained using sensor features in labeled demonstration data to extract events on which transitions would be synchronized. For any synchronized transition, its associated classifier would be trained using sensor features from the component associated with its branch. On the other hand, for timed transitions, classifiers would be trained using features belonging to other components which are executing at the time of firing. This allows the model to capture synchronization requirements in tasks without the need for wait-symbols. The events produced by classifiers can decide when to switch between primitives in a sequence, when to start executing a primitive after waiting, when to exit loops, and which path of execution to select for a component to select if there are alternatives as a result of combining multiple nets.

Using classifiers to switch between primitives means that some timed transitions would have to be synchronized instead. It can be difficult to learn whether
a primitive should execute after a certain duration of time, or based on sensor features of another component active at the same time (i.e. whether a transition is timed or synchronized). However, it would be possible to employ some sort of Bayesian framework to make such decisions. For example, based on the first demonstration, an assumption is made that a certain transition is timed. As more demonstrations become available, the system looks for features in other components at the time of firing that are consistent across multiple demonstrations, increasing or decreasing its belief that the transition is synchronized. The variations in wait times across demonstrations can also be exploited to make the decision. Alternatively, it is also possible to make all timed transitions synchronized, and design classifiers to process temporal data in addition to sensor features.

Multimodality

The events on which transitions may be synchronized need not arise only from trajectories. Other sources of information in other modalities such as tactility, vision and sound can be used as well. In fact, for some tasks that require interaction with a dynamic environment, it is not sufficient to rely on trajectories alone, and learning the task correctly depends on critical information in other modalities. Depending on the nature of the modality and the task, image and audio processing or classification techniques can be used to extract relevant events.

Information Propagation

The mechanism to propagate information through the TPN is already implemented as token colors. Currently, the information encoded in token colors dictate the nominal duration of primitives to be executed. However, at execution time of the TPN, the actual duration of an executing primitive can vary, for example when delay is encountered, or when a transition fires prematurely (i.e. before the goal state is reached) as a result of an event raised by a classifier. It might be desired for certain applications to adjust the duration of succeeding primitives accordingly in order to maintain a uniform execution speed. In that case, the color of a token in an active place can be altered before its output transition fires, so that this information is passed on to succeeding places.

It is also possible for tokens to carry other types of information that can modulate the execution of primitives if necessary. There is no assumption made on the amount or nature of information that can be encoded as token colors. However, as token colors become more complex, so will arc expressions, and the challenge would be to find a way to efficiently encode and learn expressions from demonstrations.

Hierarchical Petri Nets

Petri Net models of large systems can be divided into interrelated subnets for more tractable modeling, in what is known as hierarchical Petri nets [52]. The same concept can also be applied to TPNs. This will effectively introduce
more layers of hierarchy into the task model to accommodate more complex tasks. Places in higher-level nets can be expanded into lower-level ones, and nets of both levels would have a similar structure to TPNs. As an example, in the keyboard-playing task of the experiment in Chapter 5, a high-level TPN can be introduced in which places are associated with actions that result in playing notes. These places can be expanded into lower-level TPNs that have been learned beforehand, each of which instructs the robot to execute a series of primitives to play a certain note. The introduction of such hierarchy on the symbolic level could lead to faster and more efficient learning of complex tasks as well as better generalization, in a similar manner to how the inherent hierarchy in symbolic approaches does.
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