Unambiguous Interpretation of Atomically Resolved Force Microscopy Images of an Insulator
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The (111) surface of CaF 2 was imaged with dynamic mode scanning force microscopy and modeled using atomistic simulation. Both experiment and theory showed a clear triangular contrast pattern in images, and theory demonstrated that the contrast pattern is due to the interaction of a positive electrostatic potential tip with fluorine ions in the two topmost surface layers. We find a good agreement of position and relative height of scan line features between theory and experiment and thus establish for the first time an unambiguous identification of sublattices of an insulator imaged by force microscopy.

Recently, there has been considerable progress in atomic resolution imaging of insulator and semiconducting surfaces using dynamic mode scanning force microscopy (SFM) [1,2]. However, the identity of atomic size features seen in these images in most cases was impossible to establish. The long-standing problem of reliable interpretation of SFM images hampers further application of SFM to quantitative studies of reactivity, adsorption, chemical reactions, tip-induced manipulation, and other surface processes on the atomic scale. It is most acute for highly symmetric surfaces, such as alkali halides [3], where uncertainty in the tip atomic structure prevents one from distinguishing anion and cation sublattices. However, more reliable interpretation should be possible for less symmetric surfaces, such as fluorides.

In this Letter, theoretical analysis of particular features in highly resolved SFM images of a CaF 2 (111) surface using atomistic modeling provided the first unambiguous interpretation of SFM image features on an insulating binary system. Reliable imaging of the subtle features in the SFM contrast patterns that is required for this kind of analysis has been made possible by the sophistication of the experimental apparatus and techniques, as described below. The results reported here are taken from three different series of measurements on freshly cleaved surfaces with two different tips, all yielding very similar results reproducible under the applied tip preparation methods.

Experiments were performed with a scanning force microscope (Omicron STM/AFM) operated in the dynamic mode and in an ultrahigh vacuum (UHV) system with a base pressure in the low 10⁻¹⁰ mbar range. Dynamic mode force microscopy measured the change in frequency of an oscillating cantilever due to the interaction of a tip at the end of the cantilever with the surface. P-doped (1.5 Ω cm⁻¹) silicon cantilevers (Nanosensors) with a spring constant of 6 N/m were excited to vibration at their resonance frequency of 77 kHz with an amplitude stabilized to 35 nm. More details on our SFM system can be found in Ref. [4]. It is now equipped with a new digital demodulator (Nanosurf) providing utmost stability and a signal-to-noise ratio improved by a factor of 10 compared to previous measurements. Another major experimental difference to previous studies is that, for the present work, we operated the system at an extremely small loop gain for the distance control loop and, thus, effectively used a constant height mode rather than a constant frequency shift mode. Since there is no direct measure of tip-surface separation in the experiment, constant height in this context refers to the fact that the average position of the base of the cantilever is not changed due to interaction with the surface. Cantilever resonance frequency detuning reflects the tip-surface interaction. The average detuning across a whole image is used as a relative measure of distance in constant height mode, since the mean tip-surface separation is determined by the background forces, i.e., the forces not affecting atomic contrast, such as macroscopic van der Waals and electrostatic forces.

Tips used in this study were not sputtered and therefore coated by oxide, hydroxide, and possibly other molecules of unknown composition. Furthermore, we found that it is most favorable for atomic resolution imaging on fluorides to bring the tip in slight contact with the surface prior to taking images in the dynamic mode. This method of tip preparation was also performed prior to the experiment reported here, and it is likely that the tip has picked up surface constituents during this procedure. The sample was taken from commercial single crystals of highest available quality CaF 2 (Korth, UV grade crystals). Surfaces were prepared by cleavage along the (111) surface in UHV. For measurements, an area with a small density of macroscopic steps was selected. To minimize electrostatic forces due to residual surface charging, a tip bias voltage of 3.3 V was applied during the experiment.

The theoretical model used in this study is the same as that described in Refs. [5,6]. A schematic diagram of the tip and surface setup used in the calculations is shown in Fig. 1. The model tip is composed of a conducting cone with an oxide nanotip at the spherical apex of the cone. For this purpose, we use a 64-atom MgO cube embedded into the macroscopic tip. This has been shown previously [7] to well represent the potential of oxidized or contaminated silicon tips and ionic clusters. The local
potential from the apex of the tip has atomic dimensions [7] and probes only a small area of the surface. To model a positive or negative potential tip, the cube is orientated so that it is symmetric about the z axis with either a single magnesium or oxygen ion at the corner pointing to the surface. Note that the pattern of contrast and the resultant features discussed here depend on the sign of the potential from the tip and its gradient, which are not significantly dependent on the orientation of the nanotip [8].

The tip-surface interaction includes the following: (i) the microscopic chemical force between atoms in the tip and the surface, which includes the van der Waals force between ions; (ii) the macroscopic van der Waals force between the tip and the surface; and (iii) the electrostatic force due to work functions, charging, and polarization of conducting materials. The macroscopic and microscopic forces are integrated in the same way as in earlier studies [5]. For bulk CaF$_2$, the sample used in experiments is so thick (3–5 mm) that the distance between the tip and the conducting substrate makes the image force [9] negligible. The distance dependence of the van der Waals force is calculated using a Hamaker constant of 1 eV [10]. The microscopic force is calculated using a periodic static atomistic simulation technique and the MARVIN2 code [11]. The empirical parameters used for the tip, CaF$_2$ surface, and tip-surface interactions are the same as in Ref. [6]. They reproduce the elastic and dielectric properties of bulk CaF$_2$ and give good agreement with periodic Density Functional Theory calculations of the surface structure. The unit cell used in the simulation is equivalent to extending the single layer shown in Fig. 1 three times in both the lateral and vertical directions. The bottom of the nanotip and the top of the CaF$_2$ surface (top two layers) are relaxed explicitly with respect to microscopic forces in the system. The oscillations of the cantilever are simulated with the experimental parameters given above, using the method described in Ref. [5].

One can characterize the macroscopic properties of the tip necessary for interpretation of surface images by fitting the parameters of the model to reproduce the experimental frequency detuning vs distance curves [12,13]. In this study, a force curve was taken directly after a series of measurements analyzed here. It was then fitted with our theoretical model by varying tip radius, $R$, and applied bias voltage, $U$, which directly changes the background van der Waals and electrostatic forces, respectively. Details of the procedure are discussed in Ref. [14], while we here just note that the tip turned out to be rather blunt. This is in accordance with our experience from many measurements, that best atomic resolution is obtained with tips that are blunt on the macroscopic scale but have a stable cluster at their end. For these tips, the background force is dominated by the macroscopic tip and the surface, while long-range electrostatic interactions are compensated by applied bias voltage and are of minor importance. Such tips can sense the atomic size features with the terminating cluster atom but can also be well stabilized with respect to disturbances.

Figure 2 shows an experimental image generated with an average frequency detuning of $-126 \text{ Hz}$. The remarkable feature of this, and other images obtained under similar conditions, is a triangular pattern with apexes along the $[121]$ and equivalent directions. The origin of the contrast features can be seen more clearly in the example scan line, which demonstrates that the triangular nature of the contrast pattern in the image is due to a secondary smaller maximum, or shoulder, next to the largest maximum in the scan lines. These images are reproducible, and a detailed analysis of images taken in different conditions is given in Ref. [14]. For quantitative characterization, we made a statistical analysis of 73 pairs of primary and secondary maxima in 15 separate scan lines and determined the position of the secondary features and their height relative to the primary peaks. This gives the average distance of the secondary peak from the primary as 0.25 ± 0.05 nm, and the ratio of the heights of the primary and secondary maxima as 0.51 ± 0.37. It should be noted that problems related to thermal drift make it difficult to establish a reference height when calculating the ratio of peak heights, and this reduces the accuracy of this measurement. This problem has been addressed in a more extensive statistical analysis [14].

The apex of SFM tips can produce a positive or negative local electrostatic potential, dependent on structure and contamination. To model a tip with positive potential, we use a nanotip orientated so that a Mg$^{2+}$ ion was at the apex [7]. Figure 3 shows a simulated image taken at a tip-surface separation of 0.4 nm with this tip. The smallest tip-surface separation used in the theoretical study was chosen to match the average detuning seen in the
FIG. 2. Experimental SFM image (3.0 × 2.2 nm²) and scan line of the CaF₂ surface taken at constant height with an average detuning of −126 Hz. The white line is along the [121] direction and shows the position of the scan line.

The experimental image in Fig. 2. Maximum detuning in the image is over the most protruding F⁻ ions in the surface, F(2). The strong attraction between the positive potential from the tip and the negative potential over the F⁻ ions dominates the interaction. The displacement of the F⁻ ions due to interaction with the tip also increases the contrast [5]. The F⁻ ions displace by about 0.02 nm towards the tip while scanning. The interaction with the deeper F⁻ ion, F(3), can also be seen clearly in the image. This causes the bright areas centered on the F(2) sites to appear triangular, with contrast decaying slowly when passing from a F(2) to a a F(3) site, compared to passing from a F(2) to a Ca(1) site. Analysis of scan lines shows that a shoulder is located at 0.22 nm next to the main peak, with a height ratio of 0.27.

In order to model a tip with a negative electrostatic potential due to an oxide layer or contamination by an anion, the next simulations were performed with the nanotip oriented so that an O²⁻ ion was at the apex. Figure 4 shows a simulated image at a smallest tip-surface separation of 0.4 nm with this tip. Note that, although the tip now has an opposite potential, the average detuning in the image in Fig. 4 is the same as in Fig. 3. This reflects the fact that the average detuning is really a measure of average background force at a given distance, which is independent of the sign of the electrostatic potential from the tip.

FIG. 3. Simulated detuning image and scan line produced at a constant height (with reference to the Ca sublattice) of 0.4 nm over the CaF₂ (111) surface with a positive potential nanotip. The average detuning for the image was −126 Hz. The numbers on the schematic atoms refer to the labels in Fig. 1. The white line is along the [121] direction and shows the position of the scan line.

The strong attraction between the negative potential from the tip and the positive potential over the Ca²⁺ ions dominates the interaction causing maximum detuning in the image over the Ca(1) sites. Surface relaxation also plays a role, with the Ca²⁺ ions displacing towards the tip by about 0.01 nm during scanning. An increase in contrast can be seen halfway between bright spots along the direction parallel to the white line and along other equivalent directions. Calculated scan lines show a secondary maximum between the two F⁻ ions at 0.33 nm from the main peaks. This reflects the weaker repulsion over the deeper F(3) site compared to the protruding F(2) sites, making the maximum peaks, primary and secondary, asymmetric and translates directly into the simulated images as a slower decay of brightness on one side of Ca²⁺ ions. However, the spots remain effectively “disklike,” as the secondary maximum is only 0.11 of the height of the primary maximum.

Comparison of the experimental and theoretical images demonstrates good agreement in the case of a positive potential tip imaging fluorine as bright. The experimental image in Fig. 2 and the theoretical image in Fig. 3 both demonstrate a triangular contrast pattern, and scan lines...
FIG. 4. Simulated detuning image and scan line produced at a constant height (with reference to the Ca sublattice) of 0.4 nm over the CaF₂ (111) surface with a negative potential nano-tip. The average detuning is 126 Hz. The numbers on the schematic atoms refer to the labels in Fig. 1. The white line is along the [121] direction and shows the position of the scan line. From those images show a shoulder next to the main peak. There is also good agreement between the position and relative size of the shoulders in scan lines at similar frequency detuning: Theory predicts shoulders at 0.22 nm from the main peak with 0.27 height ratio, compared to an average position of 0.25 ± 0.05 nm and height ratio of 0.51 ± 0.37 from experiment. In contrast, the modeling with a negative potential tip predicts the second maximum at 0.33 nm from the main peak with a height ratio of 0.11, resulting in the disklike contrast pattern.

Thus, the experimental results agree with only one of two theoretical models considered. Although other more complex tip models are possible, we believe that a quantitative agreement between calculated and statistically analyzed experimental scan lines proves that our model reproduces the fundamental tip sensing properties. These results demonstrate that the apex of the tip used in the experiment had a positive local electrostatic potential and that the protruding F(2) sites were seen as bright in the image, with the deeper F(3) sites producing an elongation of the bright spots giving the contrast a triangular pattern. Further support for these results was seen in a separate experiment where the contrast was seen to change directly from disklike to triangular in one image due to a tip change.

In this Letter, we demonstrate that by combining sophisticated experiment and theory it is possible to obtain atomic resolution and unambiguous image interpretation for a binary insulator. These results give great hope for future work on other complex insulators. A prerequisite for success is the ability to reliably image and interpret the subtle features characterizing these complex systems. We believe that this is an important step forward to quantitative atomic scale chemical resolution on insulators.
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