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HIGHLIGHTS

- Two-fluid model was used for numerical simulation of gas–solid flow in a riser with Geldart group B particles.
- Space averaging applied over the gas–solid drag and the convective term to analyze the subgrid-scale modeling.
- Wall effects were studied for subgrid-scale models.
- Subgrid-scale models showed dependence on distance from the wall, averaging size and solid volume fraction.
- Results obtained for Geldart group B particles clearly differ from those presented in the literature for Geldart group A particles.
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ABSTRACT

For the study of gas–solid flows in a circulating fluidized bed (CFB) riser, the model based on the Eulerian description of phases is widely used. Such a description requires the usage of a fine mesh and a short time step in the numerical simulations. Due to the constraint of long calculation times with fine meshes, it becomes practical to simulate the gas–solid flow in a CFB riser with coarse meshes. This work is the continuation of formulating the subgrid-scale models for the space averaged two-fluid model equations which can be used in coarse mesh simulations of gas–solid flows in risers. In this study, the vertical component of the drag force and the convective term are analyzed and their dependence on the averaging size and solid volume fraction with the distance from the wall is presented.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Multiphase flows in industrial units such as circulating fluidized beds are heterogeneous and exhibit large fluctuations over spatiotemporal scales. The modeling of gas–solid two-phase flows in a CFB riser is mainly done with the use of a two-fluid model (Anderson and Jackson, 1967; Gidaspow, 1994; Lun et al., 1984). In the two-fluid model formulation, both phases are treated as interpenetrating continua. The continuity and momentum equations are solved for both phases. The closure models for the solid phase momentum equation based on the kinetic theory of granular flow can well predict the core-annulus flow regime (Benyahia et al., 2007).

Computational fluid dynamics (CFD) simulation of gas–solid flows using a two-fluid model usually requires a very fine mesh to capture the mesoscale structures. This restricts the simulation of large scale fluidized bed units because of infeasible calculation time. For practical calculation purposes, the gas–solid flows in risers are usually simulated with coarse meshes, and as a result, the information about the mesoscale structures in the flow field is lost. This lost information about the mesoscale structures must be retrieved in the form of appropriate closure models when performing coarse mesh size simulations. Many attempts have been made by various research groups for the formulation of closures which can be used in coarse mesh simulations of gas–solid flows in risers (Agrawal et al., 2001; De Wilde, 2005; Icgi et al., 2008; Wang and Li, 2007; Yang et al., 2004; Zhang and VanderHeyden, 2002).

When Reynolds averaging is applied to the Navier–Stokes equations as in the single phase flow, there is a need to model the Reynolds stresses which arise from the velocity fluctuations.
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Similarly, for two-phase gas–solid flows, the macroscopic averaging approach, also known as filtering approach, is applied over the equations. Different macroscopic averaging approaches such as ensemble phase averaging (Zhang and VanderHeyden, 2002), time averaging (Benyahia, 2008; Hreyna and Sinclair, 1997; Kallio et al., 2008) and space averaging (Igci et al., 2008; Shah et al., 2012) have been performed over the two-fluid model equations.

All these averaging approaches result for the need to develop the closure models. Kallio et al. (2008) analyzed different terms in the momentum equation to study the magnitude of the closure models by performing time averaging over the equations. In their analysis, the main terms which showed highest magnitude were the gas–solid drag force and the Reynolds stresses arising from the velocity fluctuations. Igci et al. (2008) showed in their analysis that the contribution from the Reynolds stresses is much larger than the particle phase stress and also the contribution from the drag force is much larger than the term arising from the correlation between the fluctuations in the solid volume fraction and in the pressure gradient.

During the last decade, the gas–solid drag force is the term which has received highest attention when seeking the closures for the coarse mesh simulations. For example, the approach used in the energy-minimization multi-scale (EMMS) model has concentrated only on the drag force term when performing coarse mesh simulations (Wang and Li, 2007; Yang et al., 2004). For the filtered model equations, subgrid-scale modeling of the drag force is very important. In the filtered two-fluid model equations, details about the filtered drag coefficient is presented (Igci et al., 2008). Also, in the time averaging studies by Kallio et al. (2008), the importance of correction to the drag force was presented. Coarse mesh simulation results into the loss of information about the mesoscale structures of the flow field, which leads to uniform solids concentration profiles and eventually higher solids mass flux. Thus, there is a need to correct the overestimated drag force which consequently reduces the higher solids mass flux.

Another important issue which has raised attention for the closures in the filtered two-fluid model equations is the effects caused due to the bounding walls. Igci and Sundaresan (2011) recognized the need of wall correction to the filtered drag coefficient, the filtered particle phase normal stress and the filtered particle phase shear viscosity, and formulated closure models based on the distance from the wall. Recently, Igci et al. (2012) used the idea of including the wall corrections in their simulations for different mesh sizes and obtained a reasonable agreement with experimental results. They showed that the results predicted by the filtered two-fluid model equations are nearly filter length independent. The study by Igci et al. (2012) shows the feasibility of space averaging approach in which the closure models obtained from the fine mesh simulations are applied to the coarse mesh simulation. The study of Igci and Sundaresan (2011) dealt with FCC particles belonging to Geldart group A. In the present study, a case of larger Geldart group B particles in a wider solids volume fraction range is analyzed.

In this work, the same methodology of space averaging over the two-fluid model equations as used by Igci et al. (2008) has been followed. A two-dimensional fine mesh simulation of the gas–solid flow in a CFB riser using the two-fluid model was performed in the CFD package Fluent 6.3.26. The simulation results are then space averaged over different averaging sizes to analyze the behavior of subgrid-scale models which can be used for coarse mesh simulations.

Space averaging on the two main terms, vertical component of the drag force term and the convective term, in the two-fluid model, has been performed and then the behavior of the subgrid-scale models for different averaging sizes and solid volume fraction values is analyzed. The same notations are used in this work which were defined in our prior study (Shah et al., 2012). The obtained results showed strong dependence of the subgrid-scale models on the averaging size and solid volume fraction values as a function of distance from the wall. To explain the observed behavior of the correction factor in the different averaging regions, the standard deviations of different variables were calculated to evaluate the fluctuation characteristics of the flow properties as function of the lateral coordinate.

2. Methodology

2.1. Domain for CFD simulation

Kallio et al. (2009) give a systematic description of the experimental unit and validate the CFD modeling method by comparing measurements with results obtained from a CFD simulation, where the same models and mesh as in the present paper were used. The main components of the CFB unit include a riser, a solid separation unit, and a return leg with a loop seal. The dimensions of the CFB riser are as follows: 3 m height, 0.4 m width, and 0.015 m depth. As mentioned in Agrawal et al. (2001), ideally, 3D simulations are better than 2D simulations. In gas-solid flow systems, the qualitative analysis of heterogeneous structures can be studied by 2D simulations. In the experimental unit of our case study, we had very small depth of 0.015 m which is too small to study the fluctuations in the third direction. For this reason, our simulation was only conducted in 2D. At the bottom of the riser, an uniform gas inlet was assumed due to the difficulties in defining the computational mesh near the nozzles as located in the experiments. During the measurement, the fluidization gas velocity was 3.5 m/s and the average solids inventory in the CFB riser was about 2.5 kg. A schematic of the geometry is shown in Fig. 1.
Table 1
Governing equations and the closure models used in this study.

<table>
<thead>
<tr>
<th>Equation (continuity and momentum equations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\partial}{\partial x_i} (\rho u_i) + \nabla \cdot (\rho u_i u_j) = 0 )</td>
</tr>
<tr>
<td>( \frac{\partial}{\partial x_i} (\rho u_i v_j) + \nabla \cdot (\rho u_i u_j) = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} (\mu \frac{\partial u_i}{\partial x_j}) + K_{\text{vis}} (\nabla^2 u_i) - u_i )</td>
</tr>
</tbody>
</table>

Solid phase (continuity and momentum equations)

<table>
<thead>
<tr>
<th>Modified ( \kappa - c ) turbulence model for gas phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\partial}{\partial x_i} (\rho u_i) + \nabla \cdot (\rho u_i u_j) = 0 )</td>
</tr>
<tr>
<td>( \frac{\partial}{\partial x_i} (\rho u_i v_j) + \nabla \cdot (\rho u_i u_j) = -\rho \frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} (\mu \frac{\partial u_i}{\partial x_j}) + \Pi_c )</td>
</tr>
</tbody>
</table>

Granular energy equation

<table>
<thead>
<tr>
<th>Granular energy equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{3}{2} \left[ (\rho u_i) (\rho u_i) \Theta_a + (\rho u_i) (\rho u_i) \Theta_s \right] = \left( -\rho \mathbf{u} \cdot \nabla \right) \mathbf{u} + \frac{1}{2} \left( \rho \mathbf{u} \cdot \mathbf{u} \right) \nabla^2 \mathbf{u} )</td>
</tr>
</tbody>
</table>

Interphase momentum exchange coefficient (Gidaspov et al., 1992)

<table>
<thead>
<tr>
<th>Interphase momentum exchange coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>when ( \alpha_g &gt; 0.8 ), ( K_{\alpha} = \frac{1}{8} C_0 \rho_a \alpha_{\text{eff}} \left( \frac{\rho f}{\rho_a} \right) \left( \frac{\rho f}{\rho_a} \right) )</td>
</tr>
</tbody>
</table>

Phase stress–strain tensors

<table>
<thead>
<tr>
<th>Phase stress–strain tensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{T} = \rho_a \left( \frac{\partial \mathbf{u}}{\partial x} + \frac{\partial \mathbf{u}}{\partial x} \right) )</td>
</tr>
</tbody>
</table>

Turbulence exchange terms between the gas and solid phases

<table>
<thead>
<tr>
<th>Turbulence exchange terms between the gas and solid phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pi_c = K_{\alpha} (\kappa_{\alpha} - 2 \kappa_c) )</td>
</tr>
</tbody>
</table>

Covariance of the velocities of gas and solid phases

<table>
<thead>
<tr>
<th>Covariance of the velocities of gas and solid phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_{\alpha} = 2 \kappa_c \left( \frac{1}{\eta_{\alpha}} \right) )</td>
</tr>
</tbody>
</table>

Lagrangian integral time scale

<table>
<thead>
<tr>
<th>Lagrangian integral time scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{\alpha} = \frac{1}{1 + \frac{1}{2} \left( 1.8 - 1.35 \cos^{-2} \left( \frac{\beta}{\pi} \right) \right) \sigma} )</td>
</tr>
</tbody>
</table>

Particle relaxation time scale

<table>
<thead>
<tr>
<th>Particle relaxation time scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_p = \frac{2 \rho_p}{\rho} \left( \frac{\beta}{\pi} \right) )</td>
</tr>
</tbody>
</table>

Solids shear viscosity

<table>
<thead>
<tr>
<th>Solids shear viscosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_s = \mu_{\text{sin}} + \mu_{\text{slip}} ) (Syamlal et al., 1993)</td>
</tr>
</tbody>
</table>

Granular bulk viscosity (Lun et al., 1984)

<table>
<thead>
<tr>
<th>Granular bulk viscosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_s = \frac{4}{3} \rho_a \rho_s \left( \frac{1}{\eta_{\alpha}} \right) \left( \frac{\beta}{\pi} \right) )</td>
</tr>
</tbody>
</table>

Solids pressure (Lun et al., 1984)

<table>
<thead>
<tr>
<th>Solids pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_s )</td>
</tr>
</tbody>
</table>

Radial distribution function

<table>
<thead>
<tr>
<th>Radial distribution function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{\alpha} = \left[ 1 - \left( \frac{\rho_{\alpha}}{\rho_{\alpha_{\text{max}}}} \right)^{1/3} \right] )</td>
</tr>
</tbody>
</table>

Diffusion coefficient for granular energy (Syamlal et al., 1993)

<table>
<thead>
<tr>
<th>Diffusion coefficient for granular energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_{\alpha} = \frac{1}{4} \frac{\rho_a \rho_s \sqrt{\beta_{\alpha}}}{4D_{\alpha} (4\pi - 3\pi \rho_{\alpha})} )</td>
</tr>
</tbody>
</table>

Collisional dissipation of energy (Lun et al., 1984)

<table>
<thead>
<tr>
<th>Collisional dissipation of energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_{\alpha} = \frac{T}{\rho_{\alpha}} )</td>
</tr>
</tbody>
</table>

Energy exchange between the gas and solid phase

<table>
<thead>
<tr>
<th>Energy exchange between the gas and solid phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_{\alpha} = -3 \kappa_{\alpha} \Theta_s )</td>
</tr>
</tbody>
</table>

2.2. CFD model and simulation

The two-fluid model was used for simulating the flow dynamics of the gas–solid flow in the CFB riser. There are several researchers who have performed CFD studies of the gas–solid flow in a CFB riser using the two-fluid model approach (Cabezas-Gomez et al., 2006; De Wilde et al., 2003; Hartge et al., 2009; Wang et al., 2010; Yang et al., 2004). For gas phase turbulence, a modified form of the standard \( \kappa - c \) model was used with extra terms that include the interphase turbulence exchange terms. The closure models for the solid phase momentum equation are based on the kinetic theory of granular flow. In addition to the continuity and momentum equations for both phases, the granular energy equation is solved for calculating the granular temperature, which is then used to close the terms solid phase stress and solids pressure. The governing equations and the selected closure models used in this study are listed in Table 1.

The phase coupled SIMPLE algorithm was used for pressure-velocity coupling. The first order implicit for time-stepping, the first order upwind for volume fraction, and the second order upwind for the other convective terms were used as discretization schemes. The relative error between two successive iterations for each scaled residual component was below \( 1 \times 10^{-6} \) for most of the time steps. For the boundary conditions at the walls, the free-slip condition was used for the gas phase and Johnson and Jackson’s model of the partial-slip condition with a value of 0.001 for the specularity coefficient and a value of 0.2 for the particle-wall restitution coefficient was used for the solid phase. Same values were used in Kalio et al. (2009). For the flow field, the mass flow rate of solids at the solids return was kept the same as that at the outlet, thus maintaining the overall solid volume fraction in the riser as constant. The total simulation time was 215 s, in which the first 35 s was used to obtain the stable state operating condition, and the averaging and post-processing of the results were performed over the last 180 s. A summary of the parameters used in the CFD simulation are listed in Table 2.

Although the fine mesh and short time step considered here are not highly resolved to study the smallest fluctuations in the flow field, they still capture essential features when performing the simulation. The same time step and mesh spacing were used in Kalio et al. (2011) where the simulated and measured variances of solid volume fraction showed good agreement.
3. Results and discussion

3.1. Space averaging on the drag model

In this work, a fine mesh simulation of the gas–solid flow in a CFB riser using the two-fluid model was performed. The mesh cell size used in the simulation was 0.625 × 0.625 cm². Shah et al. (2012) studied the effect of different time step sizes in simulations and found, contrary to what was stated by Igci and Sundaresan (2011), that space averaging was applied on the vertical drag force model. Similar loss of information on the averaged profiles is not observed in the riser center.

Thus, no time averaging is considered here. The same type of notations are used here which were used in our previous study (Shah et al., 2012). For a constant time scale, the space averaging on the vertical drag force model can be mathematically given as

\[ \frac{\Delta x}{\Delta y} \langle \frac{\partial}{\partial t}(K_s) (\bar{v}_g y - \bar{v}_s y) \rangle = \omega K_{ps}^s(\bar{v}_{gs} - \bar{v}_{sx}). \]

where \( \omega \) is the correction factor for the drag force term to be found, \( K_{ps}^s \) is the interphase momentum exchange coefficient calculated from averaged variables, and \( \bar{v}_{gs} \) and \( \bar{v}_{sx} \) are the averaged phase velocities defined accordingly as

\[ \bar{v}_{gs} = \frac{\Delta x}{\Delta y} \langle \frac{\partial}{\partial t}(z_s v_{gs}) \rangle \quad \text{and} \quad \bar{v}_{sx} = \frac{\Delta x}{\Delta y} \langle \frac{\partial}{\partial t}(z_s v_{sx}) \rangle. \]

In this study, the mesh spacing in the transient simulation, \( \Delta x \), is 0.625 cm and the time step, \( \Delta t \), is 0.001 s. The region over which the averaging is carried out is given as \( \Delta x \). On the left-hand side of Eq. (1), the transient values of the vertical drag force were calculated for the cells with size 0.625 × 0.625 cm² for the selected areas in the lower and upper parts of the riser (see Fig. 1). These transient values of the vertical drag force are averaged over the cells which fit to the different averaging sizes (for example, 4 cells with the averaging size 1.25 × 1.25 cm², 16 cells with the averaging size 2.5 × 2.5 cm², and 64 cells with the averaging size 5 × 5 cm²). Thus, a transient series of the averaged vertical drag force is obtained as the left-hand side of Eq. (1). On the right-hand side of Eq. (1), the same logic has been applied for the drag force model which is calculated based on the averaged variables defined according to Eq. (2).

The correction factor \( \omega \) can be written as the ratio of the averaged drag force and the drag force calculated from averaged

Table 2
Summary of parameters for the CFD simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas density, ( \rho_g )</td>
<td>1.225 kg/m³</td>
</tr>
<tr>
<td>Gas viscosity, ( \mu_g )</td>
<td>1.7984 × 10⁻⁵ kg/ms</td>
</tr>
<tr>
<td>Solid particle density, ( \rho_s )</td>
<td>2480 kg/m³</td>
</tr>
<tr>
<td>Solid particle diameter, ( d_s )</td>
<td>385 × 10⁻⁶ m</td>
</tr>
<tr>
<td>Fluidization gas velocity</td>
<td>3.5 m/s</td>
</tr>
<tr>
<td>Mesh cell size (cm²)</td>
<td>0.625 × 0.625</td>
</tr>
<tr>
<td>Time step size (s)</td>
<td>0.001</td>
</tr>
<tr>
<td>Maximum packing limit, ( x_m )</td>
<td>0.63</td>
</tr>
<tr>
<td>Restitution coefficient, ( e_m )</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Fig. 2. Profiles of time-averaged values of solid volume fraction and vertical solid velocity for different averaging sizes. (a and c) The profiles at the height \( y = 0.175 \) m and (b and d) the profiles at the height \( y = 2.475 \) m.
variables. Time instant values of correction factors can be obtained for the different regions of the averaging sizes $1.25 \times 1.25 \text{ cm}^2$, $2.5 \times 2.5 \text{ cm}^2$, and $5 \times 5 \text{ cm}^2$. The statistical averages of correction factor values based on the approximate bin size of 0.008 of averaged solid volume fraction were calculated.

3.1.1. Averaged profiles in horizontal direction
To be able to interpret the results on the correction factor, it is useful to first study the horizontal profiles of the solid volume fraction and the vertical solid velocity. This is done in this section at two different heights for different averaging sizes. Fig. 2a and b shows the averaged (in time) profiles of the solid volume fraction for different averaging sizes. The profiles show similar behavior for different averaging sizes with high concentration near the walls and lower concentration towards the center of the riser. Fig. 2c and d shows the averaged (in time) profile of the vertical solid velocity for different averaging sizes calculated according to Eq. (2). From the velocity profiles, the downflow region of solids at the wall for different averaging sizes can be observed. For the averaging size of $1.25 \times 1.25 \text{ cm}^2$, the profile shows that solids flow downward within the distance of 0.0375 m in the lower part and 0.025 m in the upper part from the wall of the riser. As the size of the averaging region increases, the detailed information on the velocity and volume fraction trends in the wall region is lost. Similar loss of information on the averaged profiles is not observed in the riser center.

3.1.2. Fluctuation characteristics using standard deviation
In Igci and Sundaresan (2011) and Shah et al. (2012), the drag correction factor monotonously reduced towards the walls. Igci and Sundaresan (2011) gave as an explanation to this trend that clustering increases towards the walls. The variation in the solid volume fraction can be used as an indicator of the level of clustering, i.e. how strongly the volume fraction is divided into dense and dilute values. In the literature, the characteristics of solid volume fraction fluctuation have been studied in experimental as well as computational analysis of gas–solid flows in CFB risers. Issangya et al. (2000) studied the standard deviation of the voidage for different solids flux and superficial air velocity conditions in a high-density CFB riser. Wang (2008) performed high-resolution Eulerian simulation and studied the solid volume fraction fluctuation using the root mean square approach. Kallio et al. (2011) presented the fluctuation characteristics of the solid volume fraction in a CFB and observed similar trends in results obtained from experimental measurements and CFD simulations. The fluctuations are, by definition, zero at zero volume fraction and at the packing limit. Fluctuations in the solid volume fraction are presented by a roughly parabolic curve as a function of the average solid volume fraction, with the peak at half of the volume fraction of a packed bed, i.e. around solid volume fraction of about 0.3. In Kallio et al. (2011) it was observed in a similar study of Geldart group B particles that at the same average volume fraction in the wall layer and in the core, the volume fraction fluctuations are stronger in the core than at the wall, which is contrary to what was stated by Igci and Sundaresan (2011).

To further study the validity of the explanation by Igci and Sundaresan (2011), the variations in the solid volume fraction and other flow properties are studied in the following. Several variables and combinations of variables were investigated of which the most interesting ones are shown here. Fig. 3 shows the variation in the standard deviations of solid volume fraction, slip velocity and drag coefficient for different averaging sizes. The analysis is here presented at the height $y=0.175 \text{ m}$ where the solid volume fraction varies in a wide range. Fig. 3 clearly shows the dependence of standard deviation values with the averaging sizes. The standard deviation values start to decrease as the averaging size is increased. In Fig. 3a, the peak in the standard deviation profile indicates that there is the largest solid volume fraction fluctuation a couple of centimeters from the wall, where the average solid volume fraction is close to 0.3, which is in accordance with the observations in the literature. The behavior of the standard deviation of slip velocity is quite similar to the standard deviation of solid volume fraction.

It can be seen from Fig. 3 that the fluctuations of solid volume fraction and slip velocity do not give any explanation for the lower values of the correction factor near the walls. According to our analysis, the term in the drag model which gives higher
fluctuations near the walls was $C_D$. The mathematical model of $C_D$ itself contains the correlation of voidage and slip velocity, which might be interpreted as the reason for higher fluctuations near the wall.

To further evaluate the reason for the low drag correction factor at the wall, the fluctuations in the slip velocity and the drag coefficient were studied for different values of solid volume fractions. Fig. 4a–c shows the standard deviation of the slip velocity for different averaging sizes. It can be seen from the figure that the variation in the slip velocity does not clearly differentiate the wall region and the center region. Fig. 5a–c shows the standard deviation of the single particle drag coefficient for different averaging sizes. Magnitude of the fluctuation of the single particle drag coefficient increases with the values of the

---

**Fig. 4.** Standard deviation of slip velocity for different values of solid volume fractions inside the averaging region for averaging sizes (a) $1.25 \times 1.25$ cm$^2$, (b) $2.5 \times 2.5$ cm$^2$ and (c) $5 \times 5$ cm$^2$. The analysis was carried out at the height $y=0.175$ m.

**Fig. 5.** Standard deviation of single particle drag coefficient for different values of solid volume fractions inside the averaging region for averaging sizes (a) $1.25 \times 1.25$ cm$^2$, (b) $2.5 \times 2.5$ cm$^2$ and (c) $5 \times 5$ cm$^2$. The analysis was carried out at the height $y=0.175$ m.
solid volume fraction. However, no uniform trend as function of the distance to the wall can be detected. For low solid volume fractions the variations in slip velocity have a tendency to increase towards the walls whereas for high solid volume fractions the fluctuations in the drag coefficient increase towards the walls. The decrease of the drag correction factor towards the walls is not likely to be a result of complicated interactions between the primary variables and not a direct result of stronger clustering at the wall as was suggested by Igci and Sundaresan (2011).

3.1.3. Effect of solid volume fraction

In this section, we study the variation of the correction factor for different values of solid volume fractions in the averaging region as a function of the distance from the wall. The corresponding behavior of the correction factor for different values of solid volume fraction is shown in Fig. 6 for three different averaging sizes. In their analysis, Igci and Sundaresan (2011) noted that the minimum number of samples over which their statistical averages were carried out was 1000. In our analysis, for lower and moderate values of solid volume fractions, the number of samples was well above 1000. However, for higher values of solid volume fractions, the number of samples was below 1000. We want to note that the somewhat stochastic results shown in the figure for higher values of solid volume fractions may be related to not having a big enough number of samples during averaging. The general trends are still clear. At most solid volume fractions, the smallest values for the correction factor are observed in the wall layer, with a minimum at the location closest to the wall. Fig. 6a–c clearly shows the dependence of correction factor values with respect to solid volume fractions. The correction factor starts to decrease as the averaging size is increased and this observation is similar to the findings of previous works (De Wilde, 2005; Igci et al., 2008). For all the three averaging size cases, the minimum values of the correction factor lies in between the solid volume fraction values of 0.25–0.35 indicating that in this solids concentration range, a big correction to the drag force is necessary. This is understandable since this range of average solid volume fraction allows the largest local variation in the volume fractions produced by the original fine mesh simulation. The low and high average solid concentrations indicate a more uniform suspension density. In the next section, we study the more detailed behavior of the correction factor for different solid volume fraction values.

3.1.4. Effect of averaging sizes

The behavior of the correction factor for the three averaging sizes is shown in Fig. 7 for different values of solid volume fractions. The analysis was done for the selected area in the lower part of the riser so that the whole solid volume fraction range can be considered. Fig. 7a–e shows that in this moderate solid volume fraction range, there is a clear dependence of the correction factor with the averaging sizes. The correction factor decreases as the averaging size is increased. However, this type of behavior is not clearly seen for the higher solid volume fraction range and the curves represent more stochastic behavior as in Fig. 7f–h. Near the packing limit, Fig. 7i shows that the correction factor starts to tend towards unity for all the averaging sizes.

The behavior of the correction factor for three averaging sizes is shown in Fig. 8 for the selected area in the upper part of the riser. Since the suspension is dilute in the upper part of the riser, only one value of solid volume fraction, \( z_e = 0.005 \) was considered. In the upper part of the riser also the correction factor profiles are dependent on the averaging size. In Igci and Sundaresan (2011) it was observed that the filtered drag coefficient could be normalized such that the correction as a function of the distance to the wall would become independent of averaging size and average solid volume fraction. Fig. 7 shows that the correction factors obtained in this work for Geldart group B particles in a wider solid volume fraction range cannot be expressed as a single function by normalizing the values.
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3.2. Space averaging on the convective term

Another important term which is being analyzed in the study

is the convective term. The convective term of the solid phase

momentum equation is space averaged to obtain the contribution

of the Reynolds stresses due to the fluctuations in the solid phase

velocities. For example, in the mathematical notations, the nor-

mal Reynolds stress components can be written as,

\[ \Delta x \left( \frac{1}{\bar{V}_S} \langle \bar{V}_S \bar{P}_x \bar{V}_x \bar{V}_s \rangle \right) = \overline{\tau_{xy}} \bar{V}_x \bar{P}_x \bar{V}_y + \text{ Reynolds stress}, \]

\[ \Delta x \left( \frac{1}{\bar{V}_S} \langle \bar{V}_S \bar{V}_y \bar{V}_y \bar{V}_s \rangle \right) = \overline{\tau_{yx}} \bar{V}_y \bar{P}_y \bar{V}_x + \text{ Reynolds stress}, \]

where \( \bar{V}_S \) is the averaged solid volume fraction inside the aver-

aging region.

The behavior of the horizontal and vertical normal Reynolds

stress components for different averaging sizes is shown in

Figs. 7 and 9. It is clearly seen from both figures that the behav-

ior of the Reynolds stress components is very much depend-

ent on the averaging size and the magnitude increases as the

averaging size is increased. Similar to the correction factor for the
drag force, the normal Reynolds stress component shows higher

values near the walls. It is seen from the figures that the mag-

nitude towards the walls. Thus, there is a need to formulate

behavior of the subgrid-scale models for different averaging sizes

and a wide range of solid volume fractions.

The behavior of the subgrid-scale models to be applied for both the drag force and

the normal Reynolds stress component shows higher values near the walls. It is seen from the figures that the mag-

nitude towards the walls. Thus, there is a need to formulate

behavior of the subgrid-scale models for different averaging sizes

and a wide range of solid volume fractions.

Figs. 9 and 10. It is clearly seen from both figures that the behav-

ior of the Reynolds stress components is very much depend-

ent on the averaging size and the magnitude increases as the

averaging size is increased. Similar to the correction factor for the
drag force, the normal Reynolds stress component shows higher

values near the walls. It is seen from the figures that the mag-

nitude towards the walls. Thus, there is a need to formulate

behavior of the subgrid-scale models for different averaging sizes

and a wide range of solid volume fractions.

4. Conclusions

Fine mesh CFD simulations of gas–solid two-phase flow in

a CFB riser with a two-fluid model are very time consuming and

hence require a coarse mesh and consequently filtered model
The main challenge with the filtered two-fluid model equations is the closure of the terms which result after macroscopic averaging over the equations. In this paper, a two-dimensional fine mesh simulation of the gas–solid flow in a CFB riser was performed for a case of Geldart group B particles. Space averaging on the vertical component of the drag force and the convective term was carried out in the lower and upper areas of the riser for different averaging sizes. The goal was to study the behavior of the subgrid-scale models for different averaging sizes and a wide range of solid volume fractions.

Subgrid-scale models to be applied for both the drag force and the normal components of solid phase Reynolds stress, were strongly dependent on the averaging size. Larger averaging sizes show higher magnitude in the values of the subgrid-scale models. Although the fluctuations in the solid volume fraction, related to the amount of clustering, did not always increase up to the wall, the maximum magnitude of the correction for the drag force was in all cases found at locations closest to the wall. One explanation for this observation was found in the strong fluctuation in the value of the drag coefficient in the downflow region at the wall. A clear dependence of the correction factor values of the drag force model on the distance to the wall was obtained for the lower and moderate range of solid volume fractions. At higher values of the solid volume fractions, the behavior of the correction factor was somewhat stochastic for all the averaging sizes considered here, but this could have been a result of not having a sufficient amount of data for averaging out the fluctuations in all cases. At the maximum packing limit and in very dilute conditions, the drag correction factor values were tending towards unity. In the solid phase momentum equation, the normal components of the Reynolds stress also show higher magnitude towards the walls. Thus, there is a need to formulate proper expressions for the subgrid-scale models which take into account the effects of averaging size, solid volume fraction and distance from the wall. The formulation and validation of this kind of correlations is a scope of future research activities.
Nomenclature

Symbols

- \( \mathbf{I} \) identity tensor
- \( \mathbf{g} \) acceleration due to gravity (m/s²)
- \( \mathbf{v}_i \) phase velocity (m/s)
- \( \overline{\mathbf{v}}_i \) averaged phase velocity (m/s)
- \( C_d \) drag coefficient for a particle
- \( C_{d1}, C_{d2}, C_{d3} \) constants in the gas turbulence model with values 0.09, 1.44, 1.92, and 1.2, respectively
- \( d_i \) particle diameter (m)
- \( \epsilon_i \) restitution coefficient
- \( \rho_{g,i} \) radial distribution function
- \( l_{2D} \) second invariant of the deviatoric stress tensor
- \( K_i \) interphase momentum exchange coefficient calculated from averaged variables, kg/m³ s
- \( K_i \) interphase momentum exchange coefficient (kg/m² s)
- \( k_{ds} \) diffusion coefficient for granular energy (kg/ms)
- \( \rho \) pressure (kg/ms²)
- \( Re \) relative Reynolds number

Greek alphabets

- \( \alpha \) volume fraction
- \( \bar{\alpha} \) averaged volume fraction
- \( \overline{\alpha} \) stress-strain tensor (kg/ms²)
- \( \delta t \) time step size (s)
- \( \delta x \) mesh size in horizontal direction (m)
- \( \delta y \) mesh size in vertical direction (m)
- \( \epsilon \) turbulent dissipation rate (m²/s³)
- \( \gamma_{et} \) collisional dissipation of energy (kg/m s³)
- \( \kappa \) turbulent kinetic energy (m²/s²)
- \( \tau_{Lg} \) Lagrangian integral time scale
- \( \tau_{rg} \) particle relaxation time scale
- \( II \) turbulence exchange terms between gas and solid phases
- \( \sigma \) standard deviation
- \( \sigma_c, \sigma_s \) constants in the gas turbulence model with values 1.0 and 1.3, respectively
- \( \lambda_i \) bulk viscosity (kg/ms)
- \( \mu_i \) shear viscosity (kg/ms)
- \( \omega \) correction factor
- \( \phi_i \) energy exchange between the gas and solid phase (kg/m² s)
- \( \rho \) density (kg/m³)
- \( \theta \) angle of internal friction
- \( \psi \) angle between mean particle velocity and mean relative velocity
- \( \Theta_i \) granular temperature (m²/s²)

Subscripts

- \( g \) gas
- \( i \) general index
- \( s \) solid
- \( t \) turbulent
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