Therefore, it is recommended that the supply of hydrogen-rich system layout even further and (ii) above 500 without the short-term hydrogen pulse, thus simplifying the temperature can potentially be lower than 300 mainly responsible of the hydrogen production, the stack the reducing gas. Additionally, if the pre-reformer would be tivity of the stack is still low and thus enhances the quality of increases the amount of hydrogen when the reforming ac-

Moreover, some performance loss was measured when the system as well capital and servicing costs.

capacity in a SOFC system and thus the physical size of the performance loss was measured when the reforming ac-
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The behavior of the maximum temperature measured inside a SOFC stack with respect to three independent input variables (stack current, air flow and air inlet temperature) is examined by using a full factorial screening experiment, following the design of experiments methodology. The experiments were carried out with a complete 10 kW\textsubscript{e} SOFC system. Multivariate regression models are developed to estimate said temperature and a statistical analysis is carried out on the model parameters.

Introduction

The temperature of and inside a planar solid oxide fuel cell (SOFC) stack is a property of interest for several reasons; the stack temperature affects the stack performance as well as its degradation rate (1,2). Moreover, the stack characteristics do not remain identical over its lifetime due to voltage degradation – with constant system inputs the stack temperature will increase as the stack degrades. Therefore, it is highly desirable to monitor the internal stack temperature for control and diagnosis purposes. The temperature inside an SOFC stack can be measured directly by installing measurement probes inside the stack. However, in commercial systems direct measurement of the temperature can be difficult and costly, and can also decrease the stacks’ durability due to the increased complexity. Therefore, estimating the stack temperature indirectly, from other process measurements, is well-motivated. In reality, the stack temperature is certainly not a single temperature value, but an infinite number of temperature values distributed continuously over the stack. For practical purposes, however, a single representative value is chosen, and this is the approach taken in this paper as well.

This paper reports a systematic effort carried out to create a simple numerical estimator for the maximum temperature measured inside a SOFC stack. Furthermore, the test protocol utilized in this work was also used to evaluate which system inputs are most effective for controlling the said temperature.

Multivariable Regression Modeling and the Design of Experiments

Multivariable linear regression (MLR) models are functions of the form

$$\hat{y} = \beta_0 + \beta_1 x_1 + \cdots + \beta_{p-1} x_{p-1} = X\beta,$$

where $X = \begin{bmatrix} x_1 & x_2 & \cdots & x_{p-1} \end{bmatrix}$. \[1\]

$x_i$ and $\hat{y}$ are (column) vectors of the measured input and estimated output values, respectively. The parameter vector $\beta = [\beta_1 \ \beta_2 \ \cdots \ \beta_{p-1}]^T$ is calculated so to produce...
an estimate which is optimal in the least squared error sense. See e.g. (3) for details on MLR modelling.

MLR models can be evaluated based on several criteria, but in this work mostly the adjusted-$R^2$ [2] and the root-mean-squared-error [3] were utilized – the former for its scalability with a varying number of model parameters and the latter for its ease of interpretation. Their values were computed as follows:

$$R_{adj}^2 = 1 - \frac{(N - 1) \sum_{i=1}^{N} (\hat{y} - y)^2}{(N - p) \sum_{i=1}^{N} (\bar{y} - y)^2}$$  \hspace{1cm} [2]$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (\hat{y} - y)^2}{(N - p)}}$$  \hspace{1cm} [3]$$

In [2]-[3] $N$ is the number of data points used, $y$ the measured property value and $\bar{y}$ is the mean of $y$. $p$ is the number of parameters in the regression model. The closer $R_{adj}^2$ is to 1 or the smaller $RMSE$ is the better is the model considered to be.

Obtaining rich data that sufficiently covers the domain of interest is the most important step in creating regression models. To this end, a series of experiments were designed by following the design of experiments (DoE) methodology. The DoE methodology is especially suitable to be applied hand-in-hand with multivariable regression modeling. Good coverage of the DoE methodology is found in several textbooks, e.g. (3) and therefore DoE is not discussed here in detail.

**Experimental**

A full factorial experiment design, with three factors (input variables), each of them obtaining two levels (the minimum and the maximum) and a nominal level, was carried out. The system response, i.e. the maximum temperature of the stack, was obtained by recording the values of several temperature measurements placed inside a SOFC stack and then using the maximum of the measured values. The test plan, i.e. the factors, their levels and the experimental conditions’ execution order is given in Table I. The test plan was designed so that the execution time of all experiment conditions (relative to start time of the designed experiments) was fixed in advance. Then, a D-optimal test plan considering the three factors plus time as the model input was calculated by varying the experiment conditions’ order. The aim was to maximize the information obtained with the experiment design, also with respect to the stack performance degradation, which increases with time.

A minimum stabilization period of 24 hours was reserved per condition. A longer interval between conditions 4 and 5 is due to the weekend falling amidst the test run and the system was brought to the nominal operating condition (NOC) for this period, enabling thus also the repetition of the NOC.

The experiments were carried out according to the test plan with a complete 10 kW$_e$ SOFC demonstration unit (4). The demo unit was equipped with a planar SOFC stack by...
Versa Power Systems (5). The stack had 64 cells with ca. 550 cm² of active area. The designed experiments were started at 145 hours into the test run. Before this, the system was brought to NOC for stabilization after the start-up. All-together the test run lasted for 470 hours, of which the designed experiments (including the first and last NOC) took ca. 300 hours.

**TABLE I.** Test Plan of the Full Factorial Experiment and Description of Additional Experiment Conditions. The experiment condition numbers refer to figure 2(b).

<table>
<thead>
<tr>
<th>Data short desc.</th>
<th>Exp. cond. #</th>
<th>Current (x₁) A</th>
<th>Air flow (x₂) lₙ/min</th>
<th>Air inlet temperature (x₃) °C</th>
<th>Time from test start (t) h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>3, 4, 5, 10, 11, 12, 17</td>
<td>200</td>
<td>1063</td>
<td>695</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>205</td>
<td>962</td>
<td>705</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>195</td>
<td>1162</td>
<td>685</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>205</td>
<td>1162</td>
<td>685</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>195</td>
<td>962</td>
<td>705</td>
<td>217</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>195</td>
<td>1162</td>
<td>705</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>205</td>
<td>962</td>
<td>685</td>
<td>337</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>195</td>
<td>962</td>
<td>685</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>205</td>
<td>1162</td>
<td>705</td>
<td>385</td>
</tr>
<tr>
<td>Part-load</td>
<td>1, 2</td>
<td>150</td>
<td>960</td>
<td>705-695</td>
<td>25-50</td>
</tr>
</tbody>
</table>

A graphical representation of the $2^3$ full factorial experiment design is given in Figure 1.

Figure 1. The input variables’ domain of variation in the experiment design.

**Data Analysis and MLR Modeling**

Figure 2 shows the input variables’ time-series during the experiment, with the steady-state experiment conditions marked with red circles. The completed experiment provided data from altogether 17 conditions (points 1-17 in Fig. 2(b)): 8 non-nominal experiment conditions (pts. 6-9, 13-16), 7 repetitions of NOC at different time instants (with a minimum of 24 hours between the instants, pts. 3-5, 10-12, 17), and 2 extra
conditions measured during system start-up when the system was operating at part-load (with stack current of 150A, pts. 1-2). The 7 repeated measurements at NOC were carried out to capture system degradation effects and the part-load conditions were used for exploratory purposes, described further below. In Figure 2, the period of the designed experiments is indicated with the dashed vertical lines.

![Figure 2](attachment:image.jpg)

Figure 2. The input variables during the test run. Steady-state conditions are denoted with circles and indexed with a running number in subfigure (b).

Data Analysis

One aim of the data analysis was to resolve the significant input variables (and significant input interactions) with respect to the measured stack temperature. For the purpose of the input variables’ significance analysis, the inputs were all scaled to the range $[-1, 1]$ by using equation [4]. The input interactions were then calculated after scaling the inputs. Only the 13 data points from the period of designed experiments (8 non-nominal conditions + 5 repetitions in NOC) were used in this analysis.

$$x_{i,sc} = 2 \frac{x_i - \min(x_i)}{\max(x_i) - \min(x_i)} - 1$$  \hspace{1cm} [4]

For further analysis, the linear regression models [5] and [6], based on all (scaled) input variables and their interactions, as well as on only the input variables were fit to the data. Figure 3 shows the model coefficients of the models per input and input interaction, and the corresponding coefficients’ 95 % confidence intervals (CIs). If the confidence interval of a coefficient includes zero, the respective term in the regression model can be concluded insignificant.

$$\hat{y} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_{12} x_1 x_2 + \beta_{13} x_1 x_3 + \beta_{23} x_2 x_3 + \beta_{123} x_1 x_2 x_3$$  \hspace{1cm} [5]

$$\hat{y} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3$$  \hspace{1cm} [6]
Judging by the confidence intervals of model [5], all of the inputs \(x_1, x_2, x_3\) clearly have a significant (mean) effect on the output. Notably, the interaction of air inlet temperature and air volumetric flow \(x_2x_3\) seems like the only interaction term to have some significance. This would be reasonable as that term (more typically denoted \(V_{gas}T_{gas}\)) is directly related to the heat transferred convectively by a gas flow.

The coefficients of model [6] enable assessing the relative significance of the inputs with respect to the output. Notably, \(\beta_{1,3}\) of [5] and [6] nearly coincide due to the insignificant impact of the interactions. Clearly, current \(x_1\) has the strongest relative effect on the output \(\beta_1 = 8.57\), whereas air flow \(x_2\) and the air inlet temperature \(x_3\) have a close to equal, but opposite-signed relative mean effect \(\beta_2 = -5.59, \beta_3 = 5.54\). Thus, if considering control of the stack temperature within the examined operating domain, either air inlet temperature or the air flow may be used equally effectively. The air inlet temperature, however, can be manipulated without affecting the parasitic losses of the system and is thus preferable.

**Preliminary MLR Modeling**

With the data analysis as background, an initial MLR estimate [7] for the stack temperature was created using all three inputs as regressors. Again, only the 13 data points (8 DoE + 5 NOC) described above were used. The \(R_{adj}^2\) and \(RMSE\) values for the fitting data are 0.913 and 2.90 °C, respectively. Figure 4 and Figure 5 illustrate the obtained estimate accuracy for both the utilized steady-state data and the full data time-series, respectively. Most of the steady-state estimates lie within the point-wise confidence intervals (Figure 4a) and the estimation error has a zero mean (Figure 4b). However, when looking at the time-series data in Figure 5, problems with the estimator become obvious. The estimate is stationary and differs significantly from the measurement during set-point changes. Also, the estimator fails to capture the measurement trend, due to the stack degradation. Both of these problems are consequences of the MLR model structure.

\[
\hat{y} = 141 + 1.71x_1 - 0.0559x_2 + 0.542x_3 \quad [7]
\]
Cathode Outlet Flow Temperature as Regressor

An MLR model \[8\] with the cathode outlet flow temperature \((\dot{T})\) as a regressor variable was created to enable better estimation accuracy during both transient operation as well as in steady-state. The model \(\text{R}^2\) and \(\text{R}^2\) values for the fitting data are 0.991 and 0.946 °C, respectively.

\[
\dot{T} = -75.5 - 0.0877 \dot{T} - 0.0265 T - 0.290 T + 1.51
\]

Figure 6. The steady-state data and the corresponding estimate of model \[8\] compared (a). The estimation error (b).

When comparing Figure 4a and 6a, it is clear how introducing \((\dot{T})\) as regressor narrows the estimate confidence intervals (for the fitting data). Also the reduction in the estimation error from Figure 4b to 6b is evident. The most significant improvement in the

Improved MLR Models

In order to improve the MLR model estimation accuracy on behalf of both the accuracy at stationary points, as well as during transients, two means were found especially useful:

1) Including the cathode outlet flow temperature measurement as regressor both (i) improves the estimation accuracy by capturing the measurement trend and (ii) provides a “dynamic input” to the MLR estimator, thus improving the estimate accuracy during transient phases

2) Expanding the model fitting data series to include part-load data improves the model accuracy as well as expands its feasible application area.
Cathode Outlet Flow Temperature as Regressor

An MLR model [8] with the cathode outlet flow temperature ($x_4$) as a regressor variable was created to enable better estimation accuracy during both transient operation as well as in steady-state. The model $R^2_{adj}$ and $RMSE$ values for the fitting data are 0.991 and 0.946 °C, respectively.

$$\hat{y} = -75.5 - 0.0877x_1 - 0.0265x_2 - 0.290x_3 + 1.51x_4$$ [8]

![Figure 6](image1.png)

Figure 6. The steady-state data and the corresponding estimate of model [8] compared (a). The estimation error (b).

![Figure 7](image2.png)

Figure 7. The time-series data and the corresponding estimate of model [8] compared (a). The estimation error (b).

When comparing Figure 4a and 6a, it is clear how introducing $x_4$ as regressor narrows the estimate confidence intervals (for the fitting data). Also the reduction in the estimation error from Figure 4b to 6b is evident. The most significant improvement in the
estimation accuracy is, however, noticeable in the time-series data, Figure 7a-b. Since \( x_4 \) is a stack output variable, it changes according to the stack dynamics and thus provides the MLR estimate with information of the stack dynamics. The downside of including \( x_4 \) as a regressor is that the MLR model coefficients lose their physical interpretability (because the regressors are no longer independent of each other).

Although the estimator [8] already provides good estimation accuracy when operating around the nominal operating conditions, the accuracy is poor outside this operating domain. To correct this, the MLR model parameter fitting data was expanded to include part-load operation data, although this data was not a part of the original test plan.

Adding Part-load Data to Regression Coefficient Calculation

The system was operated at part-load (150 A) during 25-50h into the test run and, as seen in e.g. Figure 7a, the stack temperature is significantly lower there than at NOC. Two measurements from this operating period were included in the MLR model parameter calculation data, yielding model [9], with \( R^2_d \) and \( RMSE \) for the fitting data 0.994 and 1.06 °C, respectively. The estimation results for model [9] are shown in Figures 8-9.

\[
\hat{y} = -33.8 + 0.353x_1 - 0.0327x_2 - 0.110x_3 + 1.17x_4 \quad [9]
\]

![Figure 8](image.png)

Figure 8. The steady-state data and the corresponding estimate of model [9] compared (a). The estimation error (b).

As is seen in Figure 8 and 9, the model estimation accuracy is still good, though the \( RMSE \) value for the fitting data increased compared to [7] and also the error in Figure 9b is visibly greater than in Figure 7b. With the slight sacrifice of estimation accuracy at NOC, the estimator can be seen to have significantly improved over the part-load operating period (25-50h) in the data time-series, Figures 7a and 9a. The confidence intervals of the fitting data estimates still remain narrow, also for the added data points (pts. 1-2).
Conclusions

A series of multi-variable linear regression models were created based on experimental data from a complete 10kW SOFC system to estimate the maximum internal temperature measured from a SOFC stack. The data was obtained with a full factorial experimental design, where three input variables (stack current, air flow and air inlet temperature) were manipulated.

The benefits of a systematic, designed, experimental procedure were found to manifest as straightforward regression modelling and in the accuracy of the consequent models. Furthermore, the full factorial experimental design enabled clearly quantifying the significance of the inputs with respect to their impact on the monitored output value. This information is valuable when developing a control strategy for the system.

Because the MLR model itself is only a static mapping of a series of regressor variables to the estimated output it was found beneficial, from a practical viewpoint, to include such variables to the regressors which convey the dynamics of the estimated property. In this case the cathode outlet flow temperature was used as regressor to include the dynamics of the stack temperature. Furthermore, as the designed experiments may cover only a part of the system operating domain, it is beneficial to include data from outside the domain of the designed experiments. In this case, part-load data was used to expand the applicable area of the MLR model.
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