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Abstract
Bayesian treatments of Canonical Correlation Analysis (CCA) -type latent variable models have been recently proposed for coping with overfitting in small sample sizes, as well as for producing factorizations of the data sources into correlated and non-shared effects. However, all of the current implementations of Bayesian CCA and its extensions are computationally inefficient for high-dimensional data and, as shown in this paper, break down completely for high-dimensional sources with low sample count. Furthermore, they cannot reliably separate the correlated effects from non-shared ones. We propose a new Bayesian CCA variant that is computationally efficient and works for high-dimensional data, while also learning the factorization more accurately. The improvements are gained by introducing a group sparsity assumption and an improved variational approximation. The method is demonstrated to work well on multi-label prediction tasks and in analyzing brain correlates of naturalistic audio stimulation.

1. Introduction
Canonical correlation analysis (CCA) is a method for finding statistical dependencies between two data sources, used for multi-view learning tasks (Hardoon et al., 2004) and recently for multi-label prediction (Rai & Daumé III, 2009; Sun et al., 2011). In this paper we discuss Bayesian interpretation of CCA as a latent variable model, and in particular point out practical problems limiting the applicability of existing Bayesian CCA (BCCA) variants (Archambeau & Bach, 2009; Klami & Kaski, 2007; Rai & Daumé III, 2009; Wang, 2007). We then proceed to propose a novel variant that makes BCCA a viable alternative for real-world applications with high-dimensional data, such as genome-wide measurements or neuroimaging data.

BCCA is a latent variable model much like principal component analysis (PCA) or factor analysis (FA), but with full noise covariance matrix in place of the spherical or diagonal noise of PCA and FA, respectively. This is the main reason why BCCA has been of limited use in practice. For high-dimensional data inferring the covariance matrix becomes impossible without very strong prior assumptions, which in turn seriously biases the results. While some low-rank approximations for the covariance matrix have been proposed (Archambeau & Bach, 2009; Klami et al., 2010), none of the solutions have been shown to work in practice. Another problem in the standard BCCA formulation is lack of identifiability; the solution is found only up to an unknown rotation and scaling.

We solve these two problems with a simple modification to the model structure, enabling automatic learning of a low-rank structure for the covariance matrix, and with a variational approximation scheme that solves the rotational disambiguity. First we reinterpret the BCCA model as a simpler latent variable model with specific kind of sparsity structure, and then relax the model to one that learns the sparsity structure during inference, following a scheme akin to group lasso formulation (Meier et al., 2008).

The identifiability problem, in turn, is solved by explicitly optimizing a variational lower bound with respect to the unknown rotation and scaling. Here we use a trick which has dramatically improved convergence of factor analysis models (Luttinen & Ilin, 2010). For CCA we not only get an increase in computational speed, but optimization of the rotation also fixes the components to be better interpretable. In particular, the solution can be shown to extract components that are maximally independent of each other, which is a desirable property for exploratory analysis tasks.

Inspired by the recent success of CCA-based models in the task of multi-label prediction (Rai & Daumé III, 2009; Sun et al., 2011), we first evaluate the performance of the proposed variant in that task. Then, to demonstrate the applicability of the model in uncovering relationships in very high-dimensional data sources, we apply it to analyzing brain activity (fMRI) recordings done under naturalistic stimulation. More specifically, we seek correlations between the raw voxel activity of high-dimensional fMRI recordings and feature representations of natural music stimulation.

2. Bayesian CCA

Bayesian CCA (Wang, 2007; Klami & Kaski, 2007) is a latent variable model for modeling relationships between two random variables, $y_1 \in \mathbb{R}^{D_1}$ and $y_2 \in \mathbb{R}^{D_2}$. The model assumes the generative latent process

$$
\begin{align*}
\mathbf{z} &\sim \mathcal{N}(0, \mathbf{I}) \\
y_1 &\sim \mathcal{N}(\mathbf{W}_1 \mathbf{z}; \Psi_1) \\
y_2 &\sim \mathcal{N}(\mathbf{W}_2 \mathbf{z}; \Psi_2)
\end{align*}
$$

where $\mathcal{N}(\mu, \Sigma)$ denotes the normal distribution with mean $\mu$ and covariance matrix $\Sigma$, and the latent variables $\mathbf{z} \in \mathbb{R}^K$ capture the correlations between the data sources. The model is further complemented with priors for the linear transformations $\mathbf{W}_1 \in \mathbb{R}^{D_1 \times K}$ and $\mathbf{W}_2 \in \mathbb{R}^{D_2 \times K}$, as well as for the covariance matrices $\Psi_1$ and $\Psi_2$. Typical choices would be automatic relevance determination (ARD) prior for the projections,

$$p(\beta) = \prod_{k=1}^{K} \mathcal{G}(\beta_k; \alpha_0, \beta_0)$$

and Wishart distribution for the inverse covariance

$$\Psi_i^{-1} \sim \mathcal{W}(\mathbf{S}_0, \nu_0).$$

Here $\mathbf{S}_0$ denotes the scale matrix and $\nu_0$ the degrees of freedom for the Wishart distribution, $w_{d,k}$ is the weight for feature $d$ of the component $k$ in $\mathbf{W}_i$, and $\mathcal{G}(\beta_k; \alpha_0, \beta_0)$ is the gamma distribution evaluated at $\beta_k$. Small values for $\alpha_0$ and $\beta_0$ result in the ARD prior to driving unnecessary components to zero.

Both variational and sampling-based inference solutions have been presented for Bayesian CCA, including extensions relaxing the distributional assumptions (Archambeau et al., 2006; Klami et al., 2010) or incorporating non-parametric elements (Rai & Daumé III, 2009). To our knowledge, however, all of the proposed Bayesian CCA models suffer from the same two core problems that reduce their applicability in practical scenarios: learning the covariance matrices for high-dimensional data is difficult, especially for small sample sizes, and the inherent rotational unidentifiability of the model. These problems are described in detail in the following two subsections, together with partial solutions proposed earlier.

2.1. Inferring the covariance matrices

On surface level the CCA model of (1) is very close to a simpler model of Bayesian PCA (Bishop, 1999) and other matrix factorizations formulated using latent variables. The core difference is in the full covariance matrices $\Psi_1$ and $\Psi_2$, introduced instead of simple spherical noise model $\Psi = \sigma^2 \mathbf{I}$ of PCA or diagonal noise model $\Psi = \text{diag}(\sigma^2)$ of factor analysis. While this difference might seem minor, it is necessary for CCA to be able to focus on modeling the correlations but at the same time it poses notable computational difficulties in real applications.

Specifying a covariance matrix requires inferring $D(D + 1)/2$ parameters. For increasing $D$ and fixed sample size $N$, the amount of data per element reduces rapidly and inference slows down (the cost is cubic as a function of $D$). Together these issues imply that the existing Bayesian CCA solutions are applicable only for scenarios with $N \gg D$, which is a fundamental limitation since that is exactly the regime where already the classical CCA model solvable by simple eigenvalue decomposition is sufficiently accurate. While earlier works have reported improved performance for BCCA for small sample sizes, the experiments have always had very low $D$, at most around 10 (Archambeau et al., 2006; Klami & Kaski, 2007; Klami et al., 2010).

For $N \gg D$ one can simply specify a relatively non-informative prior for $\Psi$ by setting $\nu_0$ in (3) to a small value. However, for scenarios with $N \approx D$, the posteriors of the $\Psi$ become improper and tricks like increasing the virtual sample count of the prior are required. This, in turn, makes the Wishart prior relatively strong, severely biasing the whole posterior.

Both Archambeau & Bach (2009) and Klami et al. (2010) have proposed solving the problem of inferring high-dimensional covariance matrices by introducing additional latent variables:

$$
\begin{align*}
\mathbf{z}, \mathbf{z}_1, \mathbf{z}_2 &\sim \mathcal{N}(0, \mathbf{I}) \\
y_1 &\sim \mathcal{N}(\mathbf{W}_1 \mathbf{z} + \mathbf{V}_1 \mathbf{z}_1, \sigma_1^2 \mathbf{I}) \\
y_2 &\sim \mathcal{N}(\mathbf{W}_2 \mathbf{z} + \mathbf{V}_2 \mathbf{z}_2, \sigma_2^2 \mathbf{I}),
\end{align*}
$$

where simple gamma priors can be set for the inverses of the variance parameters $\sigma_1^2$ and $\sigma_2^2$, and ARD
can again be used for the extra projection matrices $V_1 \in \mathbb{R}^{D_1 \times K_1}$ and $V_2 \in \mathbb{R}^{D_2 \times K_2}$. By integrating out $z_1 \in \mathbb{R}^{K_1}$ and $z_2 \in \mathbb{R}^{K_2}$, the model can be shown to be equivalent to imposing a low-rank assumption $\Psi_i = V_i V_i^T + \sigma_i^2 I$ for the covariances, which allows decreasing the computational demand and increases the amount of data per model parameter.

Also other forms of priors for low-rank approximations of covariance matrices would apply, but the above one has the advantage that instead of merely capturing the correlations between the data sources it produces a full factorization of the variation in data into shared ($z$) and non-shared ($z_1$ and $z_2$) components. That is, the low-rank approximation of the covariance matrices is given in a form that can be interpreted in the same way as the shared components.

While the above generalization solves the problem of high-dimensional covariance estimation, it results in other computational issues. First, it makes inferring the number of components in the model more difficult: Trying to simultaneously learn three component numbers $(K, K_1, \text{and } K_2)$ with three separate ARD priors is extremely sensitive to initialization. The reason is that correctly identifying the shared and non-shared components becomes tricky, since the non-shared components can always be represented as shared ones with an equal likelihood. The only information for identifying the components comes from the prior. Consequently, none of the authors proposing such extensions have presented empirical results beyond simple toy experiments.

2.2. Identifiability

As pointed out in all related works, the Bayesian CCA model is unidentifiable with respect to linear transformations $R$ of the latent variable space. This is unfortunate as the underlying model itself is a linear one, and hence a linear unidentifiability term undermines much of the results. While the model retains good prediction capability despite the unidentifiability, its applicability to explorative data analysis through interpretation of the components is limited.

The projection corresponding to the classical CCA solution can be identified with a post-processing step proposed by Archambeau et al. (2006). However, the extra step is essentially equivalent to solving the classical CCA problem and hence many of the advantages of Bayesian treatment are lost. While the transformation can easily be applied to the maximum likelihood solution, it is unclear how the transformation works for the full posterior distribution and whether similar tricks can be derived for extensions of the CCA model.

3. Bayesian CCA via group sparsity

For solving the above two problems, we propose a novel latent variable model and an associated inference procedure. The model stems from the factorized model (4), but instead of explicitly specifying three different sets of latent variables we assume sparsity with a specific structure as described below, using only a single set of components. We then apply a variational approximation that fixes the rotational ambiguity by explicitly seeking for maximally independent components.

3.1. Model

By feature-wise concatenation $x = [y_1; y_2]$, Archambeau & Bach (2009) wrote the factorized CCA model (4) equivalently as

$$
\begin{align*}
\mathbf{z}_c & \sim \mathcal{N}(0, I) \\
\mathbf{x} & \sim \mathcal{N}((\mathbf{W}_1 \mathbf{z}_c) \Psi,)
\end{align*}
$$

where $\mathbf{z}_c = [\mathbf{z}; \mathbf{z}_1; \mathbf{z}_2] \in \mathbb{R}^{K_c}$, $K_c = K + K_1 + K_2$, and $\Psi$ is a diagonal matrix that contains only values $\sigma_1^2$ and $\sigma_2^2$ on the diagonal in $D_1$ and $D_2$ copies, respectively. In other words, the model reduces to a simplified factor analysis model, with a specific form of sparse structure for the linear projection $\mathbf{W}$, namely

$$
\mathbf{W} = \begin{bmatrix} \mathbf{W}_1 & \mathbf{V}_1 & \mathbf{0} \\ \mathbf{W}_2 & \mathbf{0} & \mathbf{V}_2 \end{bmatrix}.
$$

It is notoriously difficult to infer the projection matrix having this pre-specified structure, since it requires inferring the complexities of each of the parts and because local inference algorithms cannot easily rearrange components from one block to another. However, now CCA has been formulated as a factor analysis model which is a step forward. The remaining problem is to build a model that automatically results in learning a structure corresponding to (5) while being computationally tractable.

We base our solution on a simple group lasso -type of sparsity (Meier et al., 2008). We observe that each component, a column of $\mathbf{W}$, is either dense or has a specific sparsity structure: either the elements corresponding to the first $D_1$ dimensions or the elements corresponding to the last $D_2$ elements are zero. Consequently, we can model $\mathbf{W}$ simply as a matrix whose columns are group-wise sparse. This corresponds exactly to the idea of group lasso, with the two data sources specifying the grouping of the features.

We implement the sparsity by group-wise application of an ARD prior, following the strong evidence of ARD
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in enforcing sparsity (Fujihara et al., 2009),

\[ p(W) = \prod_{k=1}^{K_c} \left( \prod_{d_1=1}^{D_1} \prod_{d_2=D_1+1}^{D_1+D_2} \mathcal{N}(w_{d_1,k}, 0, \alpha_{1,k}^{-1}) \prod_{d_2=D_1+1}^{D_1+D_2} \mathcal{N}(w_{d_2,k}, 0, \alpha_{2,k}^{-1}) \right). \]  

(6)

Here \( w_{d_1,k} \) denotes the feature weight \( d_1 \) of the \( k \)th component in \( W \), and \( \alpha_{1,k}^{-1} \) is the variance of the weights corresponding to the \( k \)th group of the \( k \)th component. The model will automatically learn the right kind of sparsity structure by inferring the posterior of the \( \alpha \), whose elements each have the non-informative gamma prior of ARD (2). The shared components will have large variances \( \alpha_{1,k}^{-1} \) and \( \alpha_{2,k}^{-1} \), whereas the components specific to either data source will converge to either one of them having a very low value, pushing the projection weights towards zero. Re-arranging the columns of \( W \) then reveals a structure like in (5). Finally, the model automatically infers the total number of components by letting some components converge to a low variance for both data sources. In practice, we only need to set up one complexity parameter, the maximal number of components \( K_c \).

3.2. Inference

While any inference algorithm could be applied on the above model, we propose here a specifically tailored variational approximation to solve the rotational disambiguity in the CCA model. The key of the algorithm is in optimizing a linear transformation of the CCA subspace with respect to the variational lower bound, as was earlier done for Bayesian factor analysis by Luttinen & Ilin (2010).

We start with the mean-field approximation \( q(\Theta) = \prod_j q(\theta_j) \) for the posterior \( p(\Theta) \), factorized over all of the elementary parts of the model. That is, the full posterior is approximated by

\[ q(\Theta) = q(\sigma_1^2)q(\sigma_2^2)q(\alpha_1)q(\alpha_2) \prod_{d=1}^{D_1+D_2} q(w_d) \prod_{n=1}^{N} q(z_n). \]

Standard cyclical updates are performed for the separate terms \( q \), following the update rules for standard Bayesian CCA (Wang, 2007) and PCA (Bishop, 1999).

After each round of updates comes the trick that not only solves the rotation and scaling disambiguity but also improves convergence and helps separating the shared components from those specific to either data set. The approximation includes a separate parameter matrix \( R \), which is a linear transformation applied to \( W \). On the other hand, \( z \) is multiplied by the inverse of \( R \). Since \( W^*z^* = (WR)(R^{-1}z) = Wz \), the likelihood of the model is invariant to \( R \).

The transformation is inferred by maximizing the variational lower bound with respect to \( R \) or, equivalently, by minimizing the Kullback-Leibler divergence between the approximation \( q \) and the prior \( p_0 \),

\[ \arg \min_R \left\{ \ln \frac{q_*(\Theta)}{p_0(\Theta)} \right\}_q, \]  

(7)

where the expectation is taken with respect to the transformed approximation \( q_*. \) Here \( q_* \) can be computed easily based on the current estimates for \( q(w) \) and \( q(z) \) through the transformation \( \mathcal{N}(\mu, \Sigma) \rightarrow \mathcal{N}(R\mu, R\Sigma R^T) \). For practical computation, (7) simplifies into the cost presented in Appendix A, optimized with unconstrained optimization.

Given a fixed likelihood, the only way the variational bound can improve is by rotating the components so that the posterior \( p(\Theta) \) better matches the factorial approximation \( q(\Theta) \), which assumes independent terms. Hence, maximizing the lower bound with respect to \( R \) equals forcing the model to find components that are \textit{a posteriori} maximally independent of each other. This is analogous to the classical CCA solution requiring orthogonality of the components in the latent space. Hence, the \( R \) minimizing (7) not only provides a deterministic choice for the rotation but also does it in a meaningful sense. It also fixes the scaling invariance by encouraging \( z \) to have roughly unit variance, using the projections \( W \) to encode the scale of the observations.

3.3. Related work

Our model solves the difficulty of specifying the numbers of shared and non-shared components by relaxing the discrete choice via a group sparsity assumption. Earlier Archambeau & Bach (2009) and Rai & Daumé III (2009) have proposed CCA variants that assume full sparsity for the projections, the former via sparsity-inducing priors and the latter by constructing an Indian buffer process prior (Ghahramani et al., 2007) for choosing the active elements. The former approach still lacks the solution for identifying the shared and non-shared components and the authors provide no empirical experiments with the full CCA model. The IBP-based model, in turn, retains the full-rank noise covariances, preventing efficient and robust inference for high-dimensional data.

A few other latent variable models can be seen as special cases of the proposed model. Replacing the separate ARD terms of the two data sources with a single
one results in a variant of the supervised PCA (Yu et al., 2006): it assumes all components to be shared, and the amount of supervision can be controlled by specifying different noise variances for the two sources. Assuming additionally equal variances the model reverts to Bayesian PCA with efficient variational approximation due to the rotation optimization.

Recently Jia et al. (2010) proposed a related model for learning factorized orthogonal latent spaces, motivated by an earlier variant by Salzmann et al. (2010). Their model learns the full factorization into shared and source-specific components, hence identifying the components, via learning a point solution of a similar model as CCA with $L_{1,\infty}$-norm regularization. Our solution offers the advantages of approximating the full posterior distribution, which is especially useful for real-world data analysis of small sample sizes.

4. Experiments

4.1. Inferring the covariance

First we demonstrate that the BCCA formulation of (1) does not work for high dimensions, and that the proposed model (4) implemented using the prior (6), coined gsCCA for CCA via group sparsity, effectively learns to model low-rank source-specific components.

We generated $N = 100$ samples with varying data dimensionality $D_i$ from (4), and fixed the component numbers to $K = 2, K_1 = 5, K_2 = 5$. To evaluate whether the models can learn the true shared components, we create a separate binary label variable $c$ obtained by linearly separating the shared latent space. We then measure the performance of gsCCA and regular BCCA by the accuracy of a leave-one-out nearest neighbor classifier predicting $c$ given the estimated $z$, averaged over 10 different random data sets for each dimensionality.

By changing the dimensionality of the data we can move from scenarios where the noise covariance $\Psi$ is of full rank ($D_i < K_i$) to where it is not. For the regime with full-rank covariance (or equivalently low data dimensionality) the two models have equal performance (Fig. 1), but with larger $D$ the standard BCCA model breaks down completely, eventually capturing the shared variation even worse than Bayesian PCA that does not even attempt finding just the correlations. This shows that the standard BCCA model requires full rank noise covariance, which prevents it from working with $D > N$ and in practice already well below that in most cases. For $N \approx D$ the BCCA model does not work at all, despite the underlying simple structure correctly captured by the new model.

4.2. Multi-label prediction

4.2.1. Setup

Recently CCA-type matrix factorization methods have attracted attention in the task of multi-label prediction (Rai & Daumé III, 2009; Sun et al., 2011). Given an input matrix $Y_2$ and set of labels collected as an output matrix $Y_1$, the task is to predict the outputs for new inputs. While the task is solvable with a separate predictor for each label, learning the prediction tasks jointly will often increase the accuracy. CCA-type models learn dependencies between the tasks and the input features, extracting a low-rank representation that can predict in both directions with a single model.

The predictive distribution $p(\hat{y}_1|y_2)$ can be approximated by fixing the projections $W$ to the point estimates of the variational approximation, and by finding $q(z)$ for the new observation as in the learning phase. The resulting integral then gives the mean prediction

$$\hat{y}_1 = \langle W_1 z \rangle = \langle W_1 \sigma_z^{-2} \Sigma W_2 y_2 \rangle,$$

where

$$\Sigma = (I + \langle \sigma_z^{-2} W_2^T W_2 \rangle)^{-1}.$$
To measure the multi-label classification accuracy of the gsCCA model we applied it on 10 benchmark data sets from the Mulan library (Tsoumakas et al., 2010) using the existing split into training and test sets. The label information is encoded into $Y_1$ so that each column represents a class and contains binary indicators of class membership. Note that the samples typically belong to several classes. Since the labels are discrete, we feed the predicted values of $y_1$ through a simple threshold filter with the threshold for each class chosen to maximize the accuracy on the training data.

4.2.2. Results

First we show how the proposed CCA variant outperforms both classical CCA and the standard Bayesian CCA by Wang (2007). For BCCA we set the maximal number of components to $K = \min(D_1, D_2, 50)$, and for classical CCA we chose the number of components by 10-fold cross-validation within the training set. For gsCCA we set $K_0$ to the minimum of 100 and the number of components extracted by BPCA. For gsCCA and BCCA we started the optimization from 10 different random initializations and chose the solution that resulted in the best lower bound for the training data. Table 1 shows that the gsCCA model is the best of the CCA variants on all but one data set, and Table 2 shows gsCCA is much faster to compute for high-dimensional data than BCCA, despite our implementation of BCCA including the optimization of $R$ to speed up convergence.

We also compared the gsCCA model to three recent multi-label prediction models, RAKEL (Tsoumakas & Vlahavas, 2007) and MLKNN (Zhang & Zhou, 2007) as implemented in the Mulan library, and reverse multi-label prediction model by Petterson & Caetano (2010). As shown in Table 1, gsCCA outperforms the comparison models systematically for the cases with very large number of labels ($D_1$), with the exception of the Corel5-k data set. This demonstrates that CCA-type models are particularly useful for multi-label prediction tasks with an extreme number of labels, most likely because more information can then be extracted from the dependencies between the labels. The improvements presented in this paper are needed especially for that domain.

For cases with a low number of labels (below 20 for the first three data sets), MLKNN outperforms gsCCA. This is understandable as it is a model specifically designed for multi-label prediction and it explicitly maximizes the prediction accuracy, in contrast to gsCCA that is a generative model for both data sources. Nevertheless, gsCCA outperforms the two other comparison methods even for data sets with few labels.

4.2.3. Brain response to natural stimulation

Compared to earlier Bayesian CCA models the key strengths of gsCCA are applicability to high-dimensional data and unambiguity of the components. These make it ideal for analyzing real-world measurement collections such as the hundreds of thousands of brain voxels measured with fMRI. Often the purpose of the experiments is to understand still unknown phenomena, making interpretable components a necessity.

We applied the new CCA model for analyzing the brain response to natural music. A classical neuroscientific experiment would seek to find the voxels associated with some specific stimulus. With natural stimulation, however, we do not have well-defined repeated triggers but instead need to seek for correlations between the brain activity and any feature representation or reference signals extracted from the stimulus. CCA is a model well-suited for this task (Fujiwara et al., 2009).

We applied the model to fMRI recordings of a single subject listening to a sequence of three music pieces, consisting of $N = 137$ samples with a 2-second interval. We randomly selected a subset of $D_2 = 50,000$ voxels to create a data set with more than two orders of magnitude more features than samples. The other data source contains a 28-dimensional vector of music features extracted with the MIR toolbox (Lartillot & Toiviainen, 2007). We then sought to predict the z-score normalized stimulus features $y_1$ for left-out time slices (7-fold cross-validation) based on the brain activity $y_2$.

We compared the predictive performance of the CCA model with a multiple output linear regression model applied for predicting voxel activities by Palatucci et al. (2009). For gsCCA we set the maximum number of components $K_0$ equal to $N$ within the training data, and for the comparison method we chose the regularization coefficient by further cross-validation within the training sets. Averaged over all 28 stimuli features, the mean-square prediction error for gsCCA was 0.61, which is significantly (paired t-test, $p < 0.001$) better than the score of 0.68 for the multiple output linear regression model. Classical CCA computed in the kernel form was unable to predict the stimuli better than the label noise (score of 1.0 due to z-score normalization) and BCCA would be well beyond feasible in terms of computational load. The improved prediction accuracy, however, is merely a demonstration that the model can extract relevant information. Interpretation of the results in terms of studying the
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Table 1. Prediction errors (Hamming loss) for 10 benchmark data sets sorted by the increasing number of labels $D_1$. For each data set the best method has been boldfaced. The proposed model (gsCCA) outperforms the classical CCA and Bayesian CCA (BCCA) for almost all data sets. For cases with a large number of labels gsCCA outperforms also designated multi-label prediction models RAKEL and MLKNN, showing that the full strength of modeling the dependencies between the labels is best utilized for high number of labels. The figures for the reverse multi-label prediction model (RML) were taken from (Petterson & Caetano, 2010).

Table 2. Average computation times for gsCCA and BCCA (in minutes) until convergence (relative change of the lower bound below $10^{-6}$). For small dimensionalities the computational demands of the methods are comparable, but for high dimensionality the BCCA model becomes infeasible.

5. Discussion

All existing Bayesian implementations of canonical correlation analysis (CCA) suffer from issues with identifiability, high computational load, and poor accuracy with high-dimensional data and/or low sample sizes. In this paper we proposed a novel latent variable formulation for learning Bayesian CCA, with a new variational approximation that solves the problems of the earlier variants. In particular, we now have a model that can effectively be applied to data sets with thousands or tens of thousands of dimensions, as demonstrated by the experiments in the paper, while learning a full factorization of the data into components explaining correlations between the sources and non-shared variation.

The proposed group sparsity approach, as well as optimizing for the rotation, could be incorporated into a number of existing CCA extensions. The element-wise sparse solutions of Archambeau & Bach (2009) and Rai & Daumé III (2009) could be applied to the parts of the projection vectors that were not pushed to zero by the group sparsity requirement. The model could also be used as a part of a mixture of CCAs (Klami & Kaski, 2007), and it could be extended to robust (Archambeau et al., 2006) or exponential family (Klami et al., 2010) likelihoods. The latter could be done by incorporating techniques like (Khan et al., 2010) for variational inference of exponential families.

One shortcoming of the current model is that the rotation maximizes independence of the whole posterior approximation, which implies independence of both the latent variables $z$ and the projection vectors $w_j$. Ideally, a CCA model would only require independence over the latent variables, though independence of $w_j$ might help interpretation. Also, we resorted to generic unconstrained optimization of (7) for solving the transformation: analytic approximations might be possible as well, reducing the computational cost further to the level of factor analysis models.
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A. Optimizing the rotation and scaling

Following the derivation for the factor analysis model presented by Luttinen & Ilin (2010), the cost function (7) becomes, omitting constants,

\[
L = \frac{1}{2} \text{tr}(R^{-1}(Z^T Z)R^{-T}) - C \log |R| + \sum_{i=1}^{2} \frac{D_i}{2} \log \prod_{k=1}^{K} \langle r_k^T W_i^T W_i r_k \rangle,
\]

where \(C = (D_1 + D_2 - N)\), \(r_k\) is the \(k\)th column of \(R\), \(\langle Z^T Z \rangle = \sum_i \langle z_i z_i^T \rangle\) contains the sum of the second moments for the latent variables, and similarly \(\langle W_i^T W_i \rangle = \sum_d \langle w_d^{(i)} w_d^{(i)T} \rangle\) has the second moments for the projection matrix rows \(w_d^{(i)}\) for the two data sources indexed by \(i\). For factor analysis the corresponding problem has an analytical solution through diagonalization \(R = UV\). Here, however, the sum of two separate log-product terms in (8) prevent straightforward analytical solution. In practice, solving the transformation by computing the gradient and applying standard BFGS optimization with initial choice of \(R = I\) results in sufficiently efficient algorithm.