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Chapter 1

Introduction and motivation

1.1 Introduction

Biological organisms can harvest resources, repair damagesild and destroy struc-

tures of human size using tools which are too small to be vedoby the eye. Man-

ufacturing small devices in the same size scale out of imocgaaterials, in the same
way as the common industrial and household machinery are isaéms to be extremely
difficult or impossible.

This difficulty is related to the hardness of metals and sendactors. Unlike in
biological or soft matter, the interactions between atoowunstituents are much larger
thankzT at room temperature. The lattice formation tendency isremgtthat it generally
makes most designed arrangements of atoms unstable whighmirs a major obstacle
for using ordinary processing techniques in nanofabocati

At atomistic scales, the properties of known stable narjeetd are drastically dif-
ferent from the properties of similar macroscopic bodiebe Bpportunities to employ
these novel properties are under intense research at themi 2, 3, 4, 5, 6, 7]. Vari-
ous devices specifically relying on the nanoscale pectiarave already been designed.
In wide-spread technological use, it would be desirablegfdperation of the device were
robust against disturbances. Self-assembling metaliface structures, the topic of this
thesis, can be counted to be in this category.

In general, nanoclusters have a wide range of existing atehpal applications.
For instance aerosols in the atmospheric science [8], hiegpawders used in sintering
[9] or small magnetic memory elements [10, 11] can be viewedwxch. In the next
parapraphs a few other interesting uses will be introduced.

A hollow nanoparticle capable of acting as a drug delivergseéwould be a great
tool in medical context. Often drugs consist of small moleswhich have a tendency

1



2 CHAPTER 1. INTRODUCTION AND MOTIVATION

to spread to all tissues causing adverse side effects. Baewduld be to engineer the
hull of the nanocontainer in such a manner that once the icamntéinds its way to the

surroundings of the target tissue, a trigger mechanismsgenhull and the medicine
becomes released.

When the particles are adsorbed on a surface, they typidédiythe properties of
the surface completely. A special example is the lotus-édatct, where self-assembled
mesoscopic titanium oxide particles turn the underlyingese superhydrophobic and at
the same time catalyze the decomposition of hydrogen, oxygel carbon containing
compounds into water and carbon dioxide. These two effegether are the reason why
titanium oxide coated surfaces are said to be self-cleaning

Both flat overlayers and nanoparticles are generally usefuiface coatings. Typ-
ically, a flawless epitaxial film can provide a well-definetlgleenergy levels which may
be needed for lasers or for solar panels. On the other handpasticles practically al-
ways come with a size distribution and thus they can prodacénktance white light.
Nowadays their size distribution can be made extremelyomaend consequently they
can compete in performance with large monocrystalline films

Metallic thin films are already in use to boost catalysis. Wanh the utilizable
metals are relatively expensive and the most obvious adgardf keeping overlayer thin
is to lower the costs. Often high selectivity is beneficiat@alysis. However, in catalytic
converters one wants to get rid of as many burning produgisssible with a single stage
and therefore high selectivity is not a priority in this ca8ecombination of two different
metals usually reduces the selectivity and in this exceptioase it leads to higher purity
of the end products.

The yield of a catalytic device is often improved by pattegniln a heteroepitaxial
system the equilibrium lattice constants of the substratethe overlayer differ enough
to cause significant intrinsic stresses. Usually this negua relative lattice constant dif-
ference, i.e. misfit, abov&ls. If the stress is high enough, the adsorbate can create self-
assembled structures to release the strain. One advarftdgese structures is that they
increase the reaction-capable surface area.

Self-assembled island structures of heteroepitaxiaksysthave attracted a lot of
research interest in recent years [11, 12, 13, 14, 15, 1618719, 10, 20]. Coherent
surface structures would often be preferable in many apjpdios because dislocations
can introduce spurious electronic states and they can aca@sing centers for charge
carriers. There are several mechanisms which can lead eyeatarrays of islands. The
guestion whether the surface and stress energies can éaacie other and lead to island
arrays has been discussed extensively. In this thesis wshailv that this balance can be
reached even in very simple models.

The structure of the thesis is the following. In the introtie we shall briefly look
at the density of states in metallic materials and look hash@nges when the dimensions
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Figure 1.1: The density of stategZ) depends on the dimensionality of the structure
containing the particles. When the structure is so small mesaimensions that the
guantum numbers in the corresponding directions do not foqnoper continuum, the
effective dimension of the structure can be less than

~

-

N’
~

of the metallic object are brought to nanoscale. We shalimagstigate the electronic
properties in detail. Next we introduce the chemical paéé¢and study its relation to the
crystal shapes. This section follows closely the presemtatf Pimpinelliet al.[21]. At
the end of the introduction we present a commonly used @ieestson for growth modes
of overlayers.

The methods chapter describes the computational toolsmgedblications 1-5. We
discuss the general idea behind the molecular dynamicsothgtitroduce the interaction
models and the specific techniques which we use to searchafwmition pathways and
energy barriers.

Our first assortment of results deals with island formatiathyay to the stress
release. The island results are calculated with a very sitam@-dimensional model which
has only two parameters and which can be easily modified toexthe balance between
stress and surface energies. It is well-known that thisiquagr model can give only
gualitative results and thus it can be considered as a mimmodel for the island shapes
and growth modes. At the end of the chapter we briefly look h@wésults would change
in a three-dimensional (3D) generalization of the model. tdé results except those in
the 3D section are published in Publications 1-4.

In the second set of results we discuss the stress releaaeondklayers. This time
we resort to a more realistic tool which is capable of repooaiymany material properties
correctly and which has been successful in comparisons exjpieriments. We do not
want to consider stress relaxation by alloying and theesfoe choose to model the non-
mixing Cu/Pd(111) overlayer system whose applicationsracatalysis. The Cu/Pd(001)
is known to form islands [22] but th€l11} surface is known to stay flat [23, 24, 25].
Our calculations reveal an interesting dislocation stiwectn the submonolayer coverage
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regime which calls for a new interpretation of the existingasurement data. These
results have been published in Publication 5. In the lasisewe take a short look at the
thicker overlayers on which we also did some generic studi€siblication 4.

1.2 Density of states in nanostructures

The metals are a large group of elements in the left-handditiee periodic table. The
alloys of these elements are also counted as metals. Qtgte thiese metallic materials
have a lattice structure, at least locally, and their progeare dominated by the nearly-
free valence electrons. The nuclei and strongly bound et#etrons can be thought to
form a periodic background potential, on which the electrare spread. We explore this
a little more in sectioh 2.3. The density of states (D@&)) is the fraction of electrons at
a certain energy out of all electrons. The integral of DOS over &llis the total number
of electrons. Instead of all the states, we can look at the BEXD81e valence electrons
only.

If a rectangular piece of metal has a nanoscopic diameterjmr z direction while
the diameters in the other directions have macroscopidhehgthe quantum numbers
associated with the nanoscopic directions usually can e@gdproximated by a contin-
uum. If there are sizable gaps between the quantum numbéne ebmpact directions
and the geometry does not impose more topological conmecbetween them and the
other quantum numbers, the nearly-free conduction elestoan be thought to form a
low-dimensional gas in the first approximation.

The semi-classical density of states (DOS) in the macrosecbhmensions? is

(1.1) n(E) = th! /ddV/ddV;ﬁ(E— 2p—m)

whereF is the difference of the total energy of the nearly-freeipkrtind the energy con-
tribution of the compact direction, the factor 2 comes frdwva $pin-degeneracy and’
andd?V}, are thed-dimensional volume elements in coordinate and momentuamesp
The number of particles 18" andh is the Planck’s constant. The Laplace transform of
n(E)is

9L4 2 2Lt /2 d/2
(1.2) /ddpe_sm ( Wm) .

hiN| T RINT\ s
The DOS can be recovered from this with the help of Laplagestam tables,

2 (2m7r)d/2 L4 pd/2-1

(1.3) ME) = = iNT T
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Table 1.1:Single particle density of stateg £) in low dimensions.

| Dimension| Realization | n(E) |
1 Nanowire L%
2 Quantum well|  mL?
3 Bulk L3Vm3E

The general shape of the DOS in low dimensions is plottedgn/Eil. In 1D and
2D cases the DOS jumps whenever there is enough energy te excéw band from the
confined direction. In a 2D quantum well the DOS has steps mar@dlD nanowire the
DOS decreases with the energy. If even the last dimensidmeagyistem were shrunk to
nanoscale, we would get an artificial atom where the DOS wounihgist of peaks, like in
areal atom.

Besides the unrealistic dispersion relation, the above wWayoonting the states
does not take into account the Pauli exclusion principledomions which forbids two
particles to be in the same state. Thus, at best the abovelat&a is only a rough
estimate for electrons. For phonons the expressions mgyhtdre successful. Despite
these shortcomings, the general picture is in line with olag®ns.

1.3 Chemical potential and crystal shapes

In problems involving shape or phase changes or growth, ampotentialy is one
of the most central thermodynamic quantities. In theselprob the system is typically
out of equilibrium and chemical potential needs to be defioedlly, as a function of
coordinates.

If some amount of adsorbate has been deposited on a surfeaeliom, the number
of atoms/V is fixed and the substrate acts as a heat bath. The naturaidtgnamic
potential in this case would be the Helmholtz free energy

(1.4) F = poN + (€aq) A,

whereyy is the constant equilibrium chemical potential djag;) is the average surface
energy for the ared.

Generally the surface free energy; is anisotropic and the average in the second
termis

0o oy LA Ial)
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where the normal of the surfaeér, y) over the(z, y)-plane is
(—=0p2,—0yz,1)
V1+(0:2)2 + (0,2)2

Here the height function is the difference of smallest and largest distances of point
projected onto the same point in tlie, y)-plane. The projection of the surface area
element on théz, y)-plane equalgdA(n) = dzdy/n..

(1.6) n = (ng,ny,n,) =

It is convenient to introduce the projected surface eneepsity ¢

(1.7) o= 2a®) _ 02,0, T T (G:2) + (Bor).

z

We relate the system volume to the the particle numbeVby v N, wherev is
an atomic volume. This can be understood for instance bgdotring a reference lattice
structure where almost every atom lies inside a cell of va@lunPossible deviations from
this structure can be introduced as strain fields which wemaglect. In this settingy =
V/v = [dxdyz(z,y)/v, where the integral is assumed to be taken over the projected
surface area.

Thus, the free energy has the functional form

(1.8) F = /dxdy [%z(w,y) + qzﬁ(n)] .

As shown in the appendix, the chemical potential is the tianal derivative of the free
energy,

ol 0o
(1.9 u:uo—v(ﬁxa(axz)+aya(8yz)>.

The shape of the particle stops changing when the chemitahgal is a constant
along the surface.

Let us denote

= —ovV- Vv¢

(1.10) 5HZM_MU:_W_( ¢ 0o )

0(0,2)" 9(0:2)
Integrate both sides over the volume,

(1.12) /dV(S,u = /dAn STop = —v/dVV -Vyo = —v/dAn - Vyo.
This holds for any shapé& with normaln, and therefore

(1.12) rop = —vVyo.
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Figure 1.2: The panels a)-d) show various surface energgityen, plots. The equi-
librium shape is the area inside the tangent lines @pdin the first panel the shape is
congruent with the,q, in panel b) one low value of,; causes faceting in one direction
and in c) the crystal is faceted in all directions. Panel @ysha surface energy density
from a bond-counting argument and the resulting stableeshap

Multiplication of both sides with

02z 0%z

turns the left-hand side into
(2022 + y@iyz, yﬁgz + m@iyz) =
= (0u(2022 + y0yz) — 002, 0y(y0yz + 10,2) — 9yz)
(1.14) = V(20,2 + Y0,z — 2),
where the parts which have ontyvanish. The right-hand side becomes

20:2) 90 90,2) 9

dr 00s) T oy 09, V7

(1.15)
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Figure 1.3: The contact angle between a liquid droplet angpparting surface is known
as Young's angle. It depends on the surface tensions betihediguid and vacuum,,
liquid and the surface,; and the surface and the vacudm

Again, integrating both sides over the volume and using tbke3 theorem gives a surface
integral which has to be valid for any and the associatad Thus,

(1.16) vp = O0p(z — 20,2 — Y0y 2),

wherer is a point on the surface.This can be written simply@g(n) = du(r - n).

According to Eq. 1.16, if a tangent plane is drawn at a pointhencrystal surface
and a line parallel to the normal at the point is drawn fromahesen origin, the distance
between the origin and the crossing point of the line and theepequals.qv/op. If we
are given a surface energy functiey, we can plot it in spherical coordinates for all
The pointin the crystal has to be on the tangent plane drathealistance,.qv/d. in the
directionn. If this procedure is repeated for all directionsthe inner envelope of all the
tangent planes is the equilibrium crystal shape by construcThis procedure is called
the Wulff’'s construction.

In Fig. we show several possible surface energy ploteyevim each panel the
origin is at the geometric center of the closed curve. Thegdaorrespond to the tangent
lines. In panel a) the tangents do not re-cross the hudl;pEurve and the equilibrium
shape coincides with the shapecgf. For instance, it,;, were a constant, we would get
a spherical droplet.

In panel b) there ara directions, where the tangent runs inside ¢hecurve. Out
of these the direction whekg,, is closest to the origin is denoted lny. Because all the
surface points increase the total energy by an amount piopaltoe,,;, at the touching
point, all the surface directions outside the tangent atdirectionn, are unstable. In
all these directions the shape is a plane, with nonmallhis case is relevant for surface
problems, because near a substrate thés changed by the substrate surface energy and
mutual interface energy gains, in the direction where thessate is. This explains why
the contact between the adsorbate and the substrate isyysaakr.
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Figure 1.4: Depending on the surface energies, a liquidletropay avoid contact with
the surface, be attached to the surface or wet the surface.

The panel c) shows,, for nearly perfectly faceted, free-standing crystal. & gur-
face energies and distances from the Wulff point for twotiscand;j weree,;, (i), €., (), 7
andr;, the quantities would obey the relationship(i)r; = €. (j)7-

In the last, final panel d) we have a surface energy from a bouadtmg calculation
for a 2D triangular lattice. There are six sharp peaks, wtier@¢angents are in principle
undefined but by symmetry they should be perpendicular tadbais connecting the
peaks to the origin. The stable shape in this case would be&agba. In practice the
surface energies are usually known only for few low indextadut these are typically
also the only ones present in the equilibrium shape.

1.4 Growth modes

Let the surface tensions between the adsorbate droplehandatuum and between the
substrate and the vacuum be denoted.pyande,,, respectively, and the interface tension
between the adsorbate and the substrate, hysee Fig. 1.3.

In large liquid droplets the bulk structure and droplet shape independent to a
good approximation. Near the droplet corner the force e @ojuation. ff dx/ cos(0) =
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Figure 1.5: There are three growth modes, layer-by-lay&rank-van der Merwe (FM),
layer and islands Stranski-Krastanow (SK) and islands piota clean substrate Volmer-
Weber (VW).

(b — a)(eg, — €ne) turns into a condition for the so called Young'’s angle

(1.17) cos(f) = Snt — b

€ab
when the surface normal directiérchanges a little. Sometimes instead of the afighes
angler — 6 is used. If the right hand side of Eq. (1117) is larger than ¢me angle is
undefined and there are no energetic reasons for the adsgddicle to stay in contact
with the substrate. I1f > cos(f) > —1 the particle prefers to be a segment of a sphere
lying on the surface, on a facet facing the substrate. Findll-1 > cos(f) we have
complete wetting, with a flat layer, see Fig.|1.4. This candihas later been modified to
better describe various special systems.

In solids the lattice makes the surface energies highlyo#moigic. The facets have
to have low indices and therefore arbitrary contact anglesiat possible.

The morphologies of the adsorbate are generally dividedreetcategories. When
the adsorbate splits into mounds which cover only the anesitly underneath them, we
talk about Volmer-Weber (VW) growth mode.

The case where the surface is completely covered by a flalageer is called the
Frank-van der Merwe (FM) or layer-by-layer growth mode. Whendeposition and the
actual growth have ceased, we still refer to the morphoogigh the same language,
including the slightly misleading term growth mode.

When there is a collection of mounds on top of a fairly thin ctetefilm we have
the Stranski-Krastanov (SK) growth mode. The SK mode is ghhmportance both
experimentally and technologically. Unlike the FM and VWadhas, it is not addressed by
the simple Young’s argument presented above.



Chapter 2

Theory and methods

2.1 Molecular dynamics

Ab initio calculations are a great tool in materials modglecause the electronic degrees
of freedom can be taken into account adequately and one tgugetitative results with
little input information. The computational cost of ab inimethods usually increases
strongly when there are more degrees of freedom and in peaotie cannot perform
detailed quantum mechanical calculations for systemefdhgn few hundreds of atoms.
In computational modeling of larger systems, it is usuaksort to classical mechanics.

In molecular dynamics (MD) the center-of-mass movementaing is described
by the Newtonian equations of motion under interatomic attdraal force fields. First
the atomic coordinates and velocities are initialized sd the average velocity vanishes
and the distribution of the speeds reflects the starting éeatpre. Numerical integration
of the discretized equations of motion gives the time evoiuof the system.

There are several ways to perform the integration. In thiskwee focus on the
minimal energy states and paths and it is sufficient to tre#t the dynamics and the
thermal properties with emphasis on the computationallssiprather than on accuracy.
Therefore we use the simple leap-frog alrogithm which pemdecently without saving
the forces,

a) Vt/g = V_t/2+att;

2.1
2.1) b)  x; = X+ viat,

wheret is the time step and the updates a) and b) are to be performaighabetical
order. The algorithm can be derived by expanding the posittp andx_, on the next
and the previous time steps around the present postijas a Taylor series in the time

11



12 CHAPTER 2. THEORY AND METHODS

stept and adding the results,

1
(2.2) X, +X_; = 2xg + t*ag + 2Et4x{)’” + O(t%),
where the symbaob means that the terms with equal or higher power than the aagim
are left out. We can further Taylor expard, andx, around the positios_,, half time
stept /2 ago and subtract the results to get

3

t
(2.3) X) —X_¢y =tV_yo + ﬁx/i/tﬂ + O(t").

Inserting this into Eq/ (2/2) gives the update rule
(24) Xt = Xp + t(V_t/g + tao) + O(t3) = Xp + tVt/Q + O(tg),

which shows that the accuracy of the position update rulegsf 2.1) is of the third order
in the time step. With similar reasoning one can show thagtteiracy of the velocity
update rule is of the third order.

The error of the integration shows up as a violation of thegneonservation. Typ-
ically the fast processes get integrated least accurdibig.problem is usually addressed
either by using a time step so small that the change in enéagyg segligible for the dura-
tion of the calculation or alternatively, by keeping theogzlies in the acceptable regime
with a thermostat procedure.

At simplest, applying a thermostat means that the velacdiet rescaled on every
time step to keep the total energy constant. However, wheemtagration is exceptionally
inaccurate, this correction cannot be done by a simple liagcand a more elaborated
method is needed. If the system studied is described by thenazal ensemble, the
energy of the whole system should be able to fluctuate, witngperature dependent
variance. In the Andersen thermostat the velocities geemented randomly, following
the Gibbs distribution [26].

Another common way to modify the speeds is to use a delay wieelps the av-
erage temperature over several time steps around the tualee but leaves room for
fluctuations. In the relaxation time approximation the tenapure changes in time as

dar T, —T(t)
dt T ’
wherer is a time constant and, is the temperature of the heat bath. If the velocities

are rescaled by during a time step of lengtbr, and the kinetic energy is proportional to
kgT, then

(2.5)

dr (N = 1)T(1)

2. PO S 4
(2.6) dt ot ’
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Figure 2.1: The molecular dynamics cooling (MDC) method vgobly cancelling the
velocities every time they have a component against thédtienic force P,/ 36]. On the
next calculation time step the atom will then move towardsrtearest local minimum.

which leads to the velocity-dependent scaling factor
(2.7) )\2—1+—(——1>.

This is known as the Berendsen thermostat [27].

In addition to these two widely known, simple thermostats¢hare more accurate
ways to control the temperature. As stated above, the ancofahe thermal properties
is not essential in this study. We have chosen to bring th@éeature down to zero by
cancelling the atomic velocities whenever they have a carapopointing to the opposite
direction than the total force acting on the atom. This pdoce is known as the molecular
dynamics cooling (MDC). The cooling is presented schemiiicaFig. 2.1.

All the material parameters of MD are contained in the irttarac potentials. The
forces are usually calculated from these for the integtayanother routine, which takes
the coordinates as an input and returns the forces as antoltpe force calculation is
computationally expensive and therefore it is preferableave as few force evaluations
as possible.

It is often said that the accuracy of the atomistic methodgei®rmined by the
quality of the interaction potential. The potentials ar@ally phenomenological, but
sometimes also ab initio calculations are employed to oeplaem. The potentials used
in this work are discussed in the following sections.
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2.2 Lennard-Jones pair potential

Among the oldest pair interaction models are Lennard-J@n#spotentials, whose at-
tractive and repulsive parts are inverse powers of theantemic distance. The most
common form has a dipole-like attraction, which can the wad&id by the atomic polar-
izability, and a the second power of the attraction as thalsage part, a choise which is
usually made to make the potential computationally cheap.

These potentials usually have two parameters, the equitibdistancer and cohe-
sive energy, and as such they are known to give decent quantitative sesaly for the
noble gases. Their main advantage nowadays is that thdicajan is simple and prop-
erties are fairly well-known, which makes them a good tesground for new physical
ideas.

Because the noble gas crystals are known to be very brittkecoald expect that
a softer potential should give results closer to metallistesns. Ref. [28] represents a
choice of the exponents and strengths of the attractive eymalsive parts which repro-
duces the energies of metals under various degrees of omdompression and tension.
This potential is expressed as

= o= b (2 (2)]

m—-n T r

wheree is the bond energy; the equilibrium distance;> = r*> andm = 8,n = 5 are
exponents which give the interaction the metallic, sofrabger. For Pdg = 2.75 A and
e =391eV.

Whenr, < r < r., wherer, is the largest radius for considering two atoms as
neighbors and, is the lower cut-off radius, we multipli/ (r) of Eq. (2.8) with a smooth
cut-off function(r),

Te—T 2 Te—T s
(2.9) o(r) = <rc_r> —2(TC_T) :

following Zhenet al. [28].

At r = o the potential reaches its minimumg. The curvaturé?U at the minimum
is nme/o?, which is related to the bulk modulu3 at the zero temperature,

B op\ 1 02U (r)
(2.10) B=-V (W) =0

r=o

The Eq.| 2.10 gives3 = 130 GPa for Pd. The experimental value is arousd GPa
which is still of the right order of magnitude and sufficignéiccurate for our qualitative
studies.
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Figure 2.2: Electronic number density akigure 2.3: The positive nuclear charge
a function of the distance. is shadowed by the surrounding electrons,
an effect which is described by the effec-
tive charge”.

In tests of Ref. [28] the potential was found to be in agreemétit Embedded
Atom Method (EAM) calculations. We also compared the corsgit@lity curves for this
LJ parametrization with corresponding EAM results and tlaam was very good for Pd
and slightly less so with Cu. The Embedded Atom Method is dised in section 2.3.

We introduce the misfit between the substrate and adsorpatetiing the adsorbate
lattice constant to a value which differs b0 f % from the substrate lattice constant,

(2.11) f = fad 7 Gb

The equilibrium bond length between substrate and adsogaaticles is set to the arith-
metic mean of the respective lattice constants.

Analogously with the misfit we introduce an interaction paeter

(2.12) jo= mt b Cab cos(6),
€sb €sb

which is used to set the depth of the substrate-adsorbagatmdtand which is related
to the interfacial tension. When the interaction parametepdsitive (negative), the
substrate-adsorbate contact becomes more (less) expensiv
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Figure 2.4: The embedding energy decreases as the sunngueldictronic density in-
creases. The equilibrium embedding energy is shown as andbeaurve.

2.3 Embedded Atom Method

The elastic properties of metals cannot be described aetyiwgith any pair potential. It
can be shown that for any pair potentia(r)
1 _ 10V (r)
2.1 2(001) = = [w?*(110) — w?(11 o
(2.13) W?(001) = 5 [WA(110) = ?(110)] + k>~ =,
wherew(abc) is the angular frequency of a phonon on fcc lattice propagati direction
(abc) with wavevectoik. On the other hand, from the wave equation for lattice vibregi

w?(110) —w?*(110) = 2 (c1o + caq) K
(214) { w2(001) = %044]62,

wherev andm are the atomic volume and mass, and ¢, andcy, are elastic constants.
When the virial theorem holds,

(2.15) ia‘gi .

which means that the elastic constants satisfy the Caucatyaet,, = cyy.
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It is well known that for most metals this Cauchy relation doneshold. For palla-
diumec; ~ 234.1 GPa,c;», ~ 176.1 GPa, and:y, ~ 71.2 GPa[29]. In Embedded Atom
Method (EAM) this problem has been fixed by splitting the iat¢ion into an attractive
embedding potential’ and to a repulsive pair potential [30, 31]. One can think Hrat
atom in the solid is an impurity and the rest of the solid is ath®y Hohenberg-Kohn
theorem the energy of the unperturbed host is only a funcfahe electronic density
and the energy of the impurity is dependent on the locatidhetype and location of the
impurity. Thus, it can be argued that the energy functioted ahould be dependent on
these three factors,

N

(2.16) E = Vip(r:), Vp(ry),...).

i=1

The cohesive energy of a solid is related to the width of tlvalldensity of states
contributing to the metallic bonding. We take the local dignsf states at atom to be
proportional to the sum of electronic densitigfrom the neighbour atomg With ionic
repulsion due to the cores, one can write the following en@rgctional

(2.17) Véam(i) = E(Z Pj(ﬂ'j)) + Z Uij(rij)a

i#] i#]

for the atomi. Here F; andU;; are the attractive and repulsive energy contributions, and
r;; = |r; — r;| is the distance between atornand;.

Even though the electronic density functignsare spherical double gamma func-
tions, as presented in Fig. 2.2, we can distinguish betweearid hcp crystals because
they have the same numbers of atoms on the first and secorftboeshells but differ at
the third neighbor shell.

The shape of7; as a function of the electronic density is shown in Fig.| 24s |
similar to shape of the related Finnis-Sinclair embeddimgrgy which is just the negative
square root of the density [32]. Heuristically, the embaddunction can be thought to
describe how the energy of an electronic gas changes whdidassiormed by bringing
in positively charged atomic cores from infinity.

The core repulsion term
Zi Tii Z Tiq
(2.18) Usj(rij) = Z —( 32"1( ])-
i "

The form of this term is motivated by a Coulomb repulsion wibeescreened, effective
chargeZ; depends on the distance to the atomic core, see Fig. 2.3ubkeript; reminds
that the effective charge is screened differently for edomaype.
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The total energy of EAM potential un- -~
der uniform compression and extension is Idealstate
shown in Fig. [ 2.4. There are many differ-
ent variants of EAM potentials. The variant MDC
we are using is the original parametrization

-

[30, 31]. It has been tested thoroughly in nu- Intalstate 'ECN”EQ("EY
merous studies and also shown good agree-i.......! ddl State MINIMUM

ment with the experiments on Cu/Pd(001) sys-
tem [33]. Although we are not considering

systems which mix, it needs to be mentioned @

that this EAM variant does not predict the Tllted state
right structure for the bulk alloys of the same -
materials [34].

RBP

(—

2.4 Activation-minimization ~ Activated state |

procedure MDE @
-- LOCAL

The S0 called actlvatlon-mllnlmlzatlo.n proce- ' Final state ENERGY
dure finds some of the strain relaxation struc- - MINIMUM
tures of stressed islands and overlayers basi-

cally in three steps. First, we choose an initial

state which can be assumed to be a few defects

away from some realistic low-energy state. Figure 2.5: The activation-minimization

The initial state is usually obtained byrocedure starts by relaxing a pseudo-
minimizing the energy of a pseudomorphigiorphic state, “tilting” the transition
structure, where the adsorbate has the equilobabilities by a small disturbance and
rium lattice constant of the substrate. A mofgtting the system to seek a new local
detailed descriptions of the initial states for ighinimum under a repulsive bias potential

lands and overlayers are given in sections 3BBP) (see section 2.5.) During RBP we
and 4.3, respectively. save a few intermediate states. Finally,

L ... the new state is energy minimized with-
Second, the locally minimized |n|t|alOHt the bias.

state undergoes an activation treatment, whic
helps the system to cross energetic barriers.
The activation treatment consists of "tilting”
and subsequent MDC under repulsive bias
potential (RBP), see section 2.5 and Refs.
[35, 36, 37]. By tilting we mean changing the
transition probabilities away from of the initial
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state by pushing some selected atoms closer to an edge afddleplotential minimum
where the atom is located. More details on this are also geavin subsection 2.5. It
should be noted that tilting is not used in Publications 3%nd

During the activation we save a chain of intermediate statbs used as an input for
the energy barrier finding method described below and in@e2t6. After the activation
treatment we perform one more MDC without the RBP to make sartlie system has
evolved to a different local energy minimum. All the stepsha activation-minimization
procedure are summarized in Fig. 2.5.

To find the transition paths, saddle points and energy barfoe the processes we
get from the activation procedure, we use the Nudged El8sticd method (NEB) [38]
on the chain of intermediate states saved during the aictivat he minimal energy path
contributes the highest weight to the transition probgbbietween the initial and final
states and it gives the dominant defect nucleation mecmaatsow temperatures. In
brief, the NEB method minimizes the energies of the chaimaidition states and at the
same time keeps the chain continuous. A more detailed géiscriof NEB method is
given in section 2.6.

2.5 Repulsive Bias Potential

Before applying the Repulsive Bias Potential (RBP) we "tilt” thentsition probability
towards a direction which is likely to initiate a nucleatimmocess. This is done to increase
the chance of getting certain kind of defects. In practieetitiing is performed simply
by altering the coordinates of some selected atoms. Depgrmaudhi the sign of the lattice
mismatch, the push is better to be done upwards with compeasssfit and downwards
with tensile misfit. A sideways push is useful in both casesn&imes the disturbation of
individual atoms or of small compact planar clusters doddeanl to stable dislocations
and in these cases we may push whole close-packed rows intioenbadsorbate layer.
In Fig. the tilting would be represented by a left or rightft in the location of the
system state in the potential landscape.

In the Repulsive Bias Potential method the atoms experienoa-dacal, repulsive

external potential [35, 36, 37]. The new potential energyese is written as

N N
(2.19) Ur(x1,....xn) = Y _V(xi—x;) + Aexp(— Y _(x; — x;(0))*/R?),

i<j i=1
where A and R represent the amplitude and the spatial decay constaneakfulsion
potential, x;(0) is the coordinate of particlé in the initial state andV is the number
of particles. If the bias has short range, the barrier emergiay unaffected. The bias
amplitude decreases when the deviation from the initiafigaration becomes larger.
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Figure 2.6: Repulsive bias potential (RBP). The bias makes @l iminimum in the
configuration space unstable. The additional term decseidsey of the coordinates
deviates from the initial value.

After the initial tilting, we push the system to a new locahimum with RBP. This
trick prevents the system from returning to the initial stahd lowers the escape barriers
to other states.

We found that the repulsive bias works efficiently, when nafsthe substrate is
kept frozen. Because there are usually more ways to realeesame release of bias
potential with several particles than with a single pagtialorks in favor of the multi-
particle processes. When a large volume of substrate is @dldavbe mobile during the
activation, the small displacements of this domain add ulralease a fraction of the bias
potential. To prevent this, only the topmost substraterla/&ee to move when RBP is
applied. Below the mobile layer we have two layers of immohiiems and so the total
substrate thickness on this stage can be as low as thres.layer

When we have used an unrealistically thin substrate duriegdtivation, we cor-
rect it later by adding six more layers under the originakesysbefore continuing with
the NEB method. During NEB, all the transition states are minéd again with thick
substrate and thus our final energy values take into accoestibstrate relaxation effects.

It is important to note that the RBP method can generate mafereiit final states
depending on both the initial displacements used for theatn, and the exact form of
the repulsive bias. However, our results were checked byngthe simulation cell size
and levels of biasing and our conclusions are not dependetiiese details.

2.6 Nudged Elastic Band-method

Nudged Elastic Band method (NEB) is a way to find minimal energihg in compli-
cated configuration spaces. The method is introduced irt degail in Ref. [38] whose
presentation this section closely follows. FHgrparticles the configuration space3ig’
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dimensional. In zero temperature the greatest contributicthe transition probability
between two states comes from the minimal potential eneag}y. p

As an input NEB needs a chain of coordinate sets, or "imagekich describe a
transition of the system from an initial state to a final st&#en this chain is parametrized
by a "reaction coordinate$ which measures the progress of the transition and is often
proportional to thed N-coordinate distances from the initial to the final state.

It is necessary that there are more images than there am&itpoints on the
transition path. If the shortest distance between two exdralong the path were and
the total length of the transition pat, then according to the sampling theorem a safe
number of equally spaced images wouldb@s, /s.. In practices, is difficult to estimate
accurately before doing the calculation but adjusting thealmer of images by trial and
error works in most cases.

The minimal energy path cannot be found simply by minimizihg energies of
each image individually, because this would drag them athtonearest local minima
and leave no information about the energy barriers behime €re for this is to add an
artificial harmonic potential

k
(2.20) V(x(0),x(8)) = 5 [Ix(t) — x(0)] = al”,
between the images at successive sampling time $tepslt. Here x; denotes &8NV
dimensional vector containing all the coordinates on titep & The parametek is an
arbitrary spring constant ands some suitable value of the distance between two images

N

(2.21) [x(£) = x(0) = | D [rs(t) = r:(0)]"

i=1

Imposing the potential of Eq.| (2.21) between the images isvatgnt to forcing the
continuity requirement with a Lagrangean multiplier. Thigthod is sometimes called
the plain elastic band (PEB) method.

The problem with the PEB method is that if the guess for theliegum distance
a is too large the path will begin to meander like a real elasdod when it is under
compression along its length. If the equilibrium distang¢co small, the images will
start to cluster. The nudged elastic band (NEB) method isldped to fix this issue.

In NEB the force between the images is split into componeatallel and perpen-
dicular to the path. The clustering is caused by the paratigiponent and therefore, if it
is projected out, the equilibrium image distance can becsahy small value or to zero.
However, this kind of artificial harmonic potential woulddmene identically zero if the
successive images were at right angles,

(2.22) ri(t) - 11(0) +ro(t) - r2(0) + ... N (t) - T (0) = |x(2)||x(0)] cos(#(t,0)) = 0.
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Especially when the transition path bends strongly, theditilood of cutting corners grows.

To prevent this, the parallel component can be graduallyeiroack on with a
switching functionf(#). The idea behind this is that if the path curves strongly, more
images get pulled to the corner to make the sampling there mocurate. A popular
choise forf () is cos?(m cos(6)/2).

2.7 Phase Field Crystal model

For comparison purposes it is useful to have another indpegmmethod to do the same
calculations. The Phase Field Crystal (PFC) method has bemwnsto reproduce the
essential features of a large variety of solid state systelnese elasticity plays a role [39].
Its main advantage over the molecular dynamics methoddkgyat it yields results in
diffusive time scales while the spatial resolution remaitmnistic.

In PFC model we take a free energy functional

(2.23) Flp| = /dV{%p [r+ (¢ + V?)?] p+£p4+hp},

wherep is the number density, is thek-vector of the shortest vibrationk,is an external

potential and- is a temperature control parameter. This form of the freeggnean be

derived by truncating the free energy of the density fumalaheory of freezing which in
turn is derived for the gas phase [40, 41, 42]. For liquid asidigphases this functional
can be considered to be an extrapolation.

Like in section 1.3, the stationary densities corresporzbttstant chemical poten-
tials, u = 0 F'/dp. If the chemical potential is not constant, there has to bet@m &ux j
towards the lower potentigj,= —V .. With a constant total number of atoms we get the
evolution equation

dp
2.24 £ =V
(2.24) T Vou

Usually we add a noise term on the righ side to speed up ttagiitersolution ofp.
In our overlayer studies in Publication 2 we take the phadé feerepresent the
adsorbate. The substrate is described by an external gipotential

(2.25) h(z,z) = ho(cos(kx) cos(kz/V/3) — cos(2kz/V/3)/2),

which is nonzero only whefz < 3m./(3)/k. The pinning potential wave length is
chosen to respect the boundary conditions of the simulagtirand the pinning potential
strength is related to the interface energy between thdrsidsnd the adsorbate. More
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Figure 2.7: The 2D phase diagram of the PFC model from Ref.. [3%le horizontal
axis is the average value of the phase field (density) andeheal axis is the control
parameter (temperature). The different areas denote the paramegiiensewhere various
periodic solutions are stable. The dark areas corresponddxistence regions and the
values inside the square box represent a typical choicenforverlayer system.

details are given in Publication 2. The lattice mismatchadexnumber of the adsorbate
is then set equal tb/(1 + f/100).

In the solid phase is periodic in the diffusive time scales, and in the gas aritiq
phasep is smooth on the same level of time-like coarse-grainingweéf have a solid
and another phase in the same volume, we need to find paraméteth correspond
to a coexistence region of these two possible solutions of Z84. The choice of the
parameters is done with the aid of 2D phase diagram of the Rét@Iinwhich is reprinted
in Fig.[2.7 from Ref. [39]. The parameteis related to the temperature of the simulation.
The physical meaning of the average phase figls related to the average density or to
the average amount of solid in the simulation cell. By setthmgyr and the simulation
cell size in values which are in the coexistence region,rfstaince inside the rectangular
box of Fig.|2.7, we have found a description for a system wlekaown coverage of
adsorbate interacts with the substrate from Eq. 2.25.
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Chapter 3

Results: Islands

3.1 Heteroepitaxial stress release and islands

As the Wulff’s construction in sectian 1.3 veri-
fies, the islands can be a part of the ground state
even when the lattice constants of the substrate
and the adsorbate would agree. A peculiarity of
the heteroepitaxial systems is that the stress can

determining the growth mode. s S

The balance between the stress and surface _ )
energies is often delicate. In nanoscale the sfif9ure 3-1: The atomic potential en-
face effects are strong and the effective elasgfY (from Eds. [(2.8) or (2.17)) has
constants and surface tensions may differ frdi maxima at the ends of island’s bot-
their continuum limit values [43, 44]. There arlPm layer. The §urface Igyers are re-
several possible stress release mechanisms réﬂﬁ\-’ed from the image to improve the
ing from undulation, buckling [12, 45] and disgontrast of the bulk energy distribu-
locations [46] to island@ﬂ@@@dﬂ—,\@',on' The lowest energies are found
50, 51, 53, 54] and nanowire [55, 56] formatioﬁom the substrate-adsorbate interface.
and mixing [57]. We are only considering cases
where mixing plays no role.

In Publications 1-4 we study the island stress release @gthis explained in the
introduction, our model is two dimensional. Our technicgreary similar to the approach
used by Thibaulét al. and Uemurat al. [59].

In principle it is possible that the number of islands pert @mea is set by their
mutual, repulsive elastic dipole interactions [13, 20,, 56gdiated by the relaxation in
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the substrate and the Wetting fiIm In this QOO0
Whether or not this has been seen expenmen- D00
tally has been under debate because it is dlﬁlm 3
cult to distiguish a true equilibrium state froma _ T~
persistent metastable, kinetically trapped state,~~ __
which is separated from the true equilibrium by “
a large energy barrier.

When the heteroepitaxial stress release is‘y (7 . .
used to generate surface structures, the growﬁmﬁﬂﬁll DO0OAAhOOa: »
is stopped at a low coverage. From this start-=" ‘ ‘ ‘ ‘
ing point the overlayer gradually develops to-’”'
wards the equilibrium state, often slowly. We
are considering the case where the equmbrlum
state consists of islands and the island densgy i
is be determined by the early nucleation stages,.,|
On this stage there is usually not enough ME-.
terial to form a continuous film. This kind of& =
process has also been considered by several aus 1
thors [15, 49, 50, 51]. g 5 - = 5

INTERMEDIATE CONFIGURATION NUMBER

In our calculations the condition of fixed

island density is realized by the fixed unit celfigure 3.2: One realization of the decay
sizel,,, which in principle determines the numef an 11-atom arrangement goes through
ber of islands per unit area. However, becomplicated set of intermediate states.
cause our islands are weakly interacting, tirst the island creates a small partial
simulations can also be interpreted to describislocation by glide mechanism. Part of
the immediate surroundings of an isolated ithe island sinks down to the center of
land. In this case the actual coverage cannotthe bottom layer, a process similar to the
known precisely, except that is must be belowcorporation in the context of overlay-
the value corresponding to a perfectly periodars, see section 4.4. After these steps the
arrangement. In this interpretation our resultest of the atoms in the second layer dif-
have relevance for a variety of nominal covefuse to the edges of the bottom layer and
ages with weakly interacting islands. fall to the substrate-adsorbate interface.

After the nucleation stage the island5"€ calculation was done with RBP ac-
grow at the expense of the wetting |ayergvat|on and the transition path was min-
When compared to a flat layer, an island alwa{f8ized with NEB method. The resulting
introduces new surface area with an associafdif"9 landscape and barriers are shown
energy cost. However, if the strain in the fllrﬂ1 the lower panel.
is large enough, the mound formation can lead
to lower total energy. In Publications 1, 3 and
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4 we have constrained the islands to grow coherently witlstistrate. As a result, at a
certain size the dislocation nucleation barrier must Jani$ie coherent growth is related
to the early growth and in the continuum limit the majoritytbé bulk stress has to be
released by defects.

When the islands grow at the expense of the wetting film, ondatk@bout “thin-
ning energy” on a coarse grained level [50, 51]. The thinmngrgy decreases strongly
as a film gets thicker. For instance, with long range intésastthe thinning energy could
be related to the direct interaction of the substrate withdbcond, third and more dis-
tant adsorbate layers. Any volume removed from the islaraltisinning energy gain,
but on the other hand islands relax more efficiently leading stress energy gain pro-
portional to the island volume. Because the former contidipuis decreasing while the
latter is increasing, it is possible that there is a volumenstihe terms balance each other
[49, 51, 50]. We study this question more closely in PubitwaB and give more details
in section 3.6.

3.2 Two-dimensional islands

Our island results in Publications 1-4 are two-dimensiomais choise can be motivated
for instance by continuum elasticity, where it is convendbto look at cross-sections of
beams as 2D objects. From the practical point of view thsglus to test and compare
a large number of island geometries in a feasible compurtes. ti

In our initial state we always have a number of complete satestayers and an
adsorbate structure which is entirely pseudomorphic. IbliPation 1 we consider all
the possible concave island shapes without overhangsplesyand which are reflection
symmetric about a line perpendicular to the substrate ceirfdt should be noted that
while there are indications that overhang formation ma tallace when small metallic
islands assemble on oxide surfaces, in metal-on-metatmmgsthis is unlikely [52]. In
Publications 3 and 4 we are restricted to islands where th#eruof atoms in successive
layers can only differ by three. In these cases the islandtadetting film we can have
a partial wetting film width is limited only by the simulatiaell width.

One way to write down all the island configurations with onigep facets and a
partial wetting film underneath, is to first subtract the wegttfilm contribution from the
total amount of adsorbate particles. The maximal heighaforsland is that of an equi-
lateral triagle. If the maximal heiglit= (,/(4N — 1) — 1) /2 is an integer, it corresponds
to an acceptable island configuration, otherwise one canttaklargest integer less than
this value as a trial starting height. For all the heightslgenthan this one can work out a
formula which gives the correspondifgand test whether it is an integer, or just simply
test whether the correct particle number can be obtaindd any!/,, between the given
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Figure 3.3: The PFC simulations show how a pair of dislocegtis nucleated at the bot-
tom edges of an island. The dislocations move close to theecehthe bottom layer.
In this work we study primarily the case where the islandsai@soherent with the sub-
strate. The calculations of Publication 2 show that in batmestic and phase field mod-
eling the nucleation process has a finite energy barrier.stibstrate pinning potential is
described by the Eq. (2.25) in section|2.7 (reprinted frorlieation 2.)

height and the maximal width, like we did. The maximal widiithhe smaller out of the
simulation cell width and the available adsorbate particienber.

The partial wetting film configurations can be included in tways. If we first
subtract the prescribed number of atoms in the partial mgeftim from the total number
of atoms and then write down the island configurations asaltbe partial wetting film
atoms can be added between the wetting film and the islanceientd. An alternative
way to get the same result is to subtract the difference katvlee island base width the
partial wetting film width from the total number of atoms, whe&rite down the islands as
before and add the subtration to the bottom island layerafgpven amount of adsorbate,
the plausible partial wetting film sizes are between the ladth of an equilateral island
and the simulation cell width.

If we want to find all the possible configurations without dwemgs or holes, we
can proceed by splitting the available particle number ansonaller and a larger part and
applying the same steps to the smaller part until all theipisies are exhausted. Out
of these one can select for instance only the islands whiot bave known high-energy
facets, or those which are mirror symmetric about a line @edpular to the substrate
surface. This process could also be used to find the partttihgdilm configurations. In
the end we have a list of particle numbers in successive ddperevery possible island
satisfying our conditions.
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Figure 3.4: The heights, and widthsl,, of an island and a wetting film hawg = i, w
respectively. In an ideal, unrelaxed pseudomorphic syskere are only few different
bond energies. The energies of horizontal and diagonakba®obonds are denoted by
€z aNde,,, the bonds between the adsorbate and the substrate havg epenad all the
substrate bond energies are equai,to

3.3 Island shapes at low coverage

In Publications 1, 3 and 4 we study the equilibrium shapediohanoislands. We write
down all the plausible pseudomorphic shapes with a fiXeds described in section 3.2,
and relax them with Molecular Dynamics Cooling, see sectidrf@ details. During the
minimization the system releases stress energy and thiackspent field becomes non-
uniform. Among the configurations the equilibrium shapéhis one that has the lowest
energy.

It is hard to find the ground state directly by applying a miization scheme to an
abritrary initial state because typically the energy |laages between the growth modes
are rugged. A sample minimal energy transition from a cafitek&-atom island to the flat
ground state is shown in Fig. 3.2. Even in this case the lap#sshows a complicated
structure with large energy barriers between the multipéall energy minima.

We find the equilibrium shapes for range of coverages, meddwy the deposited
amount of adsorbaté&’ and for a range off. The results of Publication 1 indicate the
preferred growth mode for each pair 8f and f whenx = 0. We repeat the same cal-
culation for positive, and negative values of the inteactparameter. with a low total
coverage in Publication 3. In the parameter range we useristadies we see no plastic
deformation and the islands remained coherent with thetisubs
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When the parametet is positive, the islands prefer the VW growth mode. With
negativer the adsorbate prefers to be flat when the mjsig small. At a certain value
of f the flat layer becomes unstable and the preferred growth witaleges to VW. The
transition lines between various modes are not symmetticdriensile and compressive
cases. This is partly related to the asymmetry of the pakrdartly to the geometric
differences, like the fact that unlike the compressivesstréhe tensile stress cannot be
released by undulation. All the found ground states belahgeto FM or to VW growth
mode.

The basic island shape we find is a truncated pyramid, see3Flg. At most one
additional facet is found. This facet is located either letwthe top horizontal facet and
the side facets or at the island bottom, between the substrat the side facets. On few
occations the extra facet split the side facets into twodwal\¥his rare case was related to
high f and N where our method is least reliable. At least it could be sseanandication
that the fourth most common island shape might belong todhiegory. These results
compare well with those of Ref. [60].

With larger island sizes corresponding to coverages aldmes tcomplete atomic
layers we see nucleation of dislocations from the bottome@ of the island. To initiate
a nucleation process, we activate a large faceted islatbutitilting as explained in sec-
tion/2.5. This is in agreement with other studies on the suljl, 62]. For comparison
purposes we also make the same calculation with PFC modshose in Fig. 3.3. The
generic features of the process in the PFC model are in litie the MD results. See
Publication 2 for more details.

3.4 Island relaxation and energy

To study how the stress energy is released in islands, wetselepresentative set of
islands with the same height but with varying width. We reldvall the configurations

and plotted the deviation of the atomic potential energynftbe energy of an ideal pseu-
domorphic system as a function of the atom location. Theiplshown in Fig. 3.6.

The stress relaxation is different depending on the aspé¢ict and volume of the
island. When the island width is large in comparison to thelgithe stress becomes
localized near the steep walls and the bulk of the islandésséd. In narrow islands the
relaxed zones are overlapping and the bulk of the islandsgained. This corresponds
to the steep parts of relaxation energy gain curves in F&).Because the relaxed region
near the island walls has its own characteristic width, thik bf the island is relaxed only
when this charasteristic width is of the order of the islarahekter. For larger islands this
effect disappears. This corresponds to the regime whereutves of Fig.| 3.6 tend to
constant values.
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Figure 3.5: Each surface in the reference system has anassbenergy penalty or gain
which can be calculated by counting bonds. The dark areaseircartoon on the left
denote the part of the system which is described by the quoreing expression on the
right side. The quantityy = (I, — ;)0n,,0-

The actual minimal energy islands are always between thesextremes, and the
competing contributions come from the surface energy cbtheisland walls, which
favors low aspect ratio and from the relaxation energy gaimch favors high aspect
ratio.

In an ideal pseudomorphic system there are only a few diftdsends, see Figs.
3.4 and 3.5. In Fig/ 3.5 we partition the energy into bulk andace contributions.
Using the geometrical parameters and bond energies from3F#@we can calculate a
reference total energy for any ideal pseudomorphic systdma.relaxation energy gain
of our calculations is the difference of the reference tetergy and the energy after the
minimization of the system energy, as shown in Fig! 3.6.

In the regime of flat, wide islands the relaxation energy gatarates. The maximal
gain or the value of relaxation energy géinn the flat part of Fig. 3.6 is fitted by

(31) Eshallow = —0194(7>h1(hl + 816(7))6u5
With this, the gairt2 for heighth; is
(32) 0= Eshallow —b |:lz - lc - (lz — lc)2 + d2] .

By fitting (2 for data sets with different fixed values bf the height dependence &fi,.
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Figure 3.6: The differenc€ between the numerically calculated total energy and the
analytical reference energy for a pseudomorphic configurataches a constant value
when the island width is large. In this limit the relaxatiomeegies associated with the
steep island facets move farther apart independently aslérel width is increased. The
fixed heights for the curves are 5, 15, 31, 45 and 59, from uptend The agreement
between Eq. 3.2 and the data is good.

andd is seen to be

b = 0.0134(2)h;(h; + 1.602(2));
(3.3) l. = 2.45(7)h; +8.47(3);
d = 1.21(0)h; + 8.82(0).

The calculation of for various island aspect ratios and different misfitevealed
that the f-dependence df is well described by simple, shape-independent scaliny wit
f2. This is what one would expect from linear elasticity. Fortamee, if one considers
the island corners as edge dislocations with horizontal &srgectorsf/; /2, this scaling
comes out of Ed. 4/1. The-dependence was orders of magnitude too small to affect our
results.
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Figure 3.7: The growth mode depends both on the mechanieaksand on the strength

of the bonds between the substrate and adsorbate. The fegmparametrized by the
misfit f (horizontal axis) and the latter by interation parametévertical axis). When

the contact angle between the substrate and the adsorloaigaitve and the misfit is not
too large, wetting occurs. For smdllwe have complete wetting and the FM growth mode
and for largef or positivex the adsorbate prefers the VW mode. The SK mode is seen
with negativex and intermediate values g¢f(reprinted from Publications 3 and 4).

3.5 Global phase diagram

In Publication 1 the deposited amount of adsorbate is lowvaadio not find the SK
growth mode, as described in section 3.3. In higher coveregjme the number of shapes
which satisfy the constraints explained in section 3.2 bezovery large. However, be-
cause all the found minimal energy shapes in the low coveragiene belonged to the
class of truncated pyramids with a maximum of one pair of legérgy facets, we restrict
our high coverage calculations to the three most commonreshaescribed at the end of
section 3.3. Because the optimal shapes require exchangatefiah with the wetting
film, we include at most one partial wetting film of arbitrarydith between the island and
the complete layers.

Both the mechanical stress and the potential depth at théaoéeare important for
the SK mode. In Publications 3 and 4 we study the interdeperedef these two factors
by mapping the growth modes systematically for various doatibns of the respective
interaction potential properties. We call this map the bglbphase diagram” (GPD). The
result is presented in Fig. 3.7. Again there is a clear difiee between the tensile and
compressive strain.

All the three growth modes appear in the GPD of Fig. 3.7. Thendary between
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the VW and other modes is curved. Most of the posititerritory is in VW and it appears
that with a sufficiently large misfit the growth mode becomé&¥ ¥ven with negative:.
The FM mode is near thg = 0 axis on negative side and its boundary with the SK mode
seems to be relatively independent of the misfit. As the myisfitreases, the island shape
becomes higher and sharper. Our conclusions continue tbfbolarger coverages but
for the smaller coverages the phase boundary between thenBNSla becomes blurred.
Our GPD is in agreement with the similar results of Ref. [63heTminimization with
Eq.[3.2 is capable of reproducing the Fig.|3.7 even thougFittiveg was done just in one
point of the same figure.

3.6 Optimal island shape and size

The optimal shape question cannot be answered withoutngatkie coverage. From the
GPD we learned the parameters which favor the SK mode. By ftkiagalues off and

r to the SK regime we can vary the coverage to see how the islkemahetry depends on
the coverage.

The results are presented in Figs. 3.8 and 3.9. When theregésoogh adsorbate to
cover the whole substrate surface, the overlayer is a pfamawhich gradually expands
in width. Above the coverage of precisely one monolayergli®a clear transition from
the FM mode to the SK mode. The island is in the truncated pigtamape and it is
ambiquous whether there is a partial wetting film or a pairighkfenergy facets at the
bottom of the island.

According to our results, the partial wetting film is not ayweffective buffer against
island shape variations. Both the island width and heighea®e with coverage but there
is a certain wiggle on top of the monotonous increase, whsctaused by the partial
wetting film increasing while the island shape does not chafdis difference between
the predictions of Eq.| (3.2) and our direct simulation isatedl to the corner energies
which were deliberately neglected. Our results thus suglpewiewpoint that the optimal
size is dependent on the coverage [49, 51, 50].

In a very narrow region of coverage this kind of wiggle indeedld be interpreted
as a kind of optimal shape mechanism present in this modebhBecthe possible island
shapes are not a continuum in the low coverage limit, for saomabers of deposited
atoms there are sizeable gaps between the successiveabakspect ratios. If after ad-
dition of one atom it is impossible to find an island, which ydbthe symmetry constraints
and whose aspect ratio is close enough to the optimum, theadd atoms get dumped
to the partial wetting film. As mentioned above, this treghid#¢pends on the corner ener-
gies which are not included in Eq. (3.2). Thus, to some exteastind of optimal shape
mechanism is based on the configuration space limitations.
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Figure 3.8: The curve without markerFigure 3.9: The markers show the bottom
shows the minimal energy island aspect rdayer widths for minimal energy islands as
tio as a function of the coverage and thebtained from the direct simulation and the
markers present the aspect ratios for theontinuous curve is the prediction of Eq.
same set of islands where the energy min{3.2), as in Fig.[ 3.8. The agreement is
mization is done using Eq. (3.2). In Publi-again good. In Publications 3 and 4 the for-
cations 3 and 4 this minimization was donenula was minimized analytically.
analytically with the same formula. The

agreement between the direct simulations

and the predictions of the formula is good.

3.7 Comparison of 2D and 3D results

In Publications 1,3 and 4 we mention that our 2D approachpsiable to 3D systems as
well. Our results already agree with the 3D island resul®efs. [50, 51] and the general-
ization of our methodology to 3D structures is straightfarsdk However, the comparison
of the actual 2D and 3D results can be done most directly vatiowires. In this section
we shall look at the global phase diagram for nanowires.

We chose the surface to be studied to be the close-packetligcgurface. The
cross-sections of the wires studied had 820 row ends, se€3Fid. The shapes of the
cross-sections were variations of the slightly skew tried@yramid shape, without over-
hangs, keyholes or other imperfections which would makenihe not simply connected
or not monotonous. We generate the cross-sections likegideddn section 3.2.

The allowed shapes have either one of two rows ends missingtfre top pyramic
layer or one or two additional row ends in the layer just abibnefirst continuous film
under the pyramid. The resulting number of shapes in this v&s just 57. The width
of the system in the direction of the nanowire was eight ataspiacings. The substrate
thickess is six layers.
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Figure 3.10: The 3D and 2D global phase diagrams are quedibatsimilar. The for-
mer was calculated for ridges on fcc(111) surfaces for pdirsaterials listed below the
horizontal f axis. The upper and lower materials are the adsorbate arsiliistrate, re-
spectively. The lightly colored domain has VW islands, tei &and right "wings” have
one layer of wetting film and more than 9 layers thick island #re slice in the middle
consists of four or three wetting films and one or two layerskiislands. An example of
a high island is given in Fig. 3.11.

In Fig. [3.10 we have plotted the wetting film thickness as afion of the misfit
f and the interaction parameter The misfits correspond to the values of the bimetallic
pairs in Table 3.1. It has to be pointed out that only a fewspaithe Table 3.1 are stable
against mixing. Furthermore we do not expect our LJ intévastdescribed in section 2.2
to give more than qualitative trends.

The dark lines which separate various growth modes are daawguides to the eye.
In the VW mode there is no wetting film. We have combined the Bmd three layers
thick wetting films to the FM mode, although in both casesdhgia flat island on top of
the film (heights one or two layers, respectively.) In SK madewetting film thickness
is one and the island height above nine layers. See Fig. 8rifustration.

The general characteristics of the phase diagram in Fi@ &4 the same as in the
2D case, see Fig. 3.7. The main difference to the 2D case @btiedance of dislocations,
see Fig! 3.12. In 2D the small islands remained coherenttivélsubstrate up to fairly
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Figure 3.11: An eight atomic spacings thick section of a mareon fcc(111) surface. In
this geometry the left and right slopes are different. Indilde view the slopes correspond
to a triangle whose bottom edge is of length 3 and the othezsedre of lengtl2,/5 and
\/17. Ultimately the asymmetry between the left and right sloges ¢onsequence of the
period three stacking sequence of fcc(111) planes. Se& Hidor illustration.

large misfits, but in 3D the structures with an identical 2Dss+section would generate
defects with much less strain. To create an edge dislogatioa has to move the atoms
over a site of potential energy maximum in 2D but in 3D one hasugh geometric
freedom to go around the maximum site, see also Fig. 4.2 foniéas process. In this
sense the difference is as can be expected.

The potential energy released by the dislocations afféciagly the aspect ratio of
the nanowire. While in 2D the island height increased withntingit, in 3D the height al-
ways jumped down when a new dislocation arrangement wasdunted. Because higher
islands cost more surface energy, this effect is also ciamis/ith our 2D results.

Table 3.1:Misfit (%) and mixing in 300 K for selected bimetallic pairs

Substrate Adsorbate| Misfit | Alloying | Reference
Ag Cu 2116 | No
Pd Cu -7.07| No [25]
Ru Cu -5.33 No [65]
Cu Ni -2.63 Yes [66]
Ni Cu 2.70 Yes
Cu Ru 5.63 No
Cu Pd 7.61 Yes
Cu Ag 13.1 No [64]
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Figure 3.12: The nanowires can be classified to growth matdesms of the wetting film
thickness. The minimum energy shape of the FM mode with mfsfit 0 in Fig.

is shown in the first panel from the top. Fpr> 0 the FM shape is shown in the second
panel. Since the configuration on top of the complete layeesiually two layers thick,
the shape could also be classified to be in the SK mode. Tlbgairel from the top shows
the minimum energy SK nanowire with the smallgst 0. The last panel illustrates one
of the VW nanowires. Note the abundance of dislocationslenie structure.
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Results: Overlayers

4.1 Dislocations and the fcc(111) surface

Face centered cubic (fcc) and hexagonal close-packing (atjzes have the highest
packing efficiencyr/,/18 that can be achieved with spheres of equal radius. Fcc has the
same numbers of atoms on the first and second neighbor skehe dcp lattice. Both
lattices can be thought to be made out of planes where theatmmlei are at the corners

of equilateral triangles, as shown in the first panel of Fid. Zhese are called tHa 11}
planes of fcc and0001} planes of the hcp lattice.

An identical layer can be placed on top of the first close-pddiyer in two ways.
The difference between the fcc- and hcp-lattices comes thenplacement of the second
plane which can be either start a new sequence or use thedsatemative, resulting in
periods of two or three, respectively. This is illustratadhe second and third panel of
Fig./4.1. If only the two topmost layers are taken into actptie atomic arrangement of
hcp(0001) is indistinguishable from fcc(111) and both acels can be expected to have
the same generic features.

In a perfect lattice all the atom locations are connectedaltyck vectors and the
sum of all vectors forming a closed loop vanishes. If thaedatts distorted, it may be
possible to find closed loops along the approximate atoatda: lattice vectors whose
sum does not vanish. The sum of the lattice vectors alongaibie tlefines a Burgers
vectorb associated with the defect which goes through the loop.

Generally the most common dislocations are the edge and sliséocations. If a
cylinder is cut open along a radial half-plane, an edge dalon is obtained by moving
the other wall of the cut radially bk, while a screw dislocation is formed by pulling the
wall b along the cylinder axis again By, before sealing the cut. This is known as the
Volterra construction. The cylinder axis is often known las tlislocation line. For the

39
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Figure 4.1: On fcc(111) surface each layer has potentiainaiin a honeycomb pattern.

edge dislocation the Burgers vector is perpendicular to igleahtion line.
The line energy density of an edge dislocation is

b2 R
a log(—)

(4.1) w(b) = (i =) 8l

wherey is the shear modulus,is the radius of the dislocation core afds the distance
from the dislocation line to the surface. As a function of Bwrgers vector size, the
energy is an upwards bending curve. Consequently, by theiplénof energy minimiza-
tion, when anisotropy is weak and core energy can be omitisthcations with largé
generally prefer to split into several dislocations witloghr values ob. This is called
the Frank’s rule.

A stacking fault is a planar dislocation, whdsatomic layers are added or removed
from the stacking sequence. Its Burgers vector is normakplégne. Bulk stacking faults
are energetically more expensive than line dislocatiorisohusurface they do not cost
more than edge dislocation loops. Because fcc(111) surtaceno alternative sites with
nearly identical energy stacking faults are formed eaéif; B8].

4.2 Shockley partials and stacking domains

A partial dislocation is such that its the Burgers vector thng only a fraction of a
full lattice vector. A Shockley partial is partial edge dishtion whose Burgers vectors
is symmetry equivalent t0112)/6 [67, 68]. The Shockley partials are common in fcc-
crystals.
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Figure 4.2: Overlayer can release tensile stress by inagé#s density. By first moving

a domain bys;; and then by, as shown in the panels b) and c), one can create an edge
dislocationb as in panel ¢) and d). If the edge dislocation is filled withtadss, we get

an HCP domain bounded by heavy and superheavy walls. Anotlecation must be
created at the same time to cancel the net movement of thiageerThe panel d) shows

the relaxation of a domain wall to bridge sites, as in the dugry configuration. In an
inverse order the panels would describe how an edge digdacabn fcc(111) surface
splits into two Shockley partials.

In Fig. [4.2 we show how a stacking domain can be formed. Idstéalirectly
moving a domain by one lattice vector, one first pushes theaitoon the hcp-sites and
then splits it in two parts which return to the original orfdient fcc-sites. These domains
cannot be fitted together with perfect dislocations. Indtéda domain boundaries can be
recognized as Shockley partials.

Because hcp-layers could also be obtained by skipping oee layhe correct fcc
stacking sequence, the fcc and hcp domains can also be searfaxe stacking faults.
From this point of view the Burgers vector for the correspaggilanar dislocation would
have a component perpendicular to the surface. In this werkiew the domain bound-
aries only as line dislocations and correspondingly we icensonly the Burgers vector
components which are along the surface, as shown in Fig. 4.2.

Creation of dislocations is expensive energetically andefioee to a good approx-
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Figure 4.3: Phase Field Crystal adsorbate produces stabnfthcp domains on weak
honeycomb lattice of potential wells. The substrate in tase iSMIN(0,0.9h, —
h(x,z)) + MIN(0,0.9hg — h(z,z + a/+/(3))) whereh(x, z) is given by Eq. [(2.25)a

is the distance between maxima/oand MIN returns the smaller of its two arguments.
The vertical axis is measured by the coordinat@nd the horizontal by. The area sur-
rounded by the dark line is shown in the right panel. The adtéve stacking sites are
visible as light spots between the dark number density maxirhe contrast of the image
has been improved to show both sites.

imation it has been observed that the Burgers vectors arepa@tsin decay reactions,
b;+; = b;+b;, see Figl 4.2. On the fcc(111) surface, by Frank’s rule ang eligjocation
with Burgers vector equivalent {d10) /2 splits into two Shockley partials.

There are several kinds of domain walls. One variant hass#irbridge positions
and in the other variant the atoms in different domains atmfpeach other. By analogy
to the commensurate-incommensurate transition, the dowalis can be classified into
heavy, superheavy, light and superlight [69].

This classification depends on which material one takes eseference. If the
domain wall geometry is compared to the substrate, the wedidreavy, because the ad-
sorbate number density prefers to exceed that of the stistydle call the bridge site
domain wall as a superheavy wall, because it resembles thhesponding bridge site
configuration in in commensurate-incommensurate tramsliierature, although its den-
sity is lower than that of the other wall type. If we would hav&ed the adsorbate as a
reference, the both domain boundaries should have bee diglht walls.

In a larger scale the domain-like structures on the fcc(Suiface also follow the
hexagonal symmetry. As patterns the domains are zig-zag [if0] or triangles [71]. In
Fig./4.3 we show a result of a PFC calculation, where a 2D pfielseadsorbate relaxed
on an external honeycomb substrate (see Fig. 4.1) whosé wasfi-5.5%. This value of
misfit corresponds to Cu/Ru(0001) surface where such pattewesbeen observed with
direct imaging [72, 73, 74, 75, 76]. This alternative metladsb revealed splitting into
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stacking domains with hexagonal symmetry. The domain villise PFC model appear
to be different, which is probably due to the different treant of the core repulsion
between the particles.

The reason for the zig-zag patterns becomes more appaiam ibuilds an island
or a wire out of the same material, like the one in Fig. 3.11e ®pposite sides of a line
are not equivalent. As a result, for a one layer thick striaigioon there would be a force
that would pull the structure in one direction or the othehjch is why a stable ribbon
has to wiggle to cancel the net force.

4.3 Pseudomorphic overlayers

In our overlayer studies the Pd(111) substrate and Cu adsdeyers are fitted to a rect-
angular simulation box. The material in the initial stategists of close-packed layers
stacked so that the every three layers the atomic positi@smin the direction vertical
to the layers. The simulation cell is chosen to have one etigeea with an in-layer
close packed row and one edge normal to the layer. We refdretdatter as the verti-
cal direction. Periodic boundary conditions are applieghss the horizontal simulation
cell edges. Because of this, our results can be interpretecalsly interacting periodic
surface structures.

The two bottom substrate layers are fixed to their initiahldecations which is jus-
tified when the substrate is very thick. Each substrate legehbe viewed as a collection
of equilateral triagles. We select the total number of theaagle edges to accommodate
a single row dislocation. The number of atomic rows in thegkarhorizontal direction is
then chosen to be twice that of the shorter horizontal doecBecause periodic bound-
ary conditions are used, this box choice allows the closkgzhdiagonal rows along the
triangle edges to be continuous over the box boundariesh i lattice parameters of
Cu/Pd(111) this settles the minimal simulation cell sizé3e, x (15as+/3), Wwhereas is
the lattice parameter of the substrate. The edge atom nsmabmrg the simulation box
boundaries are 15 and 30.

4.4 Stacking domains and incorporation

To study the stress relaxation of overlayers, we first loadstbmplete overlayers in the
same fashion as we studied the islands. When the initial &aiely one layer thick,
eight atoms out of 512 are pushed to the surface and the adsasplits into fcc-hcp
stacking domains. The process takes place without barfiee removed adatoms are
typically in few clusters near the left-behind vacancieosdr mutual locations are not
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Figure 4.4: The number of adatoms whickigure 4.5: After incorporation the initially
get incorporated into the bottom adsorbatgseudomorphic adsorbate layer closest to
layer first increases linearily with the numthe substrate splits into fcc and hcp stack-
ber of adatoms which were initially placedng domains whose relative areas are es-
on top of complete pseudomorphic filmtimated with diagrams like in Fig.| 4.6.
The number of adatoms needed to releabtost atoms stay in the original stacking.
the tensile stress completely, denoted Bihe vertical axis is the number of atoms
MAX, is approximately2 f x the layer size. in each stacking, normalized by the layer
The curves calculated for three differengize, and the horizontal axis is as in Fig.
layer sizes agree when both axes are scalkd. The results for two layer sizes agree
with the corresponding MAX. with this scaling. Only the atoms originally
in the pseudomorphic layer are taken into
account.

clearly correlated. We discuss the multilayers more thgnbuin section 4.6.

To see what happens when the coverage does not correspaisgpréo a complete
substrate layer, we proceed by placing a few adatoms at nagdeelected locations on
top of the full adsorbate layer. Both the complete adsorbe¢elayer and the adatoms
follow fcc stacking of the substrate. After the minimizatizve see that some adatoms
have become incorporated into the layer below them.

The upper panels of Fig. 4.7 show the patterns corresportdirfgc and hcp
stackings. The images were made by leaving out the top subdayer because in
hcp the second-to-top layer coincides with the first addertayer while in the fcc in
doesn't. The large figure shows the curved, fairly irregydattern of domains. The
barrier for the formation of the domains with the adatom mooation process was
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too small to resolve. While our results indicate

that such domains are expected to form, we cannot

say much about their mutual organization because

our simulation cell size was of the same order as

the domain size we see. We used the activation- §ecc
minimization technique with heavy tilting to find HCP
transition paths from the fully pseudomorphic com-

plete monolayer to a dislocated layer withfccandhcp o 025 o 075 1
domains. According to the calculations the highest PISPLACEMENT (N.N. PISTANCE)
energy barriers are of the order of 1 eV.

Figure 4.6: Some atoms in
As described in Publication 5, we use Basitthe substrate-adsorbate interface
Hopping global optimization method [77, 78] withmove to the nearest hcp site. The
the same EAM potential as described in section h@p displacements are between
to study how small platelets in the submonolay#¥e triangular markers.

EURUIUEU UV R EOK

regime relax. We saw that after a certain criti- feststataoaa SESCEERE
cal size, the minimal energy clusters also split into 580
stacking domains thereby supporting our activation-
minimization results.

The number of atoms which get incorporated is
shown in Fig. 4.4, where out of the adatoms initially
placed on the surface (horizontal axis) the number in-
dicated by the vertical axis is eventually found from
the layer of adsorbate facing the substrate (vertical
axis). To compare the results for calculations with
different simulation cell sizes, both axes are normal-
ized with the amount of atoms needed to completely
relieve the strain (MAX). For each simulation cell
size this is roughly2 f times the number of atoms in
a single substrate layer. Fig. 4.4 indicates that with
this scaling the incorporation takes place similarily
for any simulation cell size.

Fig.[4.5 shows rough estimates of the numbers $&&%%
of atoms in the fcc and hcp stackings. To make the es- & TK YR AR TSR R
timate, the atoms from the complete adsorbate layer SEEEEEEREET =g eyeeen
of the initial state have been classified according to $ ¢ ‘
their final state displacements. In the two alterna-
tive stackings each atom is located above the cerdtifure 4.7: The adsorbate forms
of an equilateral atom triangle of the layer below. THEC and hcp stacking domains.
distribution of the displacements is approximately bi-
modal, see the sample in Fig. 4.6. The first maximum
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is located at zero and the second aroung a¢/./3A, which corresponds to the center
of a neighbor triangle. The shortest distance to the edgeedfriagle isu/2. Thus, if the
displacement is found to be inside this distance from thegeak, it is classified to be in
the fcc phase and if it is inside the same distance from thenskepeak, it is counted to
be in the hcp phase. This procedure leaves some fractiore oh#tterial unclassified and
does not classify atoms at high energy locations correlstiynevertheless it shows the
same trends that can be seen directly from visualizatiocls as Fig. 4.7.

4.5 Comparison to experimental findings

In Publication 5 we discuss the relation of our findings toekisting experimental data.
We did not find any direct imaging data on ultrathin Cu/Pd(ffilfjs but several authors
had studied the relaxation with diffraction and spectrpsconethods [23, 24, 25, 79].
According to the measurements there was no mixing below ¢eatpre450 K. From
the RHEED peak intensities it was inferred that the Pd likecatconstant dominates
below coverages 3-4 ML and after that the lattice constaesdo the relaxed value of
Cu [25]. Although there is speculation about the possiblesgmse of dislocations, the
interpretation of the peaks was that the growth stays gpitap to the critical coverage
above 3 ML.

According to our results the dislocations do appear alréadhe submonolayer
regime. To estimate their effect on the average latticetammsve calculated the average
structure factor for eight realizations of the incorpodagengle layers the along the direc-
tion corresponding to the horizontal axis of Fig. 4.7. Thadure factor is shown in Fig.
4.8. Because both the fcc and hcp domains are nearly pseupbimyahey contribute to
the Pd-like peak. The Cu-like peak comes from the domain bariesl Because there is
more than one kind of domain boundary, the Cu peak appearssiaibeThus, our results
are not in contradiction with the experimental data.

The structure factor of Fig. 4.8 suggests that when the ssieeseleased by the
domain boundary mechanism below the critical coveragegtbeage lattice constant will
stay close to substrate value because most of the adsaslpsetidomorphic. The thicker
layers relax completely and they are likely to have a difiéstress release mechanism,
which might be similar to what we discuss in Publication 4 amthe section 4.6.

Domain boundary networks have been observed with diredimganethods in ten-
sile Cu overlayers on Ru(0001) surfaces [72, 73, 74, 75]. TheuBstsate has hexagonal
structure but the hcp(0001) surface has the same geomefitg(d41) up to the second
neighbor shell and consequently the two bimetallic systarescomparable. While on
Ru(0001) the Cu adsorbate stays epitaxial beyond the covefagee atomic layer, the
appearance of the domain structure already in the submyerotagime on Pd(111) is
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Figure 4.8: The structure function calculated for a singéting film which has relaxed
and formed stacking domains, as shown in Fig. 4.7. The greg/stmw the positions of
the peaks for ideal Pd and Cu lattices. The Cu peak is smearesphnicdito two because
it comes from two kind of domain walls, as explained in setvdd?.

consistent with the% larger level of stress.

4.6 Relaxation of several overlayers

In Publication 4 we investigate fcc(111) overlayers witk gimple modified Lennard-
Jones potential by the activation-minimization procedidae to geometric restrictions,
2D systems have only a few kinds of defects. The 3D genetaimof the 2D defect
motifs correspond to a stacking fault tetrahedron and ta afseomplete close-packed
rows forming a linear stacking fault with triangular crassztion. In Publication 4 we call
these two dislocations as "localized” and "extended” disfec

The tetrahedron does not release much stress and accooding tesults, it is not
among the most likely defects. The linear stacking fault@ndther hand seems to release
the stress almost completely. Because the simulation eellvge used was comparable
to the defect size, we can only say that the extended defeatséo be the dominant
stress release mechanism in the multilayer case. When wstigated the Cu/Pd(111)
case with larger simulation cell sizes with EAM interactopthe large scale structure of
the linear stacking faults resembled a triangular network.
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Figure 4.9: With a larger simulation cell size some rows frthra top adsorbate layer
sink to the layers below them, like the left panel which shtwestwo topmost adsorbate
layers after RBP activation without tilting illustrates. $hprocess corresponds to the
appearance of an extended row dislocation network. In tite panel the background
and the adsorbate are black while the substrate is plottgdanlight color. Only in the
hcp stacking the substrate is visible through the overlayhrs shows that the stacking
domain structure may still be present in the multilayer case

We also compared the energy barriers for different misfitsfan different cover-
ages with the same misfit. As expected, we find that the eneagyeb decreases with
the misfit if the defect nucleation takes place in the samieidasfor all the misfits. For
instance in the tensile case the largest barrier is tygigatihe beginning of the transition
path and it corresponds to a local S-curve in a row on the teprdsorbate layer. The
same conclusion holds for the coverage dependence of theatioo barrier.

When the nucleation started independently at several pldeefnal states are more
disordered than with a single starting point. It should dsaoted that at larger system
sizes nucleation-induced local defects such as cracksyeowre abundant.
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Summary and outlook

In this thesis we have studied the atomic level processetudtsral stress relaxation
in heteroepitaxial overlayer systems at low coveragesctieedly all bimetallic systems
have a lattice mismatch but the unique property of hetetaeii overlayers is that the
stress is strong enough to destabilize the film. Without thess, the corresponding
growth mode would be solely determined by the surface amdifatde energies.

In Publications 1 and 3 we use a modified Lennard-Jones modelok at the
dependence of the growth modes and island shapes on tlee laismatch and the sur-
face and interface energies. Because most of the sophéstiozny-body potentials are
specifically fitted for their target materials, a simple LardtJones model is particularily
transparent and handy for this kind of qualitative studythVdnly two parameters it is
easy to assign the cause of each effect to the corresponlaysgcpl process.

Publication 1 studies a model, where the migfis the only difference between the
substrate and the adsorbate. The growth mode in this cadd @the flat layer-by-layer
mode if the stress did not destabilize the film. We relax al¢bnvex 2D island shapes
with neither overhangs nor keyholes and which are reflecdpgnmetric about a line
perpendicular to the substrate. By comparing the energiéseofelaxed configurations
we find that the most common shapes are truncated pyramidsaihy cases there are
short additional facets at the corners and in a few caseshigthf there is a kink in the
middle of the non-horizontal faces. We find that for smallfitighe adsorbate prefers to
be a flat epitaxial layer. After a certain fairly small covgeahe adsorbate starts to adopt
a several layers thick configuration with misfits abdvi.

Because the stress in completely coherent islands incredtbesize, the structures
have to nucleate dislocations at a certain critical sizePdblications 1 and 2 we create
large pseudomorphic islands and look at the defect nuoleat\s expected, defects are
created at the bottom corners of the island and move alongdkerbate-substrate in-
terface to the center of the bottom adsorbate layer. Puigita also studies the decay

49
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of an unstable 11-atom island. The transition path has plelgizable energy barriers
and consequently such an island would probably stay in dikally trapped state for a
relatively long time.

In Publication 1 we do not find the Stranski-Krastanov gromthde. This mode
is interesting because it can accommodate the so callechalpgland shapes and sizes,
which ought to be coverage independent. In Publication 3 avg the interface energy
between the substrate and the adsorbate. As expectedyestioonds between the ma-
terials increase the misfit requirements to get thicker dodde structures and vice versa.
With submonolayer coverages we still see no indication @8transki-Krastanov growth
mode. To study the higher coverage regime, we further o¢sitr island shapes to be
truncated pyramids with short additional facets at the emibecause according to our
studies these are the most likely island shapes. We thendigdberage to a few layers
and map out the growth modes for misfits and interaction eeekgithin a few percents
from the values corresponding to equal adsorbate and stdastr

In Publications 3 and 4 we find that the Stranski-Krastanawgt mode exists
between the Volmer-Weber and layer-by-layer modes wheimtaeactions favor wetting.
The result does not change when we repeat the same calodiatiarger coverages. To
get an answer to the optimal shape and size question in thrdelnwe fix the misfit and
the interface energy to values which correspond to the Skrdfrastanov mode. With
these parameters we vary the coverage and find that bothdhe iwidth and the aspect
ratio increase slowly with the coverage. Out of these, tledswidth seems to be the
more inflexible geometrical factor.

To understand the energetics of the islands, we introducnalytically calcula-
ble reference energy for the completely pseudomorphic gordtion and compare the
expression with the energies of numerically relaxed isdanidl turns out that when the
island width is varied while the height is kept constant,rilexation becomes gradually
localized near the non-horizontal faces while the bulk efidtand stays pseudomorphic.
In the large island width limit the difference between th&erence energy and the nu-
merically calculated energy tends asymptotically to a tats For each height the width
dependence is fitted to a hyperbola and the parameters effiteare in the end fitted to
the island heights. The resulting expression is capablkepsbducing the numerically cal-
culated growth modes and the island shape dependence ocovitrage. The formula of
Publications 3 and 4 shows that the energetics of cohengmposted 2D Lennard-Jones
clusters can be understood in fairly simple terms.

Publication 4 discusses some similar Lennard-Jones stotie8D overlayer sys-
tems. Previous overlayer studies on 2D systems had suggbhstehe most typical stress
relaxation structure in that geometry is a triangular stagkaulted domain with one edge
on the surface and the opposite corner at the substratebatisanterface. By extension
one could make the hypothesis that in 3D the typical strestuvould be tetrahedra or
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ridges with a similar cross section. As expected, the enbagyier between the defect
structures and the pseudomorphic state is found to decesmseventually vanish with
the misfit.

After the qualitative studies we focus on a particularilienesting catalytically ac-
tive system Cu/Pd(111). Experimentally it is known that tbeper overlayer does not
alloy with the substrate below 450 K. The growth is estimatelble epitaxial below cov-
erage of three atomic layers. After the limit coverage them transition to a complete
relaxed state.

We abandon the Lennard-Jones interaction model in Puldic& Instead, we
use the Embedded Atom Method which has been shown to be alglee@ realistic
description for many properties of metals.

The results of Publication 5 reveal that the epitaxy of theoallate layer is lost
already in the submonolayer coverage range. The structuhe @verlayer is similar to
the structure of Cu/Ru(0001) layers which have been studiddtal with direct imaging
techniques. The Cu/Pd(111) system has not been analyzechmsletail and we suggest
a new interpretation for the existing experimental resultscording to our calculations
the adsorbate splits into fcc and hcp stacking domains isubenonolayer regime. Both
domains have the lattice constant of the substrate. Sekpsation takes place only near
the domain boundaries and its contribution in the expertaiefata is very small in com-
parison to the bulk contribution. The qualitative resuftBoblication 4 and our other pre-
liminary investigations suggest that when the coverageens multiple complete atomic
layers, the adsorbate density and the lattice constantetamrto their equilibrium val-
ues. The extra material needed to accomplish this are takenthe uncomplete layers
above through the adatom incorporation mechanism. In igfié bur results are not in
contradiction with the experiments but rather encourageegeriments to examine the
Cu/Pd(111) system with direct imaging techniques.

This series of studies is by no means complete. Many strémsat®n avenues
such as alloying or nanowire formation were left largely xpiered. In this thesis we
compare our 2D island results with 3D Lennard-Jones naegvére find a surprisingly
good match. Thus, we have a good reason to believe our appcaade generalized to
3D. However, in 3D islands the number of possible facetseasef and shapes is much
larger and there are many more effects which have to be taeraccount. A natural
but tedious extension of our Lennard-Jones results woultbbrepeat our activation-
minimization treatment to a representative set of suppg@i2 clusters.

For specific systems the Embedded Atom Method is more relidiain our generic
Lennard-Jones interaction model. The fcc(111) surfacegyanerally expected to cre-
ate highly regular stacking domain patterns. One dirediworfuture work in this area
could be to study these patterns for other bimetallic paingckv do not alloy. It has
been speculated that such a regular domain pattern cowd asra template for further
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self-assembling structures and in this kind of use knowdeadly the properties of such
structures might be useful.

We have compared the atomistic simulation results with thasP Field Crystal
model calculations both in the island and overlayer studid®e models seem to agree
quite well. Because the latter model can escape atomist& $cale restrictions, it is a
great tool for problems involving defects and elasticityc&®ly, the Phase Field Crystal
model has been shown to be applicable to 3D fcc and hcp csyastdlin this light it would
be an efficient and promising tool for finding plausible islaand overlayer relaxation
structures. Work in this direction is already in progress.



Appendix:

Chemical potential near a surface

Let the surface, grow and become,. We also assume for simplicity that both surfacgs
andz; have the same projection dn, y) plane. In the same process the particle number
of the cluster changes frof, to N, the volume froml; to ;. We also assume that the
crystal has the ideal lattice structure with constant nurdeesityp = 1/v.

In vacuum, where = 0, the free energy changes by

— / dxdyp

whereg is the surface free energy projected(any)-plane. The first term can be written
as

Ny
(A.2) / fodN = /j}o/ /dxdy/ dz = —/dxdy/ dsn(x,y),
No

wheren(z,y) = z1(x,y) — zo(z,y). For this change of variables to be valid, we have to
assume that the free energy difference does not depend ardiwh path, or in other
words that the process is reversible.

Ny

)
20

R O |

No

podN + / dxdyg

Along the growth path(z,y) = 2¢(z,y) + sn(x,y) and integrands of the second
and third terms of Eq! (A.1) can be written as

/dxdygb ) —/ /da:dy/ ds— (0x(20 + 5m), 9y(20 + s1))
/dxdy/ dsdun (8¢8282) (ngﬁaazzﬁ)z))

(A.3) /d:cdy/ dsV - (nVy¢) — /dmd / dsnV - Vyo,
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where we have defined the symbol

(A.4) Vv = (G(c‘iz)’ 8(2,2)) ‘

Because the integral over parametés independent af- andy-coordinates, it can
be interchanged with the area integral and the divergemgeiteEq. (A.3) is

/dxdy /01 dsV - (nVy¢) = /01 ds/dxdyv - (nVvo)

1
(A.5) = / dsj{ ndl-Vy¢ =0,
0 21=20

where we have used the Stokes theorem and the assumption tinad z; agree at the
boundary of the projected surface area and therefore( along the whole integration
curve.

When the terms are collected together, the free energy elifter becomes
(A.6)

F(z) — F(z) = /dxdy /01 dsn (% -V Vvqﬁ) = /Nl dN (po — vV - Vv o).

No
Because chemical potential

_6F
0N

we see that the so called surface excess of the chemicaliabien

(A7) It

(A.8) o =—vV-Vyo.
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