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1 INTRODUCTION

In this day and age, many people carry digital appliances with them continuously.

Mobile phones are no longer just telephones but access terminals for all kinds of

information channels. One can set up a meeting with multiple people even if each

participant is located at some different geographical location. Many of the devices,

such as cameras, music players, mobile phones, laptops, etc., have wireless network

capabilities and can be connected to a network when in range. This enables various

application scenarios for enriching currently existing services. For example, while at

the movies an individual can check with their mobile terminal whether the cafeteria

next to the movie theater is open or not.

Thanks to the wide use of GPS-enabled mobile devices, location-aware applications

are gaining popularity among users. Information can be automatically provided

to a user based on his/her location. For example, when entering a cafeteria, a

user could automatically receive the menu of the day on their mobile terminal.

However, the above scenario still requires that the user maps the information to

their local environment. Currently, this kind of information is given merely based

on physical location data, and thus the service is not aware of the user’s current

focus of attention, unless specifically given. If the user’s head orientation could be

estimated then information could be processed and presented more relevantly.

One large application area exploiting user position and orientation data is augmented

reality (AR) where the user’s environment is enriched with virtual objects, such as

sounds and images [4, 5]. In AR the user perceives the natural surroundings just

as they are, but with the use of special hardware, virtual objects are placed in

the user’s natural environment. To provide visual augmentation, see-through video

display glasses are required. Likewise, to enrich the audio environment a special

headset is needed. At one extreme, an augmented reality system could be designed
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so that the user cannot separate virtual objects from the natural surroundings,

whereas at the other extreme virtual objects could be intentionally made to stand

out. For example, a user in a cafeteria scanning free tables next to the window could

be given information about table reservations regarding each table. Depending upon

which table the user is looking at, reservation data could be presented as a spoken

virtual note, or as a virtual visible note placed on each table.

This thesis work concentrates on the audio-related issues in AR (Augmented Reality

Audio, ARA). Furthermore, the emphasis in this work is focused towards mobile

usage of augmented reality (Mobile Augmented Reality Audio, MARA), which sets

different requirements for hardware and usability of the system when compared to

fixed laboratory settings. In literature, different terms have been used to refer to

mobile usage of ARA, e.g., mobile, handheld [61] and wearable augmented reality

audio (WARA). However, in this work the term mobile is used to imply small and

practically portable devices. The concept of Augmented Reality Audio is more

thoroughly introduced in Section 2.

In ARA, a special headset is needed to provide the user with virtual services. A

basic user-worn setup consists of a pair of earphones with integrated microphones

for capturing and reproducing sounds, and a unit for computing and handling the

communication between a user and the central ARA infrastructure. Of course, any

or all of the above components can be embedded in already existing devices, such

as mobile phones, or perhaps, the whole system could be integrated within a small

wireless earphone. Overall, the concept design in this work is driven by a vision of

a device and infrastructure that provides an eyes-free, hands-free, continuous, and

ubiquitous experience in ARA.

One prerequisite for ARA applications is a head tracking and positioning system.

This is since the ability to track a user’s orientation in real-time is needed for

aligning the virtual objects with the real surroundings. Currently, many devices exist



20

with integrated GPS systems and are extensively used, for example, in navigational

systems. This technology can be exploited for ARA applications as well. However,

GPS-based systems do not function well in-doors and, at the time of writing this

thesis, no standardized technology exists for indoor positioning. Furthermore, the

lack of practical head tracking technology is one of the main obstacles when creating

true ARA applications for mobile usage.

ARA technology can be exploited by many different application areas ranging from

telepresence to entertainment. However, the majority of the applications will most

probably be targeted for common people and for common daily activities. For ex-

ample, having a meeting with a group of people where virtually present participants

have distinct locations in relation to physically present people would be warmly

welcomed by many without doubt. One idea behind ARA is that a user would be

wearing the ARA system continuously on an everyday basis, and virtual informa-

tion layered on the real world would be a natural way of retrieving and sharing

information.

This raises a question whether the users will be willing to wear the system and

perceive their everyday life through an ARA system throughout the day. Naturally,

the sound quality of the system is an important factor but also other, non-technical,

issues will arise if this kind of technology will emerge. The only way to determine

what aspects are relevant in the overall acceptability of ARA systems, and what is

to be taken into account when designing the hardware and applications for an ARA,

is to test actual ARA systems in real-life situations.

This thesis work attempts to answer questions related to ARA as discussed above

and hopefully pave the way for practical hardware and applications. Much work still

remains to be done but hopefully a world full of potentially useful ARA applications

will make the effort worthwhile.



21

1.1 Aims of the thesis

The aim of this work is to introduce novel methods for head tracking and positioning

and apply them to augmented reality audio. Furthermore, questions related to the

design of an audio platform for ARA is studied, and based on the results, a mobile

platform for ARA usage is developed and evaluated. Another aim of this work is to

evaluate the overall usability of ARA technology, especially in real-life situations.

The results of this work can be used to further develop and refine current ARA

hardware, and also recognize the different aspects that must be taken into account

when designing ARA hardware and applications applied to real-life situations.

1.2 Organization of this thesis

This thesis is organized as follows. In Section 2 the concept of ARA is defined and

some possible application scenarios are reviewed. Section 3 introduces the acoustic

problems related to designing headsets for ARA, and in Section 4, the evaluation

of sound quality and the usability of an ARA hardware is introduced. In Section

5 the basic scenarios for positioning and head tracking for augmented reality are

reviewed, and the concept of acoustic positioning is introduced. The publications

included in the thesis work, are summarized in Section 6, and finally, in Section 7

some conclusions of this work are drawn.
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2 AUGMENTED REALITY AUDIO

Augmented Reality Audio (ARA) is a concept where a person’s natural surround-

ings is enriched with virtual sounds. The possibility to perceive the natural acoustic

environment around a user differentiates it from the traditional concept of a vir-

tual environment where the user is typically immersed into a completely synthetic

acoustic environment.

One of the commonly used definitions for AR is given in [4] stating that an AR

system should have the three following characteristics:

1. Combines real and virtual

2. Interactive in real time

3. Registered in 3-D

This definition is applicable to ARA systems as well. All of the three characters set

different requirements for ARA system and hardware. Especially for mobile usage

there are many challenging technical problems to be tackled before a practical (and

mobile) system can be built, head tracking being among the most challenging ones.

2.1 Real, virtual, and augmented audio environments

The basic difference between real and virtual sound environments is that virtual

sounds are originating from another environment or are artificially created, whereas

the real sounds are the natural existing sounds in the user’s own environment. Aug-

mented reality audio combines these aspects in a way where real and virtual sound
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scenes are mixed so that virtual sounds are perceived as an extension to the natural

ones.

2.2 Interaction with ARA

ARA applications can be designed so that they do not interfere with the user prac-

ticing other activies, i.e., the application leaves the user’s hands free and does not

require visual attention from the user. However, many applications still require

some sort of interaction from the user. Naturally, a mobile terminal could be used

for interacting with the application but this would require the user to move the

attention from any other activity to the mobile terminal. For an introduction to

interfaces for mobile AR see, e.g., [37].

For obtaining the hands- and eyes-free functionality, the interaction should be han-

dled with sound- or gesture-based systems. The interaction can be divided into

two categories based on the direction of information flow: a user receiving informa-

tion from an ARA application, and a user giving information or responding to an

application.

In ARA the main interface for giving information to the user is the audio playback

system. This kind of an audio-only way of conveying information is called Auditory

display [9]. There are many ways for giving information to the user through an

auditory display. The information can be given as recorded or virtual speech, non-

speech sounds, such as earcons or auditory icons1, or a combination of all of these

(see e.g. [60, 13, 16, 15, 75, 44, 50]). Furthermore, in addition to the sound signal

design the auditory display can be spreads around the user in 3D [64].

1Earcons are structured sequences of synthetic tones that can be used in different combinations
to create complex audio messages [16], whereas auditory icons are everyday sounds used to convey
information to the user [23]
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When the user has to respond or give information to an ARA application, the

sound-based interaction can be given via the microphones in the headset. Speech

recognition can be used for voice-based controlling of an application. In addition to

speech, also other sounds can be used to control ARA applications [45, 77]. When

head tracker data is available, head gestures can also be used for interacting with

services.

2.3 Rendering schemes for ARA environments

There are different possibilities for producing and mixing the virtual sounds with

natural surroundings. The two obvious ways would be either by using a personal

headset or by an external loudspeaker setup.

Headphones are a practical solution for mobile ARA because the sound system is

carried by the user wherever he or she goes. A headphone-based system also enables

providing ARA applications and services without distracting others. A common way

to render audio around the user in headphone-based augmentation is to use Head

Related Transfer Functions (HRTF) [49]. In this method the sound transmission

from a certain point in the environment to a specific point in the external ear, for

example the ear canal entrance, is measured. By simulating this transmission by,

for example, HRTF filtering, an illusion of externalized and 3D-positioned sound

can be reproduced. This technique works well with individualized HRTFs and with

carefully placed and equalized headphones [32]. However, finding a set of generic

HRTFs that would work with a number of people has turned out to be quite a

challenge.

Another challenging problem with headphone based augmentation is that for render-

ing static sound objects in the environment the user’s position and orientation need

to be estimated in real time. With real-time head tracking the virtual sound objects



25

can be tied to the surrounding environment and thus the virtual environment stays

in place even if the user moves. Another benefit with real-time head tracking is

that the dynamic cues from head rotation help localizing sound objects in the envi-

ronment. Especially for front-back confusion head tracking has been found helpful

[11].

Another way to augment the sound environment is to use an external loudspeaker

setup. This could be, for example, a room with speakers on the walls. As the

loudspeakers are statically placed in the environment, the augmentation is not de-

pendent on the user position or orientation. However, most of the multi-channel

loudspeaker reproduction systems suffer from the sweet-spot problem [24, 54, 55],

i.e., the accuracy of spatialization worsens when the listener moves further away

from the sweet-spot. With location tracking this phenomenon can be compensated

for but the drawback is that it only works for this specific user, whereas for the

other users in the same space the spatialization accuracy gets worse. Even though

there is no need for head tracking for keeping the sound environment static, some

positioning system is still needed for location based applications. Another drawback

with loudspeaker augmentation is that it is very hard to create personal, i.e., sounds

statically around the user, or private augmentation in public places.

Both loudspeaker- and headphone-based ARA system have their advantages and

disadvantages. Therefore, in practice, real ARA systems will included both ap-

proaches for augmenting the environment, and both methods should be supported

by the ARA devices and applications. However, this work concentrates more on the

mobile usage of ARA, and therefore the main emphasis is also kept in headphones-

based systems.
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2.4 Pseudoacoustics

Augmented reality audio can be reproduced to the user with a special headset de-

signed for the purpose. In most cases the headset interferes with listening to natural

surroundings by blocking the ear canal to some degree. In an ARA headset a pair

of binaural microphones are integrated with the earphones, and by feeding the mi-

crophone signals directly to the earphones the user is re-exposed to the natural

sounds of the surroundings. This is very similar to using a hearing aid for listen-

ing to the environment. In this thesis work, to separate this from natural listening

(without headphones), the sound environment heard through the headset is called

pseudoacoustics.

One of the main targets in designing a headset for ARA usage is to maintain the

pseudoacoustics as similar as possible to the natural hearing experience without

headphones. More on the headset design is explained in Section 3.

2.5 Application scenarios for ARA

This section reviews some application scenarios related to mobile usage of ARA. For

an extensive review on AR applications in general see for example [5, 4].

Current social network and micro-blogging services (e.g. [21, 73]) could be extended

by the application scenarios introduced in [2], where Ashbrook and Starner proposed

a system where the users’ GPS data was studied and a model was created to predict

user movements and significant places. This kind of a system would be aware of

predicted locations of other users, and with this information the user could be, for

example, prepared and notified of upcoming situations.
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Rozier et. al. [59] proposed an ARA system called Linked Audio, where a user can

create ”audio imprints” at specific locations outdoors. The imprints can consist of

layers of music, sound effects, or recorded voice. When other users reach the specific

area, the imprint is played to the user. Different imprints can be linked together,

and once a linked imprint is found the user is guided from the imprint to other

related imprints in the area. In [31] Härmä et. al. proposed an application called

Audio post-it, where a user can leave acoustic notes in specific locations. When

other users come to the reach of the note position, the note is played to the user. A

similar application, ComMotion was suggested in [46], where a to-do list was played

to the user when he or she approaches the task-related area.

One of the most promising ARA applications is binaural telephony [31], which can

be extended to a full-blown ARA meeting. Participants of the meeting do not have

to be physically present in the meeting but rather they can be present remotely

via the communication network. Each participant can place other participants as

they wish in their own surroundings. The proposed ARA system setup for the

application, and for ARA in general, is shown in Figure 2.1. This is also the system

platform that has been used as a basis for the work introduced in this thesis.

There are many task areas, such as driving, surveillance, gaming, etc., where it is

important that the user’s visual attention is not distracted. In [20], Dicke et. al.

compared audio-only interface to visual interfaces in driving conditions. In general,

both interface types were found to function equally well for operating the system.

However, the audio-only interface was found less distracting for driving performance,

thus resulting in fewer errors in driving performance. Another eyes-free application,

Auditory Calendar, is proposed by Walker et. al. in [82], where the events in a

personal calendar are rendered around the user based on the scheduled times. A

meeting at noon would be announced in front of the user, whereas an announcement

for an event at 3:00 p.m. would be rendered to the right.
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Figure 2.1: An ARA-system introduced in [31].

One application area in ARA are audio-only games [3]. In [57] Röber and Masuch

present an overview of audio-only games, and discuss the methods and techniques

to play and design such auditory worlds. One example from their review is a classic

Frogger game where the user has to cross a busy street, and while crossing the street

the user has to avoid getting hit by a car.

The microphones in the headset enable analyzing the sound environment around the

user. This opens another line of possible applications. The headset of a remote user

could be used for surveillance purposes, or locally the ARA system could be used

for analyzing the surrounding environment [58, 30], and possibly warn the user of

approaching vehicles. And, if someone is interested in identifying birds, for example,

the system could be tuned to look for different bird species in the environment [22]

and announce the user whenever a new species is detected.

Another important scene analysis area for ARA applications is how to estimate



29

acoustic parameters of surrounding spaces [76, 78]. In mobile usage of ARA, in most

cases it must be assumed that the acoustic environment is not known a priori. For

convincing augmentation the virtual sounds should be rendered with the acoustic

characteristics of the surrounding space, and if the acoustic parameters are not

available by other means they must be estimated from the microphone signals.
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3 HEADSET ACOUSTICS

An ARA headset has two main functions. The headset should function as an au-

dio interface for ARA applications, and also, it should provide the user with an

acoustically transparent reproduction of the natural sound environment. The main

difference between the two tasks is how the reproduced sounds should be equalized

in order to provide a natural sound reproduction with the headset. For pseudoacous-

tics, the equalization should compensate for the artifacts created when the headset

is placed in the ear as a part of the sound transmission path. The equalization for

audio playback, on the other hand, should create an illusion that the sound signal

is originated from a certain place in a certain environment.

Designing a headset frequency response is strongly dependent on the headset type.

Roughly, the headphones can be categorized by their type of wear and by the type of

transducer technology. Figure 3.1 illustrates some examples of different commonly

used headphone designs. For ARA usage, most of the headphone types can be appli-

cable. However, for mobile usage the practicability of wearing sets some restrictions

on usability of different types of headphones. Also, with ARA the wearing condi-

tions differ from traditional listening of headphones as the usage duration may be

fairly long and also the background noise conditions may vary considerably. A good

example of a challenging headset environment is airline entertainment headsets as

studied by Gilman [25].

The most popular transducer type with headphones has been, and still is, the mov-

ing coil transducer [53], which is a miniature version of a traditional dynamic loud-

speaker. The design is robust and well understood. The technology enables design-

ing a high fidelity headphone covering the whole frequency band with a reasonable

price.
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Balanced armature transducers, traditionally more common in hearing aids, have

gained popularity in in-ear (insert) headphones. The small size of the transducer

is favorable in small in-ear designs. The size of the membrane and the maximum

displacement are fairly small, and thus the design quite often suffers from weak low

frequency reproduction.

More recently, different kinds of headphones based on bone-conduction have ap-

peared in the consumer market [38, 41, 12, 67]. As the sound is conducted to the

hearing system via a mechanical bone conduction, for example by placing the ear

peace against the mastoid bone, the technology allows designing headphones that

leave the ear canal opening free. This enables an undistracted and natural listening

setup for the surrounding sounds.

The main difference between air-conducted and bone-conducted sound is that the

sound is transmitted to the basilar membrane through different physical and me-

chanical sound paths. With traditional (air-conduction) headphones the sound is

fed to the hearing system through the ear canal, whereas, with bone-conduction

headphones the sound is fed through bone and tissue conduction. In either case

the characteristics of the sound transmission paths from the ear piece to the actual

hearing perception should be compensated for when designing the headset frequency

response. The same equalization targets cannot be automatically applied for bone

conduction headphones as used with conventional headphones [39, 83, 66].

One of the main drawbacks with bone-conduction headsets is the very poor interau-

ral attenuation (IA) due to mechanical transmission of sound waves [74]. However,

there are many studies suggesting that a stereo image could be created with bone-

conduction headsets [84, 43, 65].

From the technology point of view, hearing aids and ARA headsets are very similar.

However, there is a slight difference in design philosophy. Whereas ARA headset



32

aims at acoustic transparency, with hearing aids the required gain (or amplification)

levels are so high that the seek for maximum gain is the primary design criterion,

and often the price paid for the gain is a narrowed bandwidth. The bandwith

rarely reaches the highest frequencies, but concentrates more on mid frequencies

to make speech as clear as possible. Of course, if the ARA headset is to be used

as a hearing aid device then the same problems would arise as with hearing aids.

There is a big industry and research going on related to hearing aids and most of

this technology can be directly used with ARA headsets. Especially the hardware

integrated with the modern CIC (completely-in-canal) hearing aids could be used

with ARA headsets as well.

In the following the basic equalization schemes are described for audio playback

and for reproducing pseudoacoustics. The derivation is based on an assumption of

using an insert-type of headset (the rightmost headset type in Fig. 3.1.). For other

headset types the equalization should be applied accordingly.

Figure 3.1: Different types of headphones. From left: Circumaural, Supra-concha,
intra-concha, and insert type of headphones.
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Figure 3.2: A simplified illustration of sound transmission from a source to the
ear drum. Ps(f) is the source signal, Po(f) is the signal at the eardrum in an open
ear canal case (above), and Ph(f) is the signal at the eardrum when listening with
headphones (below).

3.1 Equalization for audio playback

The sound signal at the ear drum is different from the sound signal that was orig-

inally emitted from the sound source. The outer ear (the parts from the tympanic

membrane outwards) and the surrounding space modify the sound signals while

transmitting sound waves from the source to the ear. Fig. 3.2 shows a simplified

comparison of differences in sound transmission paths when listening to sounds in

the environment without headphones, and with headphones. In order to reproduce

a natural sound perception the headphones should replicate the open-ear sound

pressure signals at the ear drum, i.e., Po(f) should equal to Ph(f).
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As an acoustic system, the ear canal can be considered as a quarter-wave length

resonator. The resonance characteristics are determined by the geometry of the

ear canal and the impedance of the ear drum. For a typical adult ear the first ear

canal resonance occurs at around 2-4 kHz [29]. When an earphone blocks the ear

canal, this resonance disappears and, as such, the sound field is perceived unnatural.

Furthermore, as the ear canal is closed from both ends, it starts to act more like a

half-wavelength resonator. This shifts the lowest resonance up to around 5-10 kHz

further distorting the sound signal.

Outside the ear canal, the human body (the shoulders, the head, and the pinnae)

causes reflections to the impinging sound signal. The modification to the signal due

to diffraction from the user’s body is called the Head Related Transfer Function

(HRTF) [49], which is strongly user-specific and also depends on the angle of sound

arrival.

One practical question is, what kind of listening condition should the headphone

listening replicate. In addition to the user itself, the reflections from surrounding

surfaces add an acoustic signature to the sound signal. Of course, depending on

the surrounding space the amount and nature of reverberation vary. In a free-field

(anechoic) condition there are no reflections at all, whereas in a big hall most of the

sound energy comes from the reverberation field. Commonly there have been two

specific equalization targets for headphones, diffuse field and free-field equalization

[48, 80, 69]. Free-field equalization tries to replicate the ear signal in a case where a

user is listening to a frontal sound source in anechoic conditions. This equalization

scheme is often preferred in studio monitoring situations as it resembles a near-

field monitor listening conditions. The diffuse-field equalization, on the other hand,

assumes that the sound field is completely diffuse. The most natural environment

lies somewhere between these two extreme cases.

When an earphone is placed on the ear, all of the above diffraction phenomena



35

10 

20 

0 

-10 
1k 10k 200 

Frequency (Hz) 

A
m

pl
itu

de
 (d

B
) 

Diffuse-field 
Free-field 

Figure 3.3: Free- and diffuse-field equalization targets for headphones. Measure-
ments are derived from blocked ear canal measurements. Data adapted from [48].

are bypassed, and for natural reproduction, this must be corrected somehow. In

the literature there are many studies suggesting optimal equalization curves for

different listening situations [48, 47, 40, 10]. Fig. 3.3 shows design targets for free-

and diffuse-field equalizations [48]. The responses in the figure are derived from

blocked ear canal measurements with a frontal sound source in free-field (anechoic)

and in diffuse-field (sounds arrive from all directions) conditions.

3.2 Equalization for pseudoacoustics

Equalization for pseudoacoustics differs from playback equalization. Fig. 3.4 shows

the sound transmission path when a user is listening to pseudoacoustics. Comparing

to natural listening without headphones, as shown in Fig. 3.2, the sound transmission

seems very similar. The spatial cues and diffraction from external parts of the ear

are always present in the sound signal, thus for natural sound reproduction these

should not be artificially added anymore in the headset or mixer. Only the distortion

due to the headset being on the transmission path should be compensated for.
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Figure 3.4: Sound transmission from a source to the ear canal with an ARA
headset.

The natural sound environment is captured by the microphones outside the earphone

casing. In order to maintain the transparent sound transmission, the headset should

be equalized so that the sound signals at the ear drum are equal to the ear signals

in a natural listening situation (Po(f) in Fig. 3.2). As stated in the previous section,

an open ear canal acts as a quarter-wave length resonator and boosts the sounds in

the 2-4 kHz range. When the ear canal is closed by the earphone, the quarter-wave

length resonance is no longer existent, but rather, a half-wave resonance is created

at around 8-10 kHz [33].

A straightforward way to compensate for the misplaced resonances is to use a res-

onator filter to recreate the quarter-wave length resonance, and a band-stop filter

to remove the half-wave length resonance [56]. This, of course, assumes that the

frequency response of the headset is otherwise flat and does not need to be corrected.

Another phenomenon distorting the pseudoacoustics is the sound leakage around

and through the headset. Insert earphones, in general, attenuate surrounding sounds

quite efficiently in the mid and high frequencies. However, there is always some leak-

age through and around the headset and also a portion of sound field is transmitted
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to the ear canal as bone and tissue conduction [34, 35, 71, 53]. Low frequencies can

leak through the earphone quite effectively. The leaking from the real environment

sums up in the ear canal with the pseudoacoustic representation delivered by the

headset. This summing causes coloration especially at low frequencies and deterio-

rates the pseudoacoustic experience [31]. The amplification of low frequencies has

to be equalized, as well as other spectral colorations caused by the headset design

itself.

One thing to be noted is that the leakage path has no delay, other than the delay

caused by acoustic transmission2, and therefore only very little latency is allowed

also in the electric signal path between the microphone and the earphone. Any

latency would result in comb-like filtering distortion in the pseudoacoustic sound

environment. In practice this requires using analog circuitry for processing the mi-

crophone signals prior to feeding then to the earphones. As for a digital alternative,

FPGA -based audio processors might offer an alternative for signal processing as

they are capable of very low latency signal processing.

3.3 Occlusion effect

One common complaint with hearing aid users is the boomy or hollow sound of

the user’s own voice. This is due to the occlusion effect caused by the earpiece

closing the ear canal [53]. At low frequencies the acoustic impedance of an open ear

canal is mainly determined by the radiation impedance of the ear canal entrance.

The low impedance of the ear canal entrance practically ”short circuits” any low-

frequency sound that is mechanically transmitted to the ear, thus no extra pressure

is generated in the ear canal. However, when the ear canal is closed by an earphone,

2The distance from a microphone to the transducer in an insert-type of ARA headset is in
the range of 1-2 cm. pseudoacoustics is transmitted as an electric signal whereas acoustic leakage
travels around the headset with a speed of sound. For 1.5 cm the acoustic travel time is about
45 µs.
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which equals to a fairly high impedance [81], the ear canal now resembles a high

impedance (pressure chamber). For this reason, any sound that is mechanically

transmitted to the ear canal will generate sound pressure that will be heard by the

subject. The phenomenon is more pronounced at low frequencies.

This same problem exist with in-ear type ARA headsets as well. One way to over-

come the occlusion effect is to use some venting system with the headset, which

would lower the acoustic impedance of the headset or simply use more open type

headsets. Another way to decrease the occlusion effect, as used with hearing aids,

is to use deeply inserted earmolds. When the earpiece reaches almost the ear drum,

less sound is transmitted to the ear canal via bone conduction. Though, this solution

might be little too unpractical for ARA usage.

3.4 Microphone placement for binaural audio capture

A typical ARA headset configuration has microphones outside of the earphones, and

these signals are combined with the virtual sound objects. However, for users to

feel comfortable being immersed in ARA space, the perception of the natural sound

environment should not be altered by the system.

Depending on the headset type the outer ear geometry is changed from an open ear

when the headset is placed in the ear. The microphone placement in the headset

should be designed so that the microphones captures as much of the spatial cues

as possible. According to Algazi et. al. [1, 49], HRTFs measured slightly outside

a blocked ear canal still include all the spatial information that would exist at the

ear drum in an unoccluded case. Thus, small earplug- or insert-type headsets would

still provide all the necessary spatial information. D’Angelo et al. studied how

CIC (completely in the ear canal) hearing aids affect the localization ability [18]. A

group of normally hearing people were wearing a CIC hearing aid that was equalized
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to have an identical transfer response compared to an unoccluded ear. In the test

the testee’s head was fixed and there was no visual clues available. According to

results there was a small degradation in localization ability. Brungart et. al. [17]

performed a similar study with different types of insert hear-through headphones.

It was found that the wide enough bandwidth of the system had more effect on the

localization accuracy, than microphone placement. The subjects were allowed to

move their head during the test. With ARA headsets, the users are also able to

move their head while listening to the sound environment, thus being exposed to

real-time acoustical and visual cues together with pseudoacoustic signals.

The results presented in Publication III also reveal that a good spatial accuracy

can be obtained even with non-individual equalization of headphones. In the study,

subjects wore an ARA headset, where a generic equalization was applied to provide

a natural reproduction of surrounding sounds. The spatial accuracy was graded very

good by all the subjects. Humans adapt to modifications in hearing system fairly

rapidly [42, 62, 63], which is actually quite essential as our hearing environment is

changing all the time for example by using hats or standing close to a surface.

3.5 Contribution of this work to ARA headset acoustics

In Publication IV, first studies on optimal equalization for an insert-type ARA head-

set were performed. A generic equalization target curve for insert-type headsets was

subjectively introduced. In Publication II the work was further continued and based

on the results, a generic system for ARA applications comprehending a headset and

a mixer unit, was introduced. Also, the results of a preliminary test on overall

quality (sound and usability) of the system in real-life situation was presented. A

more thorough test on the sound quality of the system was performed and docu-

mented in Publication III. In the study, a group of test subjects evaluated the sound

quality of the ARA system in laboratory conditions, and also in real-life situations.
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Furthermore, the adaptation to the pseudoacoustics in lengthened use was studied.

The acoustic behavior of the external ear together with an insert type headphone

was studied in detail in Publication I. The effect of different parameters, such as

the length of the ear canal, acoustic impedance of the headset and the impedance

of the ear drum, was studied. Based on the results, a physical model of the outer

ear and the headset was also introduced.
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4 USABILITY OF ARA HEADSETS

Most of the application scenarios mentioned in this work and in the literature are

aiming at usage in everyday life situations. Applications, such as virtual tourist

guide or getting augmented product information in a grocery store, mean that users

are expected to wear an ARA system in the practical activities of their normal

life. The usage is mostly voluntary and motivated by the benefits provided by the

applications and services. Therefore it is essential that the usability of the system

is in balance with the added value gained by the user. This is also what separates

the usability question of ARA systems, for example from hearing aids or other

health-related devices. With hearing aids the added value, i.e., the ability to hear,

overpowers minor usability issues and thus people are very motivated to wear them

[26, 51], despite of possible usability issues, whereas with ARA applications users

are free to choose whether to wear the system or not.

As a design point of view, designing an ARA headset for high-quality sound is a

good starting point. Most probably the users want to hear the surrounding sounds

as unaltered as possible. However, in public and in lengthened use, and especially

among the users who are not used to wearing earphones, other issues may rise to

be important factors in overall acceptability of the system as well. Grinter and

Woodruff studied the preference for a headset type for museum tours [27]. In the

study, a group of naive subjects, between 40-60 years of age, were instructed to use

different types of headsets for a tour-like situation. It was found that, apart from

the sound quality, issues such as ease of use and conspicuousness turned out to be

important factors in choosing the headset type. Another, non-audio related factor in

usability was pointed out in [52], where Park et. al. studied how personal preference

affected the usability of a system. It was found that users trust or affection for a

brand affects favorably the results of a usability study, i.e., the test subjects had

less audio quality related demands for a preferred product.
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Currently existing ARA applications are still only a promising possibility waiting

for practical hardware and applications, and therefore there is no experience on how

the general public will receive the technology, and what will be the probable ”killer

applications” in the future. The only way to get insight into the matter is to perform

usability tests in real-life situations with working prototypes. The outcomes of real-

life tests will reveal information on the usability aspects of ARA systems, as well as

other non-technical issues that will arise when using the system publicly.

4.1 Contribution of this work to ARA headset usability evalua-

tion

The Publications II-IV study different aspects of usability of an ARA headset. In

Publication IV, a perceptually optimal equalization curve for an insert type of head-

set was measured. Furthermore, the overall sound quality and user acceptance of

pseudoacoustics, with an equalized headset, was evaluated in laboratory settings.

The results of a pilot usability study are reported in Publication II. In the study,

a group of subjects wore an ARA system in their daily routines and reported their

observations in a diary. After the field test part the subjects were interviewed

and the diary notes were discussed. Based on the results, the sound quality of

the prototype system was found good enough for practical situations, and the main

critique arouse from handling noise, and limitations caused by the wires. Also, some

other non-technical issues, such as social ambivalence while wearing the headset,

were discussed.

Publication III reports the results of another usability study where the usability of

the system was further evaluated with a test group. Similar to the test, introduced

in Publication II, the subjects wore an ARA headset in real-life situations and
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reported observations in a diary. Furthermore, the sound quality (timbre, spatial

impression, and location accuracy), and the annoyance factors of some practical

activities were evaluated at the beginning of the test, and also after the field test

period. The evaluations were performed at both ends of the test period to study if

any adaptation would occur leading to improvements in perceived sound quality or

usability during the field test period.
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5 HEAD TRACKING AND POSITIONING

Locating a user’s head and tracking its orientation is one of the key points and also

one of the major challenges in augmented reality audio. When the users’ position

data are available, virtual sound objects can be designed to have distinct places in the

environment. The audio objects can be rendered in relation to different coordinate

systems. For example, some applications may use the natural environment as a base

coordinate system for placing the sound objects, whereas some applications could

use a user-centric coordinate system as the basis for rendering the sound objects

around the user.

Depending on the application there are different requirements for user positioning.

Personal virtual objects are produced with the user’s own headphones, whereas

public augmentation could be created with an external loudspeaker system. If the

augmentation is produced with an external loudspeaker system, a plain location

data (without head tracking) is sufficient to produce static augmentation. How-

ever, personal augmentation (with headphones) requires that also the user’s head

orientation is estimated in order to enable static augmentation of the environment,

i.e., the virtual sound objects stay in place in the environment even when the user

moves. Furthermore, there are application areas where only the orientation, without

location tracking, might be sufficient for augmentation. For example, when using

a vending machine or an on-line banking terminal, the user position could be pre-

dicted fairly well, and only the orientation needs to be tracked separately for the

augmentation.

The term positioning is sometimes understood as only estimating a subject’s loca-

tion, perhaps due to the popularity of GPS navigation devices. However, the term

positioning, in it’s full extent, includes locating an object and also estimating it’s ori-

entation. This is called 6-DOF (degrees of freedom) positioning. The six degrees of
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Figure 5.1: Directions of rotational vectors in positioning, when heading, shown
by the dotted arrow, is in positive y-direction. z-axis is pointing upwards from the
surface.

freedom are the location coordinates, for example, x, y, z, and the orientation data,

pitch, yaw, and roll, in three different rotational directions, as shown in Fig. 5.1.

For ARA the object to be positioned is the user’s head.

Nowadays, estimating the location, especially outdoors, is fairly straightforward.

Practical and affordable GPS units are already available, and in increasing numbers

embedded in existing mobile devices. With GPS the positioning is performed with

a help of the satellite system in the orbit of the earth. However, the general GPS-

based systems do not work well indoors, and other means are required for indoor

use. In addition to GPS there are also other similar systems for global positioning.

Table 5.1 lists the currently existing most common global positioning systems.

For indoor positioning there are still no practical solutions available, as far as mobile

ARA usage is considered. Different kinds of custom and ad-hoc systems have been

developed, but none of the methods offer the usability, for example, compared to

current GPS systems. Most common technologies for indoor (or local) positioning
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Techology Maintained by

GPS USA

Galileo European Union

Glonass Russia

CNSS (BeiDou 1) China

WAAS USA, based on GPS

Table 5.1: Most common global positioning systems utilizing a satellite network.

are listed in Table 5.2.

Compared to location tracking, head tracking is the harder part in the positioning

problem, especially for mobile AR. Position tracking benefits from the fact that the

positioning device can be carried quite freely, for example in a pocket or in a bag,

and still get good positioning accuracy. Head tracking on the other hand, requires

the device to track the user’s head position and orientation in order to be usable in

augmented reality audio. In practice this means that the device should be attached

somewhere around the user’s head. In ARA, one possible place for attaching the

head tracker is the headset that is carried by the user anyway. The obvious benefit

in integrating the head tracker with the headset is that the headset automatically

follows the user’s head orientation. However, the small size of the earphone might

pose some challenges for designing a head tracker in a sufficiently small casing.

For augmenting the natural surroundings, the head tracker should be able to of-

fer absolute coordinates of the user continuously, and in real-time, for keeping the

virtual sound objects in their right places in the environment. Furthermore, it is

essential that the positioning and head tracking data does not drift over time [36].

Most of the head tracking research has been motivated by visual augmentation of
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Techology Available position data

Video based location, orientation

Acoustic lcoation, orientation

Extented GPS position

WLAN position

Bluetooth proximity

Wibree proximity

RFID proximity

UWB proximity

Zigbee proximity

Magnetic location, orientation

Accelometers location, orientation

Gyros location, orientation

Table 5.2: Technologies for indoor positioning.

surroundings, and the AR is often provided with a see-through HMD (head mounted

display) [5, 85]. The required accuracy for aligning virtual visual objects with real

visual surroundings is much higher compared to aligning virtual audio objects with

the natural surroundings, especially when sound is used to augment real physical

objects. Even the smallest misalignments in visual augmentation can be easily

noticed. For audio, the visual cue of a real physical object helps considerably to

make virtual sounds perceived to originate from the target object [11].

There is no single technology that would give an answer to an all-around positioning

and orientation tracking system. Therefore, a practical system will take advantage

of multiple sensors (sensor fusion) and networks to estimate the user’s location and

orientation, based on currently available data (data fusion). This is called hybrid

tracking [8, 6, 28, 85, 68, 86]. In addition to sensor data, the positioning system
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could also try to predict the user movement, based on human physical constraints

and movement models [7] or by a user navigation model [2].

5.1 Acoustic positioning and head tracking

Acoustic positioning and head tracking is one way of estimating the user position,

among the methods mentioned above. Using sound signals for detecting objects is

nothing new, and the method has been widely utilized, for example, in underwater

radars. An overview of different acoustic positioning systems is given in [79].

For ARA usage, there are mainly two basic approaches for acoustic positioning.

Microphone arrays can be placed in the space in known locations, and by analyzing

the captured sound field the person within the area can be tracked. Alternatively,

known sound sources (anchors3) can be placed in a room and the sound sources can

be detected with the microphones within the ARA headsets [72]. For practical usage

the anchor signals must be designed so that they are not (disturbingly) audible to

the users.

Using a microphone array to detect the user movement requires the user to wear a

sound source for the tracker system to ”hear” the user continuously. The tracking is

performed based on detecting the microphone signals in the array, and as a result

the system gives the most probable direction for the sound source in relation to the

array. The benefit of this approach is that the user-worn system only needs to emit

the tracking signal, and the infrastructure takes care of the signal processing. For

separating different users, the signals should be individualized somehow. There is

a lot of literature on signal processing techniques for microphone arrays, and for an

overview, see, e.g. [14, 19].

3In literature, the term beacon is often used for noting signal-emitting devices in the environ-
ment, used for navigation purposes.
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Another way to perform acoustic tracking is to turn the microphone array setup

the other way around and let the user wear the array, which is used to track sound

sources in the environment. In ARA, the user is wearing a headset with an integrated

microphone pair (a binaural microphone pair/array) that is continuously following

the user’s location and orientation. By placing static sound sources, known as

anchor sources, in the environment the binaural microphone array could be used to

detect the sources, and to estimate the user’s location and orientation [58, 72]. The

signals for the anchor sources could be specifically designed for the tracking system,

or alternatively some other unknown signals with a distinct spectral, for example

ventilation channel noise, could be used as well.

Acoustic tracking has its drawbacks, as well. Naturally, when using anchor signals

within the audible frequency range, the signal levels must be kept low. This, of

course, decreases the signal-to-noise ratio of the whole system, which lowers the

accuracy of the tracking system. One idea to improve the situation is to use smart

anchors that, for example, filter the anchor signal so that it is masked by the back-

ground noise. Using anchor signals that are above or at the limits of a human hearing

threshold enables increasing the anchor signal levels. However, high frequencies have

the downside that they are easily shadowed by even the smallest objects. Especially

the user’s head may shadow the microphone that is further away from the sound

source. One way to overcome this is to have enough anchor loudspeakers (or micro-

phone arrays) in the environment, so that several of them is always visible to each

ear.

Figure 5.2 shows a schematic view of a generic positioning setup with n+1 loud-

speakers in the environment and a user wearing a binaural microphone pair. For

basic positioning, for example, starting with the anchor 0 at position (x0, y0), an

anchor signal is played from the anchor loudspeaker and then captured by both

microphones. If the playback and the recording systems are in synchrony the po-

sitioning system enables estimating the signal propagation times from the anchor
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to both microphones (t0,l and t0,r in Fig. 5.2), which can be further converted to

distances. If there is no synchrony between the playback and the recording system,

only the angle of arrival can be detected by calculating the time delay of arriving

(TDOA) signals between the microphones (tdiff,0 in Fig. 5.2). When this is repeated

for multiple known anchor sources, the user position and orientation can be esti-

mated, for example, by trilateration [70].
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Figure 5.2: Schematic view of an acoustic positioning system.

5.2 Contribution of this work to head tracking and positioning

Publication VI introduces a novel method for head tracking and positioning for

AR usage. The method utilizes a pair of binaural microphones worn by the user

(integrated with the ARA headset), and a number of anchor sound sources in the

environment. The sound sources emit a known sound signal that is captured by the

headset microphones. By estimating the time delay (via cross-correlation computa-

tion) between the emitted and captured sound signals, the orientation in reference

to the loudspeaker can be estimated. Different loudspeakers (anchors) are sepa-

rated by dividing the anchor signal in smaller frequency bands, or by polling the
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loudspeakers with the anchor signal.

In Publication V the acoustic positioning system was further developed by intro-

ducing new methods for sound signaling between the anchor sound sources and the

microphones. The usage of high audio frequencies for anchor sources was intro-

duced. Using high (> 10 kHz) frequencies has many advances, such as background

noise being less disturbing, the user’s own speech does not interfere with the signals,

and also the highest frequencies are inaudible to humans. One idea, also introduced

in the publication, is a method, where the anchor signal is modulated to a higher

frequency range. With multiple anchor sources each loudspeaker can be separated

using different modulation frequencies for different loudspeakers. Signal from each

loudspeaker is revealed by demodulation by multiplying the microphone signals with

complex-valued carrier followed by low-pass filtering.
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6 SUMMARY OF PUBLICATIONS

This thesis comprises six publications, two of which were published in international

reviewed journals and four in international full-paper reviewed conferences. The

articles are divided into two main topics. Publications I - IV discuss sound quality

and usability as well as modeling of an ARA headset, and publications V - VI

address binaural acoustic positioning for AR applications.

Publication I: ”Modeling of external ear acoustics for insert head-

phone usage”

This papers studies the effect that the ear canal length and the ear drum impedance

have on the earphone-generated sound pressure inside the ear canal. Two different

ear canal simulators with adjustable ear canal lengths were constructed, one with

a hard and one with a damped ear drum simulator. Furthermore, a dummy head

with different sized pinnae, to be used together with the ear canal simulators, was

constructed to study the effect that the external parts of the ear have on the sound

pressure inside the ear canal. The measurements were also repeated with real ears to

validate the simulator measurements. Based on the measurements a physical model

of the earphone to ear canal interaction was formulated.

Publication II: ”An augmented reality audio headset”

This paper introduces a generic ARA system, comprehending of a headset and a

mixer, and also a preliminary usability evaluation of the system. The mixer unit

enables individual equalization for different users. For minimum latency, the system

was built by using analog circuitry. The usability of the prototype system was
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evaluated with an evaluation performed in real-life situations. A small group of

subjects wore the headset from four days to a week in everyday life situations. The

subjects kept diary on their usage of the headset, and after the field test they were

interviewed for comment on the usage and issues that had possibly risen during the

field test period. The sound quality of the prototype headset was found good and

applicable for practical usage in everyday-life situations. Some usability issues in

real-life case are also discussed in the paper.

Publication III: ”Usability issues in listening to natural sounds with

an augmented reality audio headset”

This paper reports the results of a usability study, which evaluates the overall us-

ability and sound quality of an ARA system (introduced in Publication II). The

evaluation was performed both in laboratory settings, and in real-life situations.

The test consisted of three parts: sound quality and usability evaluation in the

beginning of the test, the field test part in a real-life environment, and the sound

quality and usability evaluation at the end of the usability test. The first and the

last parts were performed in laboratory settings and the main focus was to evaluate

the sound quality (spatial impression, timbre, and location accuracy), and the an-

noyance factors on performing some practical daily activities, and also to see if any

adaptation would happen during the field test period. In the field test, the subjects

were given the headset with them and they were instructed to wear the headset as

much as possible in their daily activities, and to write down any observations in a

diary. This part lasted from four to seven days and during this time each subject

wore the headset from 20 to 40 hours.

The sound quality of the headset was found good, and especially the spatial sound

qualities were found very good. It was also found that some adaptation to the
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sound quality of pseudoacoustics occured during test period, whereas for annoyance

of practical activities, such as eating, drinking and speaking, no adaptation was

discovered. Furthermore, other practical usability issues are discussed in the paper.

Publication IV: ”Sound quality of an augmented reality audio

headset”

In this paper a subjective measurement was performed to yield a perceptually opti-

mal equalization curve for an insert-type of headset. In the test the subjects listened

to sinusoids with a pair of circumaural headphones, and under the headphones, the

other ear was left open and the other ear had an insert earphone placed in the ear

with a directly coupled miniature microphone (functioning just like a hearing aid).

Frequency by frequency the subjects had to match the sound pressure levels on each

ear. A group of nine testees performed the measurement, and based on the resulting

individual equalization curves a generic target equalization filter was formed. The

filter was formed by taking the average of the individual measurement data. The

sound quality of the equalized headset was further evaluated for sound quality by

the same test group.

Publication V: ”Head-tracking and subject positioning using bin-

aural headset microphones and common modulation anchor sources”

The acoustic positioning system introduced in Publication VI was further developed

by introducing new methods for sound signaling between the anchor sound sources

and the microphones. The usage of high audio frequencies for anchor sources was

introduced. Using high (> 10 kHz) frequencies has many advantages, such as back-

ground noise being less disturbing, the user’s own speech not interfering with the

signals, and the highest frequencies being inaudible to humans.
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Also, a method to use multiple anchor sources with the same anchor signal simul-

taneously was introduced. The method was based on modulating the anchor signal

using a unique modulation frequency for each loudspeaker. At the reception, signal

from each loudspeaker was revealed by demodulation by multiplying the microphone

signals with a complex-valued carrier followed by low-pass filtering.

Publication VI: ”Binaural positioning system for wearable aug-

mented reality audio”

An acoustic positioning system for ARA was introduced. The positioning system

was comprised of a set of known anchor sound sources in the environment and

a binaural headset with microphones integrated with earpieces. The time differ-

ence of the arriving sound between the microphones was measured by taking the

cross-correlation between the known anchor signal and the captured microphone

signals. The distance between the peaks in the cross-correlation functions between

the microphone channels was used to determine the orientation of the user. The

movement of the user was estimated by detecting the movement of the peaks in the

cross-correlation functions. For multiple simultaneous anchor sources the sources

were separated in the frequency domain by having a specific frequency band for

each anchor.
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7 CONCLUSIONS

The concept of augmented reality audio was introduced already decades ago and

the demos and application scenarios presented in the literature (and in movies, of

course) are fascinating. The idea of layering an interactive virtual world on the real

world appeals to the imagination of curious minds, and most probably there will

be a demand for this technology. The technology for providing and building full-

blown ARA systems is already available. However, real applications and systems

for common people are still waiting to be discovered.

This thesis work has studied different aspects of ARA, and also introduced methods

and techniques for ARA systems that should shorten the path towards practical

ARA applications and hardware.

Undoubtedly, one of the main obstacles to widespread use of ARA applications,

especially in the mobile realm, is the lack of practical head tracking systems. User

position and orientation tracking is essential for many ARA applications, and there-

fore this is the area that needs to be tackled first. The widespread use of GPS is a

good example of what might happen with ARA once base technological issues are

solved. At the moment there is a myriad of applications utilizing GPS technology,

and the same could be possible with ARA. The binaural head tracking system in-

troduced in this work offers one possible solution to the user head tracking problem.

Specifically, in local and smaller area installations, this approach offers a plausible

solution.

For a common user, the most tangible part of the ARA system is the headset.

Preferably, the headset should be the only ARA device for the user to wear. The

headset has a central role in the entire ARA system, as its function is to provide all

the audio services for the user, namely producing and capturing sound, and to repli-
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cate the surrounding sound environment, i.e., pseudoacoustics. Humans develop

continuously in retrieving and perceiving information from their aural environment.

Humans can detect where sound events originate from, while certain sounds auto-

matically raise our attention level (for example a baby’s cry). This happens auto-

matically within a human’s life-long trained hearing system. If an ARA system is

assumed to be worn for longer periods in everyday-life, it is obvious that the sound

quality of pseudoacoustics must be sufficiently good. Determining what is sufficient

is not an easy question to answer since not only does it depend on the user and the

equipment, but also on the added value the user gains from an application.

The sound quality of the generic ARA system introduced in this work was found to

be good for most practical situations. However, for critical listening situations, such

as sound quality evaluation, there is still room for improvement. Every user has a

unique pair of ears, and this should be taken into account while tuning the headset

system for some particular user. How this should happen is still an open question.

Insert earphone acoustics is still a fairly new topic in the area of audio research,

though similar topics have been studied in context with hearing aid equipment and

earplugs. This is an area that still requires further research. Naturally, the design

ideas utilized for ARA headsets could be exploited and applied to hearing aid and

headphone design, as well.

Once ARA technology finds its way into widespread use, there will be many in-

teresting issues to be considered. Apart from professional usage, such as medical

or military applications, most of ARA usage will probably occur in everyday life

situations. ARA has potential to radically change the way in which people com-

municate and are present with each other. A comparable example is the mobile

phone and how it altered the manner of communication and reachability. There

will also be many usage etiquette issues to be solved once ARA technology emerges.

For example, how to notify others that the user is listening to them (through the

headset) and not something else from the headset? The usability studies reported
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in this work gives some insight into the subject, but more studies are required with

working ARA applications in real situations.

ARA, in one form or another, will be an inevitable part of humanity’s future way

of living. When this will occur still remains to be seen. Meanwhile, we are left to

enjoy reality.
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[31] Aki Härmä, Julia Jakka, Miikka Tikander, Matti Karjalainen, Tapio Lokki,

Jarmo Hiipakka, and Gaetan Lorho. 2004. Augmented Reality Audio for Mo-

bile and Wearable Appliances. Journal of the Audio Engineering Society 52,

no. 6, pages 618–639.
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