
-o
tl

a
A

D
D

 
4

61
/

 0
2

0
2

 +h
hiaa

e*GM
FTSH

9

 NBSI 7-7800-46-259-879  )detnirp( 

 NBSI 4-8800-46-259-879  )fdp( 

 NSSI 4394-9971  )detnirp( 

 NSSI 2494-9971  )fdp( 

 

ytisrevinU otlaA  

ecneicS fo loohcS  

scisyhP deilppA fo tnemtrapeD  

 fi.otlaa.www

 + SSENISUB
 YMONOCE

 
 + TRA

 + NGISED
 ERUTCETIHCRA

 
 + ECNEICS

 YGOLONHCET
 

 REVOSSORC
 

 LAROTCOD
 SNOITATRESSID

 l
ez

c
n

e
M 

l
ua

P
 e

c
na

mr
of

r
e

P 
d

na
 s

n
oi

ta
ut

c
ul

F 
:s

e
ni

hc
a

M 
la

mr
eh

T 
t

n
er

eh
o

C
 y

ti
sr

ev
i

n
U 

otl
a

A

 0202

 scisyhP deilppA fo tnemtrapeD

lamrehT tnerehoC  
dna snoitautculF :senihcaM  

 ecnamrofreP

 lezcneM luaP

 LAROTCOD
 SNOITATRESSID

-o
tl

a
A

D
D

 
4

61
/

 0
2

0
2

 +h
hiaa

e*GM
FTSH

9

 NBSI 7-7800-46-259-879  )detnirp( 

 NBSI 4-8800-46-259-879  )fdp( 

 NSSI 4394-9971  )detnirp( 

 NSSI 2494-9971  )fdp( 

 

ytisrevinU otlaA  

ecneicS fo loohcS  

scisyhP deilppA fo tnemtrapeD  

 fi.otlaa.www

 + SSENISUB
 YMONOCE

 
 + TRA

 + NGISED
 ERUTCETIHCRA

 
 + ECNEICS

 YGOLONHCET
 

 REVOSSORC
 

 LAROTCOD
 SNOITATRESSID

 l
ez

c
n

e
M 

l
ua

P
 e

c
na

mr
of

r
e

P 
d

na
 s

n
oi

ta
ut

c
ul

F 
:s

e
ni

hc
a

M 
la

mr
eh

T 
t

n
er

eh
o

C
 y

ti
sr

ev
i

n
U 

otl
a

A

 0202

 scisyhP deilppA fo tnemtrapeD

lamrehT tnerehoC  
dna snoitautculF :senihcaM  

 ecnamrofreP

 lezcneM luaP

 LAROTCOD
 SNOITATRESSID



 seires noitacilbup ytisrevinU otlaA
SNOITATRESSID LAROTCOD  461 /  0202

:senihcaM lamrehT tnerehoC  
 ecnamrofreP dna snoitautculF

 lezcneM luaP

fo rotcoD fo eerged eht rof detelpmoc noitatressid larotcod A  
eht fo noissimrep eht htiw ,dednefed eb ot )ygolonhceT( ecneicS  
11 no noitcennoc etomer aiv ,ecneicS fo loohcS ytisrevinU otlaA  

 .00:31 ta 0202 rebmevoN
 .04603542886/j/su.mooz.otlaa//:sptth :knil noitcennoc etomeR

 ytisrevinU otlaA
 ecneicS fo loohcS

 scisyhP deilppA fo tnemtrapeD
 puorG tropsnarT mutnauQ



Printed matter
4041-0619

N
O

R
DIC

 SWAN ECOLAB
E

L

Printed matter
1234 5678

 rosseforp gnisivrepuS
 dnalniF ,ytisrevinU otlaA ,tdnilF naitsirhC rosseforP

 
 srenimaxe yranimilerP

 modgniK detinU ,tsafleB ytisrevinU s'neeuQ ,araihC eD eleirbaG .rD
 ynamreG ,scitpO mutnauQ fo etutitsnI-kcnalP-xaM ,tebolL-uanrareP ítraM .rD

 
 tnenoppO

 ynamreG ,tragttutS fo ytisrevinU ,ztuL cirE rosseforP

 seires noitacilbup ytisrevinU otlaA
SNOITATRESSID LAROTCOD  461 /  0202

 
 © 0202   lezcneM luaP

 
 NBSI 7-7800-46-259-879  )detnirp( 
 NBSI 4-8800-46-259-879  )fdp( 
 NSSI 4394-9971  )detnirp( 
 NSSI 2494-9971  )fdp( 

:NBSI:NRU/if.nru//:ptth  4-8800-46-259-879
 

 yO aifarginU
 iknisleH  0202

 
 dnalniF

 



 tcartsbA
  otlaA 67000-IF ,00011 xoB .O.P ,ytisrevinU otlaA  if.otlaa.www

 rohtuA
 lezcneM luaP

 noitatressid larotcod eht fo emaN
 ecnamrofreP dna snoitautculF :senihcaM lamrehT tnerehoC

 rehsilbuP  ecneicS fo loohcS

 tinU  scisyhP deilppA fo tnemtrapeD

 seireS seires noitacilbup ytisrevinU otlaA  SNOITATRESSID LAROTCOD  461 /  0202

 hcraeser fo dleiF  scimanydomrehT mutnauQ

 dettimbus tpircsunaM  0202 enuJ 11  ecnefed eht fo etaD  0202 rebmevoN 11

 )etad( detnarg ecnefed cilbup rof noissimreP  0202 tsuguA 02  egaugnaL  hsilgnE

 hpargonoM  noitatressid elcitrA  noitatressid yassE

 tcartsbA
fo tnempoleved eht gnisimorp ,enilpicsid gnivlove yldipar a si gnireenignE mutnauQ  

dna selacs cipocsonan eht yb desop segnellahc eht emocrevo oT .seigolonhcet wen gnikaerbdnuorg  
,secived mutnauq fo noitatnemelpmi eht rof deriuqer era taht serutarepmet dloc-artlu  

si tnemnorivne rieht htiw secived eseht fo noitcaretni cimanydomreht eht gnidnatsrednu  
sreenigne selbane scimanydomreht mutnauq fo swal eht fo egdelwonk ruo gnivorpmI .tnatropmi  

lamreht evitceffe erom rof yaw eht sevap ti dna stiucric mutnauq revo lortnoc retteb trexe ot  
 .elacsonan eht no snoitulos tnemeganam

  
ro senigne taeh sa hcus senihcam lamreht fo yduts eht no sucof ew ,noitatressid siht nI  

mutnauq erehw tniop eht ot sbal ni dezirutainim neeb yltnecer evah secived esehT .srotaregirfer  
revo mutnauq fo segatnavda nwonk-llew eht ot euD .ecnamrofrep rieht ecneuflni nac stceffe  

a evig ot elba eb thgim stceffe ecnerehoc rehtehw rednow ot larutan si ti ,sretupmoc lanoitnevnoc  
eerht no noitseuq siht hcaorppa ew ,ereH .senihcam lamreht ot tnemecnahne ecnamrofrep ralimis  
redro ni smetsys mutnauq nepo dellortnoc yllacidoirep fo yroeht eht yduts ew ,tsriF .slevel tnereffid  

ew ,dnoceS .secived lamreht gnitacorpicer fo snoitadnuof lacitamehtam eht dnatsrednu retteb ot  
snoitautcufl eht ssucsid ot su gnilbane ,smetsys mutnauq nepo ni anemonehp tropsnart etagitsevni  
dna ,drihT .senihcam lamreht fo ecnamrofrep eht tceffa yeht woh dna stnerruc cimanydomreht fo  

lasrevinu ot tcejbus si senigne taeh mutnauq fo ecnamrofrep eht rehtehw enimaxe ew ,yllanfi  
 .semiger noitarepo tnereffid ni egnahc sdnuob eseht woh dna sdnuob

  
eb noos lliw hcihw ,secived mutnauq fo ngised lamitpo eht no thgil dehs siseht siht fo stluser ehT  
ot sdael ecnerehoc taht dnfi ew ,llarevO .noitagitsevni dna noitatnemelpmi latnemirepxe rof ydaer  

detaicossa htiw ytilibisreverri cimanydomreht ni esaercni na ot ,si taht ,noitcirf mutnauq  
stfieneb eht hgiewtuo sessol eseht ,emiger gnilpuoc-kaew citabaida eht nI .sessol ecnamrofrep  

mutnauq ni elbissecca era taht modeerf fo seerged fo rebmun desaercni eht morf gnimmets  
redro ni elbissop sa llams sa tpek eb yllareneg dluohs ecnerehoc taht dnfi ew ,sdrow rehto nI .sputes  
noitcerid gnisimorp A .emiger siht ni senihcam lamreht elacsonan fo ecnamrofrep eht ezimitpo ot  

mutnauq erehw ,gnivird tsaf dna gnilpuoc gnorts fo stceffe eht erolpxe ot si snoitagitsevni erutuf rof  
 .elbaveihca eb yam segatnavda

 sdrowyeK ,senihcaM lamrehT ,esioN dna snoitautculF ,scisyhP mutnauQ ,scisyhP lacitsitatS  
 smelborP noitazimitpO ,scitsitatS gnitnuoC ,smetsyS mutnauQ nepO

 )detnirp( NBSI  7-7800-46-259-879  )fdp( NBSI  4-8800-46-259-879

 )detnirp( NSSI  4394-9971  )fdp( NSSI  2494-9971

 rehsilbup fo noitacoL  iknisleH  gnitnirp fo noitacoL  iknisleH  raeY  0202

 segaP  451  nru :NBSI:NRU/fi.nru//:ptth  4-8800-46-259-879





Preface

The highest forms of understanding we can achieve
are laughter and human compassion

Richard Feynman

The work presented in this thesis was performed in the Quantum Transport
group at the Department of Applied Physics of Aalto University. I am happy that
I had the opportunity to spend the four years of my doctoral studies in Finland,
a beautiful country and a great environment for living and doing research. Of
course, these four years have had their ups and downs, and I think that 2020
in particular has been a challenging year for everyone. But, apparently, I have
managed to finish this thesis, and now I am excited to move on to my first
postdoctoral position!

First of all, I wish to thank Kay Brandner for contacting me at just the right
time after my Master’s degree, where I had done a little detour into High Energy
Physics, encouraging me to “return to my roots” and come work on Quantum
Thermodynamics in Helsinki. Thank you, Kay, also for the incredible amount of
support with both Physics itself and academia in general. Of course, I am also
very grateful towards my supervisor, Christian Flindt, for welcoming me into the
Quantum Transport group and for providing me with valuable opportunities to
connect with other research groups through conferences and joint projects. Big
thanks for their great teamwork go to Fredrik Brange, Shilpi Singh and Dmitry
Golubev, who were my closest collaborators on some of the papers included in
this thesis, and to Tuomas Pyhäranta and Eetu Loisa, the students that I have
had the honor of supervising.

I thank my pre-examiners, Martí Perarnau-Llobet and Gabriele De Chiara,
for taking the time to carefully read this dissertation and providing valuable
feedback. Let me also thank in advance Eric Lutz, who has agreed to be the
opponent in my virtual defense. I wish it were possible to meet in person at
Aalto University!

For never allowing a day at the office to be boring, thank you to all of the
QTies: Aydin, Fredrik, Kay, Pablo, Pedro, Tony, and especially Elina, who helped
me settle in and feel at home (using large amounts of Fafa’s). Thanks also to
Jukka Pekola and his PICO group, who always have an open ear for theorists
such as myself. I am grateful to Franco Nori, who kindly hosted me in his group
at RIKEN, Japan, for four months in 2019, and to Keiji Saito, whom I was able

i



Preface

to visit during this time. I also thank Keiko, who was a huge support to me in
this foreign country, as well as all the other great people I have met during my
stay at RIKEN, including my collaborators Neill Lambert and Ken Funo.

A very special thanks decorated with unicorns goes to Erika! So happy to be
friends whatever continents we may be on, and we owe each other visits as soon
as possible!

Last but not least, I am deeply grateful to my parents who have supported me
throughout my studies, even if I may struggle to make my research understand-
able for non-Physicists sometimes. I shall try harder!

Helsinki, October 7, 2020,

Paul Menczel

ii



Contents

Preface i

Contents iii

List of Publications v

Author’s Contribution vii

List of Figures ix

Symbols xi

1. Introduction 1

2. Open Quantum Systems 5
2.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Markovian Open Quantum Systems . . . . . . . . . . . . . . . . . 6
2.3 Controlling a Qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Relaxation to Equilibrium . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 The Semi-Classical Regime . . . . . . . . . . . . . . . . . . . . . . 13

3. Quantum Transport 15
3.1 Quantum Jumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Statistics of Counting Variables . . . . . . . . . . . . . . . . . . . . 17
3.3 Full Counting Statistics of the Quantum Harmonic Oscillator . 19
3.4 First Passage Time Distributions . . . . . . . . . . . . . . . . . . . 21

4. Quantum Thermodynamics 25
4.1 The Laws of Thermodynamics . . . . . . . . . . . . . . . . . . . . . 25
4.2 Thermal Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Power and Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4 Quantum Amplifiers . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5 Optimal Control of Thermal Machines . . . . . . . . . . . . . . . . 35

5. Conclusions 39

iii



Contents

References 41

Publications
Limit cycles in periodically driven open quantum systems . . . . . . . . 51
Photon counting statistics of a microwave cavity . . . . . . . . . . . . . 63
Universal First-Passage-Time Distribution of Non-Gaussian Currents 79
Quantum jump approach to microscopic heat engines . . . . . . . . . . 93
Thermodynamics of cyclic quantum amplifiers . . . . . . . . . . . . . . . 111
Two-stroke optimization scheme for mesoscopic refrigerators . . . . . . 121

iv



List of Publications

This thesis consists of an overview and of the following publications which are
referred to in the text by their Roman numerals.

I P. Menczel and K. Brandner. Limit cycles in periodically driven open
quantum systems. J. Phys. A: Math. Theor. 52 43LT01, September 2019.

II F. Brange, P. Menczel, and C. Flindt. Photon counting statistics of a
microwave cavity. Phys. Rev. B 99, 085418, February 2019.

III S. Singh, P. Menczel, D. S. Golubev, I. M. Khaymovich, J. T. Peltonen, C.
Flindt, K. Saito, É. Roldán, and J. P. Pekola. Universal First-Passage-Time
Distribution of Non-Gaussian Currents. Phys. Rev. Lett. 122, 230602, June
2019.

IV P. Menczel, C. Flindt, and K. Brandner. Quantum jump approach to
microscopic heat engines. Phys. Rev. Research 2, 033449, September 2020.

V P. Menczel, C. Flindt, and K. Brandner. Thermodynamics of cyclic quan-
tum amplifiers. Phys. Rev. A 101, 052106, May 2020.

VI P. Menczel, T. Pyhäranta, C. Flindt, and K. Brandner. Two-stroke opti-
mization scheme for mesoscopic refrigerators. Phys. Rev. B 99, 224306,
June 2019.

v

https://doi.org/10.1088/1751-8121/ab435a
https://doi.org/10.1088/1751-8121/ab435a
https://doi.org/10.1103/PhysRevB.99.085418
https://doi.org/10.1103/PhysRevB.99.085418
https://doi.org/10.1103/PhysRevLett.122.230602
https://doi.org/10.1103/PhysRevLett.122.230602
https://journals.aps.org/prresearch/abstract/10.1103/PhysRevResearch.2.033449
https://journals.aps.org/prresearch/abstract/10.1103/PhysRevResearch.2.033449
https://doi.org/10.1103/PhysRevA.101.052106
https://doi.org/10.1103/PhysRevA.101.052106
https://doi.org/10.1103/PhysRevB.99.224306
https://doi.org/10.1103/PhysRevB.99.224306


List of Publications

vi



Author’s Contribution

Publication I: “Limit cycles in periodically driven open quantum
systems”

The author performed all derivations, created all figures and drafted the manu-
script.

Publication II: “Photon counting statistics of a microwave cavity”

The author performed the derivations presented in Apps. A, B and F and con-
tributed to the derivations presented in Apps. C - E. The author drafted Apps. A,
B and F and contributed to the preparation of the remaining manuscript.

Publication III: “Universal First-Passage-Time Distribution of
Non-Gaussian Currents”

The author performed the numerical calculations leading to the solid curves in
Figs. 3 and 4 and in the figures in the supplemental material. The author wrote
Sec. 1 of the supplement and contributed to the derivation of the approximate
model described on page 3.

Publication IV: “Quantum jump approach to microscopic heat
engines”

The author contributed to the derivations and to the preparation of the manu-
script, and wrote App. B.

vii



Author’s Contribution

Publication V: “Thermodynamics of cyclic quantum amplifiers”

The author performed all derivations and calculations. The author created
Figs. 2 and 3 and contributed to the creation of Fig. 1. The author drafted the
manuscript excluding Secs. I and V and the abstract.

Publication VI: “Two-stroke optimization scheme for mesoscopic
refrigerators”

The author was the main supervisor of the student, T. Pyhäranta, who derived
the results presented in Sec. 3 and in the appendix as his Bachelor’s thesis. The
author performed all other derivations and calculations. The author drafted the
manuscript excluding Secs. IV and VI.

viii



List of Figures

1.1 Open quantum systems . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Quantum heat engines . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Elementary control operations . . . . . . . . . . . . . . . . . . . . 9
2.2 Illustration of Spohn’s theorem . . . . . . . . . . . . . . . . . . . . 11
2.3 Control protocol of the cyclic 3-level maser . . . . . . . . . . . . . 12
2.4 Cyclic 4-stroke protocol . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Detection of quantum jumps . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Emission statistics of a microwave cavity . . . . . . . . . . . . . . 20
3.3 Electronic states of a double quantum dot . . . . . . . . . . . . . . 22
3.4 First passage time distributions . . . . . . . . . . . . . . . . . . . . 22

4.1 Control protocol of the Otto engine . . . . . . . . . . . . . . . . . . 27
4.2 Power and efficiency of the Otto engine . . . . . . . . . . . . . . . 30
4.3 Power-efficiency trade-off relations . . . . . . . . . . . . . . . . . . 31
4.4 Control protocol of a cyclic quantum amplifier . . . . . . . . . . . 35
4.5 Quantum refrigerator based on a superconducting qubit . . . . . 36
4.6 Two-stroke optimization scheme . . . . . . . . . . . . . . . . . . . 37
4.7 Optimal performance of the quantum refrigerator . . . . . . . . . 38

ix



List of Figures

x



Symbols

~ Reduced Planck’s constant
kB Boltzmann’s constant
1 Identity operator
σx,y,z Pauli matrices
a, a† Ladder operators of the harmonic oscillator

ρ, p System state operator, populations
H System Hamiltonian
V Unitary transformation
~ω, ε Level splittings
~∆ Qubit tunneling energy

U Internal energy
W , Q Work output, heat input
η Efficiency, coefficient of performance
S Entropy
T, β Temperature, inverse temperature β= 1/(kBT)
n̄, n̄F Bose-Einstein factor, Fermi-Dirac factor

T̄ Cycle time
L̂, D̂ Lindblad generator, Lindblad dissipator
γµ, Vµ Coupling rate, Lindblad jump operator
τE, τS, τ̄, τD Time scales, cf. Sec. 2.2

T Jump trajectory
X , x Counting variable, increment
χ Counting field
M , K Moment-generating function, cumulant-generating function
j Average jump rate

Time dependence is denoted by subscripts and time derivatives by dots. Hats
indicate superoperators. The natural logarithm is written as log.

xi



Symbols

xii



1. Introduction

The discovery of the laws of quantum

Figure 1.1. The term open quantum sys-
tem denotes quantum systems that are not
isolated [1]. Rather, they are influenced by
their environment, which exhibits a meso-
or macroscopic amount of degrees of free-
dom. Here, the open quantum system is
schematically depicted as a Bloch sphere
embedded in a thermal environment.

physics in the early 20th century was one
of the greatest scientific achievements of
our time. Without it, modern life and tech-
nology as we know it would be inconceiv-
able. The development of computers and
smart devices relies on the knowledge of
the electronic band structures in semicon-
ductors. An increasing understanding of
nanoscale biological processes as well as
the application of new imaging and radi-
ologic techniques has expanded the pos-
sibilities of medicine. And instant global
communication has become possible due
to lasers sending coherent light pulses
through optical fibers around the world.

This development is continuing to have
a great impact on technology today. A
new discipline, quantum information technology, has emerged [2], promising the
development of quantum-enhanced cryptographic tools and computers, which
perform fundamentally better than their conventional counterparts [3]. The
implementation of quantum devices however raises difficult technological chal-
lenges, ranging from the problem of decoherence [4] to the demand for effective
thermal management on the nanoscale [5]. Decoherence stands for the univer-
sal tendency of quantum devices to quickly lose their coherence, that is, their
“quantumness”, when in contact with the macroscopic world. This phenomenon
is the result of the incoherent, random interaction of a quantum system with its
environment, which can never be completely avoided. It is therefore crucial to
understand the behavior of open quantum systems quantitatively in theoretical
models, see Fig. 1.1.

The theory of open quantum systems has been the subject of intensive research
since the 1970s [6]. Initially, this research focused on describing their dynamics
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in the Markovian regime, where system and environment are clearly separated
entities and the back-action of the system on the environment is negligible. In
the last decade, studies have started to explore new lines of research, including
the investigation of the thermodynamics of the system-reservoir interaction
in the Markovian regime [7–9] and beyond [9–11]. This research aims to un-
derstand how coherence affects the laws of thermodynamics on the smallest
scales, and thus shed light on fundamental problems in quantum mechanics and
quantum information theory.

Thermal machines, such as heat pumps,

Figure 1.2. Basic setup of a quantum heat
engine. The open quantum system, here
depicted as a Bloch sphere, plays the role of
the working substance of the engine. A hot
thermal reservoir provides the heat Qin and
the waste heat Qout is deposited into a cold
reservoir. External driving manipulates the
working substance, thereby extracting the
work W =Qin −Qout.

heat engines or refrigerators, are central
objects of study in both classical and quan-
tum thermodynamics [9, 12]. A heat en-
gine, for example, takes advantage of a
thermal gradient in its environment in or-
der to convert thermal energy into useful
work, see Fig. 1.2. While, traditionally,
heat engines are machines as large as the
steam engines of the industrial revolution,
these devices have recently been minia-
turized by many orders of magnitude and
can now be implemented in the lab using
superconducting qubits [13], single atoms
[14] or single spins [15] as their work-
ing substance. The goal of this process
is not only to improve our understanding
of quantum thermodynamics, but also to
guide the development of efficient cooling

solutions for technological applications [5, 16].
Due to the advantages of quantum over classical computers, it is natural

to wonder whether coherently working thermal machines might exhibit simi-
lar advantages over their macroscopic relatives. Initially, this discussion was
sparked by the observation that the Carnot bound, which is a universal upper
limit on the efficiency of heat engines in classical thermodynamics, could be
overcome by exploiting coherence in the thermal reservoirs [17]. This analysis
did however not take the cost of preparing the non-thermal reservoir state into
account [18, 19]; in fact, quantum heat engines with thermal reservoirs can not
work at efficiencies larger than the Carnot efficiency [20–22]. Breaking Carnot’s
law is not even possible for devices based on Maxwell’s demons as long as the
energy required to record the demon’s information is factored in [23, 24].

Moving thus from the discussion of efficiency on to other thermodynamic per-
formance indicators, coherence effects have been found sometimes advantageous
[25–31] and sometimes detrimental [32–38] for the operation of thermal ma-
chines, depending on the specific application. These apparently contradictory
results stem from the difficulty of clearly pointing out and quantifying quan-
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tum effects in physical systems [39]. Typically, it is not possible to uniquely
assign a classical counterpart to a quantum heat engine in order to compare
their performance. The aim of this dissertation is therefore to investigate the
impact of coherence on the performance of thermal machines in scenarios where
performance gains and losses can be clearly distinguished. We approach this
topic on three different levels, which correspond to the three main chapters of
the overview.

In Chapter 2, we study the mathematical foundations of periodically operating
open quantum systems. We first set up the adiabatic Lindblad framework for
describing the dynamics of slowly driven, Markovian open quantum systems in
the weak-coupling regime. The example of a damped qubit illustrates the avail-
able control operations and demonstrates the relaxation process in which the
qubit decoheres and thermalizes with its environment. In Sec. 2.4, we proceed
to discuss the relaxation process of periodically driven systems. We summa-
rize Publication I, in which a sufficient condition for the complete relaxation of
reciprocating devices is derived.

Chapter 3 is devoted to the general study of the statistics of quantum trans-
port processes, such as the energy transport between system and reservoirs in
thermal machines. The energy is transferred stochastically in discrete amounts,
corresponding to quantum jumps of the system. Here, we introduce the formal-
ism of quantum jump trajectories in order to derive the full counting statistics
of quantum jumps and of transport quantities. Following Publication II and
Publication III, we then apply the theory to concrete examples, which provide
physical insight into transport phenomena and the impact of quantum effects.

In Chapter 4, we establish the framework of quantum thermodynamics in
the weak-coupling regime and investigate the performance of quantum thermal
machines. We discuss the results of the following three publications. First, in
Publication IV, we extend bounds from the realm of classical non-equilibrium
thermodynamics to the quantum regime in order to study how the strictness
of the bounds increases with the system coherence. Second, in Publication
V, we study a class of quantum heat engines without classical analoga and
derive a surprisingly strong condition on the required complexity of the working
substance. Third, in Publication VI, we examine a quantum microcooler, a
concrete example of a quantum thermal machine, and compare the optimal
operation protocols for this system as a function of the coherence.

Finally, we conclude and discuss future perspectives in Chapter 5.
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2. Open Quantum Systems

2.1 Setup

In this chapter, we discuss the general theory of open quantum systems. Our
total setup, the “universe”, consists of a small quantum system and its large
environment [1]. Later on, the small system will play the role of the working
fluid of a thermal machine, and the environment that of one or several thermal
reservoirs.

The quantum state of the universe is represented by a time-dependent state
operator ρtot

t on the total Hilbert space

Htot =H ⊗Henv, (2.1)

which consists of the system Hilbert space H and the environment Hilbert space
Henv. Due to the large number of degrees of freedom in the environment, its
state is typically not experimentally accessible. Hence, we focus on the small
system, whose state ρt can be obtained by applying a partial trace over the
environment,

ρt = trenvρ
tot
t . (2.2)

The effects of the environment will thus only be visible to the extent that they
affect the time evolution of the system state.

The state of the universe evolves unitarily according to the von Neumann
equation

.
ρtot

t = 1
i~

[Htot
t ,ρtot

t ], (2.3)

where the total Hamiltonian Htot
t has the form

Htot
t = Ht ⊗1+Hint

t +1⊗Henv. (2.4)

Here, Ht, Hint
t and Henv are the system, the interaction and the environment

Hamiltonian. We allow Ht to depend on time in order to model time-dependent
external driving, for example in the form of external magnetic fields that are
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applied to the setup. Also the interaction term Hint
t may depend on time, describ-

ing reservoirs that can be dynamically coupled and decoupled from the working
system.

Given concrete expressions for the Hamiltonians, the equation of motion of
the system state can be derived from the von Neumann equation. Assuming
that system and reservoir are prepared in an uncorrelated state at the initial
time t0 = 0, this procedure generally leads to time evolution equations of the
form [40, 41]

.
ρt =

∫ t

0
K̂ t,τρτ dτ. (2.5)

Here, the memory kernel K̂ t,τ is a superoperator acting on the system state.
Note that we denote superoperators with hats throughout. Equation (2.5) shows
that the evolution of the system state generally depends on its entire history;
it is non-Markovian. In order to treat the non-Markovian dynamics exactly,
it is typically assumed that the environment consists only of non-interacting
Gaussian modes [42]. Then, a number of theoretical methods can be applied
to the problem, including the framework of non-equilibrium Green’s functions
[43], the reaction coordinate framework [44, 45], and techniques based on the
Feynman-Vernon influence functional representation [46–50].

These methods are valuable tools for the implementation of numerical simula-
tions of non-Markovian open system dynamics. However, the system-environ-
ment interaction is very complex in general and strong correlations can make
the distinction between system and environment fuzzy. To obtain a deeper, ana-
lytical understanding, we here follow a different approach and assume that the
time evolution is Markovian. In practice, this assumption is often well justified;
Markovian master equations play an important role for applications in most
areas of modern quantum physics [51].

2.2 Markovian Open Quantum Systems

The dynamics of an open quantum system is called Markovian if it is memoryless,
i.e., if the behavior of the system state does not depend on the history of its
time evolution. This notion can be formalized in terms of the following three
requirements [52]. First, the evolution from any initial time t1 to a later time
t2 ≥ t1 can be described in terms of a propagator Ût2,t1 such that ρt2 = Ût2,t1 ρt1 .
The propagators are convex linear maps on the space of Hermitian, positive
operators with unit trace. Second, the propagators satisfy Ût,t = 1̂, and the
composition property

Ût3,t2 Ût2,t1 = Ût3,t1 (2.6)

holds for all times t1 ≤ t2 ≤ t3. Third, the propagators are required to be com-
pletely positive. In other words, Ût2,t1 ⊗ 1̂N must be a positive linear map, where
the dimension N of the identity superoperator is arbitrary. These requirements

6
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are satisfied if and only if the system state obeys the master equation [52–54]

.
ρt = L̂ tρt (2.7)

with a generator L̂ t of the form

L̂ t • = 1
i~

[Ht,•] +
∑

µ
γ
µ
t

(
Vµ

t •Vµ†
t − 1

2

{
Vµ†

t Vµ
t ,•
})

. (2.8)

Here, Ht is a Hermitian operator, which is typically identified with the system
Hamiltonian defined in Eq. (2.4). The sum enumerates dissipation channels
with corresponding coupling rates γµt ≥ 0 and Lindblad operators Vµ

t , and {•,•}
is the anti-commutator.

Equation (2.7) is called the (time-inhomogeneous) Lindblad master equation
[1, 51]. It is a generalization of the original Lindblad equation

.
ρt = L̂ρt, (2.9)

which was derived by Gorini, Kossakowski, Sudarshan and Lindblad in 1976
[55, 56] for time-homogeneous Markovian systems with Ût2,t1 = Ût2−t1 . The
generalized equation with time-dependent Lindblad generator allows for time-
dependent reservoir couplings and external driving.

The derivation of Markovian master equations from the microscopic theory
introduced in Sec. 2.1 generally requires a clear separation of time scales. The
central assumption is that, after a perturbation, system-environment correla-
tions decay and the state of the environment returns quickly to an equilibrium
state. It is therefore unable to retain information on the history of the system
evolution. Specifically, the time scale τE of the environmental reset is assumed
to be short compared with τ̄, the time scale of the environment-induced dynamics
of the system [52],

τE ¿ τ̄. (2.10)

In terms of the microscopic model, the time scale τ̄ is given by τ̄= ~E−1
int, where

Eint is the scale of the interaction term Hint. In other words, it is the time scale
on which the system state changes in the interaction picture with respect to the
system Hamiltonian.

For time-inhomogeneous setups, the Markov assumption (2.10) is generally
not yet sufficient to guarantee the validity of a Lindblad equation; additional
assumptions have to be made. In this thesis, we focus on the adiabatic weak-
coupling framework [37, 57, 58], which relies on the assumptions of weak cou-
pling, Eint ¿ ~τ−1

S , and slow driving, τD À τE,τS. Here, τS is the time scale
of the unperturbed system dynamics and τD the time scale of the external
driving. That is, τD is the shortest time scale on which the total Hamiltonian
and the equilibrium state of the environment vary. These assumptions can be
summarized in the form of the time scale hierarchy

τE, τS ¿ τ̄, τD . (2.11)
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We note that other time scale hierarchies can also lead to Lindblad equations.
For example, the limit τE ¿ τ̄,τS corresponds to quantum Brownian motion
[1] and the regime of fast driving can be treated using the Floquet-Lindblad
formalism [59]. Because the thermodynamic interpretation of these Lindblad
equations varies from regime to regime, we choose to focus on the adiabatic
weak-coupling regime only.

Since the environment in our setup corresponds to a thermal reservoir, the
equilibrium state of the environment is the canonical state

ρ
env,eq
t = 1

Zenv
t

exp[−βtHenv], (2.12)

where βt = 1/(kBTt) is the inverse temperature and Zenv
t = trexp[−βtHenv] the

partition function. Recall that the temperature Tt of the environment changes
on the time scale Tt/

.
Tt ∼ τD , which is much longer than its reset time τE. In

the adiabatic weak-coupling framework, the Lindblad generator then satisfies
the following two conditions, which are together called the (quantum) detailed
balance condition [6, 60]. First, the Lindblad operators are raising or lowering
operators with respect to the instantaneous system Hamiltonian,

[Ht,V
µ
t ]= εµt Vµ

t , (2.13)

where εµt is the change of the system energy induced by the jump operator Vµ
t .

Second, the Lindblad operators come in pairs of raising and lowering operators.
For every dissipation channel with Lindblad operator Vµ

t , there is thus another
dissipation channel with the adjoint Lindblad operator Vµ†

t . The corresponding
rate γµ†

t satisfies
γ
µ†
t = exp[βtε

µ
t ]γµt , (2.14)

i.e., the coupling rate of the excitation channel is suppressed with respect to the
coupling rate of the emission channel by the Boltzmann factor.

For systems that are simultaneously coupled to multiple thermal reservoirs,
the Lindblad generator has the form

L̂ t • = 1
i~

[Ht,•] +
∑

m
D̂m

t •, (2.15)

where the index m runs over the reservoirs. Each dissipation superoperator D̂m
t

consists of a sum of dissipation channels like in Eq. (2.8), which satisfy detailed
balance with respect to the inverse temperatures βm

t of the respective reservoirs.
As an immediate consequence of the detailed balance condition, we find [60]

D̂m
t ρ

eq
t [βm

t ]= 0, (2.16)

where
ρ

eq
t [β]= 1

Zt[β]
exp[−βHt] (2.17)

is the instantaneous canonical state of the system corresponding to the in-
verse temperature β and Zt[β]= trexp[−βHt] the partition function. In a time-
homogeneous system coupled to a single reservoir, the thermal equilibrium state
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Figure 2.1. Each panel contains the schematic representation of an elementary control operation
for a damped qubit. The thick horizontal lines symbolize the two energy eigenstates. (a), (b) The
qubit thermalizes with a hot or cold thermal reservoir. (c) The level splitting of the qubit is
reduced while the reservoir is decoupled. (d) The populations of the two states are swapped by
applying a π pulse.

ρeq[β] is therefore a steady state. In a setup with multiple reservoirs, steady
states generally do not have the form (2.17); instead, they are non-equilibrium
steady states, which are harder to characterize.

2.3 Controlling a Qubit

We now illustrate the concepts introduced above on the basis of a simple example,
the damped qubit. Qubits are quantum systems with two states |+〉 and |−〉
and can be realized experimentally for example using superconducting circuits
[13, 61] or nuclear spins [62]. The Hamiltonian of a qubit can generally be
written in the form

Ht = ~ωt

2
Vtσz V †

t , (2.18)

where ~ωt is the level splitting, Vt the unitary transformation diagonalizing Ht,
and σz = |+〉〈+|− |−〉〈−| the Pauli matrix. When the qubit is in contact with a
thermal reservoir at the inverse temperature βt, its state evolves according to
the Lindblad equation [1]

.
ρt = 1

i~
[Ht,ρt] +γt(n̄t +1)

(
σ
↓
tρtσ

↑
t −

1
2

{
σ
↑
tσ

↓
t ,ρt

})

+γtn̄t

(
σ
↑
tρtσ

↓
t −

1
2

{
σ
↓
tσ

↑
t ,ρt

})
. (2.19)

Here, σ↑
t =Vt |+〉〈−|V †

t and σ
↓
t =Vt |−〉〈+|V †

t are the instantaneous raising and
lowering operators, γt is the characteristic rate of reservoir-induced excitations
and emissions, and n̄t = (exp[~ωtβt]−1)−1 is the Bose-Einstein factor.

Even though this master equation describes only a single qubit, the resulting
dynamics can be very complex. In order to gain intuition for its behavior, it
is, however, often enough to understand a small number of elementary control
operations, shown in Fig. 2.1. More complex protocols are obtained by combining
multiple elementary operations. In the rest of this section, we discuss these
elementary operations in detail.

Thermalization. In a thermalization stroke, depicted in Figs. 2.1(a) and 2.1(b),
the system thermalizes with a reservoir at a constant temperature T. During
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this operation, no other driving is applied to the system. The Hamiltonian H, the
coupling rate γ and the Bose-Einstein factor n̄ are therefore constant throughout
the stroke.

To determine the time evolution of the state operator, we work in the eigenbasis
of the Hamiltonian, i.e., V =1. It is convenient to parametrize ρt in terms of the
Bloch vector [1],

ρt = 1
2

(
1+ zt xt − iyt

xt + iyt 1− zt

)
. (2.20)

Here, xt, yt and zt are the components of the Bloch vector. Using the Lindblad
equation (2.19), we derive the Bloch equations [1]

.xt =−γ
2

(1+2n̄) xt −ωt yt,

.yt =−γ
2

(1+2n̄) yt +ωt xt and
.zt =−γ (1+2n̄) zt −γ. (2.21)

The coherences xt and yt oscillate while decaying exponentially with the rate
γ(1+2n̄)/2. The z-component of the Bloch vector, which describes the populations,
approaches the equilibrium value zeq =−(1+2n̄)−1 at long times. The state of
the system at long times is thus independent of the initial conditions.

Classical Driving. In a classical driving stroke, depicted in Fig. 2.1(c), the
level splitting ~ωt of the qubit is changed. Throughout the stroke, the system is
decoupled from the reservoir and the eigenvectors of the Hamiltonian remain
constant.

The populations of the state operator stay constant during this operation, since

〈n| .
ρt|n〉 = 1

i~
〈n|[Ht,ρt]|n〉 = 0, (2.22)

where |n〉 denotes an eigenvector of the Hamiltonian. Further, since [Ht,
.
ρt]= 0,

a diagonal state operator remains diagonal. If a control protocol only consists
of thermalization and classical driving strokes, the state at long times will
therefore always be diagonal.

Coherent driving. In a coherent driving stroke, the system is decoupled from
the reservoir and the level splitting remains constant [63]. This type of driving
can create coherence in the system.

Consider for example the resonant Rabi Hamiltonian

Ht = ~ω
2

eiX tσz e−iX t with X = 1
2

(
Ωσx −ωσz

)
. (2.23)

Here, Ω is the Rabi frequency and σx = |+〉〈−|+ |−〉〈+|. Applied to the initial
state ρ0 = |−〉〈−|, the time evolution generates coherent oscillations between the
ground state and the excited state,

〈+t|ρt|+t〉 = sin[Ωt/2]2 and
∣∣〈+t|ρt|−t〉

∣∣2 = sin[Ωt]2/4, (2.24)

10



Open Quantum Systems

where |±t〉 = eiX t|±〉 are the time-dependent energy eigenstates.
Applying this control operation for the duration πΩ−1 swaps the populations

of the two states. This operation thus corresponds to the application of a π pulse,
depicted in Fig. 2.1(d).

2.4 Relaxation to Equilibrium

In our analysis of the thermalization of a damped qubit, we found that the
system is relaxing, i.e., that its long-time behavior becomes independent of the
initial conditions. Relaxation is a typical feature of Lindblad master equations.
In this section, we discuss the mathematical properties of the generator L̂ t that
lead to this behavior.

To this end, we first review the situa-

Figure 2.2. Illustration of Spohn’s theo-
rem. The diagram represents the thermal-
ization process of a 5-level quantum sys-
tem. Each shaded area in the diagram
represents a pair of dissipation channels,
which enable transitions between the two
connected states. The system dynamics is
thus given by a time-homogeneous Lind-
blad equation with eight Lindblad opera-
tors; they are |1〉〈3|, |2〉〈3|, |2〉〈5|, |3〉〈4| and
their adjoints. Since all states in the dia-
gram are connected, the system is relaxing.

tion for open quantum systems described
by time-homogeneous Lindblad equations.
Here, the relaxation behavior of the sys-
tem is mathematically characterized by
an algebraic condition which was formu-
lated by Spohn in 1977 [64]. Spohn’s the-
orem states that the system is relaxing if
the linear span V of the set of Lindblad op-
erators is self-adjoint and irreducible. In
this context, self-adjoint means that V † is
an element of V for each V ∈ V , and irre-
ducible means that any operator commut-
ing with all of V must be a multiple of the
identity. Intuitively, the condition of irre-
ducibility requires the dissipative terms
of the Lindblad equation to “connect” all
states of the system, see Fig. 2.2. The
self-adjointness condition excludes patho-
logical situations arising at zero temper-
ature.

Spohn’s theorem applies to any Lindblad equation of the form (2.9). We now
present a short, instructive proof of the theorem for the special case of an open
quantum system coupled to a single thermal reservoir. In this situation, we
expect that the canonical equilibrium state ρeq[β] is the unique steady state of
the system. To prove this fact, we introduce the norm [6]

‖ρ‖2
β = tr

[
exp[βH]ρ†ρ

]
(2.25)

and calculate the derivative

∂t‖ρt‖2
β =−2

∑
µ
γµ
∥∥ [Vµ, exp[βH]ρt]

∥∥2
β
. (2.26)
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Figure 2.3. Control protocol of the cyclic 3-level maser. The three panels correspond to the three
strokes, which are applied periodically. In the first stroke, the states |1〉 and |3〉 thermalize at a
high temperature Th. In the second stroke, the populations of states |2〉 and |3〉 are swapped by a
π pulse. In the third stroke, the states |1〉 and |2〉 thermalize at a low temperature Tc. The yellow
circles illustrate the populations of the corresponding states at the beginning of each stroke in
the limit cycle. The populations are shown in the limit of large thermalization times, large hot
temperature Th and small cold temperature Tc.

This norm is therefore strictly decreasing at all times, except if the operator
exp[βH]ρt commutes with all Lindblad operators, that is, if ρt = ρeq[β]. The
norm is therefore a Lyapunov function proving the convergence of any initial
state to the thermal equilibrium state.

In Publication I, we extend Spohn’s result to periodically driven open quantum
systems, where the Lindblad generator satisfies L̂ t+T̄ = L̂ t and T̄ is the cycle
time of the driving. In the study of periodically driven open systems, it is
common to assume that they are relaxing and that their state at long times is
given by a limit cycle ρcyc

t with

ρ
cyc
t+T̄ = ρcyc

t ; (2.27)

some examples can be found in Refs. [65–69]. We put this assumption on solid
footing by showing that relaxation is certain if the generator L̂ t satisfies Spohn’s
conditions during an arbitrarily short (but finite) fraction of the cycle time. We
note that this result has implications for the design of dissipative discrete time
crystals [70, 71], see Publication I for details.

The proof of our theorem proceeds in three steps, which we summarize here.
First, we observe that that the convergence to the limit cycle can be more easily
treated in the Heisenberg picture, where the system state remains constant
and the observables X carry the time dependence. The time evolution of the
observables ensures that the Heisenberg picture expectation values tr

[
ρ0X t

]

agree with the Schrödinger picture expression tr
[
ρtX

]
. Hence, in the Heisenberg

picture, relaxation translates to the condition that any observable X t becomes
proportional to the identity at long times. Second, we define a Lyapunov function
that is strictly decreasing whenever Spohn’s condition is satisfied, except if X t

is a multiple of the identity. The existence of this Lyapunov function proves
that the system is relaxing. Third, a short calculation shows that the unique
long-time limit cycle indeed satisfies the condition (2.27), completing our proof.

To conclude this section, we shortly discuss possible extensions of our result.
It is instructive to study the cyclic 3-level maser as an example [30, 72, 73].
The 3-level maser is a 3-state quantum system, which is operated with the
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Figure 2.4. Cyclic 4-stroke protocol that does not have a unique limit cycle. The first three
strokes of this protocol are identical to those of the 3-level maser shown in Fig. 2.3. In the fourth
stroke, the populations of states |2〉 and |3〉 are swapped again. The ratio between the populations
marked in yellow and the population marked in blue never changes, the limit cycle is therefore
not unique. Figure adapted from Publication I.

control protocol shown in Fig. 2.3. Assuming that the thermalization steps are
sufficiently long and the respective states thermalize completely in each step,
the populations pn

t = 〈n|ρt|n〉 of the levels change as follows over one driving
period:

p1
T̄ = p1

0 + p3
0

1+exp[−βcε21]
, p2

T̄ = p1
0 + p3

0
1+exp[+βcε21]

and p3
T̄ = p2

0. (2.28)

Here, pn
0 (pn

T̄ ) are the populations at the beginning (end) of the driving period, βc

the inverse temperature of the cold reservoir and ε21 the level splitting between
the states |1〉 and |2〉. Even though the system does not satisfy Spohn’s conditions
at any time, we find that the map (2.28) has a unique fixed point. Repeated
application brings the system to a unique limit cycle with populations

p1,cyc
0 = exp[βcε21]

2+exp[βcε21]
and p2,cyc

0 = p3,cyc
0 = 1

2+exp[βcε21]
. (2.29)

We might thus conjecture that it is sufficient for the dissipative terms to connect
all states of the system over the course of one period, not necessarily at the same
time. However, this conjecture is false: Fig. 2.4 shows that a slight modification
of the maser protocol leads to a system that is not relaxing. The formulation
of a generalized relaxation criterion encompassing the cyclic 3-level maser
thus requires further research. Such a criterion will have to take the unitary
dynamics into account, which does not play any role in Spohn’s condition.

2.5 The Semi-Classical Regime

A Lindblad equation with a Hamiltonian that commutes with itself at different
times, i.e.,

[Ht1 ,Ht2]= 0 (2.30)

for any two times t1 and t2, is referred to as semi-classical. In terms of the control
operations introduced in Sec. 2.3, this condition corresponds to the exclusion of
coherent driving. We introduce the projection superoperator

Π̂• =
∑

n
|n 〉〈n| • |n 〉〈n|, (2.31)
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which sets the off-diagonal elements of the state operator to zero. Here, the
basis |n〉 diagonalizes the Hamiltonian at all times, and we assume for simplicity
that the spectrum of the Hamiltonian is non-degenerate. Using the detailed
balance condition (2.13), we find that the superoperators Π̂ and L̂ t commute. If
a semi-classical system has a unique limit cycle, it must therefore be diagonal,
[Ht,ρ

cyc
t ]= 0.

The long-time dynamics of the system state then reduces to the dynamics of
its populations, which form a probability vector with entries pn

t = 〈n|ρt|n〉. This
vector follows the classical master equation

.pn
t =
∑

m
Rnm

t pm
t , (2.32)

where Rt is a rate matrix with
∑

n Rnm
t = 0 for all columns m. For m 6= n, the

entry Rnm
t is the jump rate from the state m into the state n. The detailed

balance property of the Lindblad equation translates to the condition

Rnm
t /Rmn

t = exp
[
βt ε

mn
t
]
, (2.33)

on the jump rates, where εmn
t is the energy released into the environment in a

jump from m to n.
Equations of the form (2.32) are widely used in the study of classical non-

equilibrium physics. They provide models for systems that can be effectively
described in terms of a set of classical macrostates, like for example in bio-
physical processes [74] or in electronic nanostructures in the Coulomb blockade
regime [75]. The transition probabilities of these models can only depend on the
current macrostate and not on the history of the time evolution; the dynamics
thus describes a continuous Markov process. This framework also includes
diffusion processes, since the spatial discretization of Fokker-Planck equations
leads to classical master equations.

We note that any classical master equation can be mapped to the population
dynamics of a semi-classical Lindblad equation. Our results in Publication I
therefore apply to classical master equations as well.
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3.1 Quantum Jumps

The eponymous difference between quantum and classical physics is that quan-
tum observables are often restricted to a discrete set of possible values; they are
quantized. This phenomenon also occurs in the interaction of an open quantum
system with its environment: rather than exchanging heat continuously with
the reservoir, the system emits and absorbs quantized packets of energy, often
in the form of photons or phonons. These emission and absorption events are
accompanied by quantum jumps, abrupt changes of the system state.

In 2013, Pekola et al. proposed a method to experimentally detect single
quantum jumps in setups based on superconducting circuits [76, 77]. In their
approach, the reservoir is itself a mesoscopic object that is embedded in a
macroscopic substrate, see Fig. 3.1(a). This configuration allows the reservoir to
play a two-fold role. On the one hand, since it has up to ten orders of magnitude
more degrees of freedom, it acts as a practically infinite thermal environment for
the small system [78]. After a perturbation, it quickly returns to the equilibrium
state with the substrate temperature T due to interactions with the substrate
phonons. Since the characteristic time scale of this equilibration process is
τE ∼ 102 ns and typical relaxation times of superconducting qubits are on the
order of τ̄∼ 105 ns, the Markov condition (2.10) is satisfied [79, 80]. On the other
hand, the reservoir has a finite heat capacity C and can therefore function as
a calorimeter. After the absorption of a photon with energy ~ω, the reservoir
temporarily reaches a thermal distribution corresponding to the temperature
T∗ = T +~ω /C. This internal thermalization takes place within nanoseconds
and can thus in principle be detected before the reservoir equilibrates with the
substrate again [79, 80], see Fig. 3.1(b). As the precision of modern thermometers
is coming close to the required accuracy, this detection scheme might soon be
realized in the lab [81–83].

Since absorption and emission events can be clearly distinguished in the time
traces T∗

t , see Fig. 3.1(b), it becomes possible to implement bidirectional photon
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(a) (b)

Figure 3.1. Detection of quantum jumps. (a) The setup consists of an open quantum system and a
mesoscopic reservoir embedded in a substrate (gray). The temperature T of the substrate changes
only slowly (time scale τD ) and can be viewed as constant for the purpose of this discussion.
The fluctuating temperature T∗

t of the reservoir is monitored accurately. (b) The plot shows five
idealized examples of time traces T∗

t . An upward spike indicates the absorption of a photon in
the reservoir at the respective time. The height of the spike corresponds to the energy carried
by the photon. Similarly, downward spikes correspond to emitted photons. After each event, T∗

t
quickly returns to the background temperature T. Figure (b) adapted from Publication IV.

counting. The ability to observe single quantum jumps thus opens the door for
the investigation of new types of statistical properties of quantum transport
processes. As we will discuss in Chapter 4, the framework also enables us to
analyze thermodynamic quantities and their fluctuations [9, 84–86].

In order to describe the statistics of quantum jumps quantitatively, we now
express the dynamics of the Lindblad equation as an average of quantum jump
trajectories, weighted with their probabilities. This procedure, called the unrav-
eling of the Lindblad master equation, is comparable to the path integral formu-
lation of classical stochastic dynamics, where a diffusive process is expressed as
an average over stochastic trajectories following Langevin dynamics [87]. Like a
trajectory in stochastic dynamics, a quantum jump trajectory corresponds to a
single realization of the experiment. It describes the time evolution of a pure
state |ψτ 〉〈ψτ|, which is continuous and deterministic except for a number of
quantum jumps [1, 88]. Along the continuous parts of the trajectory, the state
follows the von Neumann equation

∂τ|ψτ 〉〈ψτ| = 1
i~

(
Heff
τ −〈Heff

τ

〉) |ψτ 〉〈ψτ|− 1
i~

|ψτ 〉〈ψτ|
(

Heff
τ −〈Heff

τ

〉)†
, (3.1)

where 〈•〉 = 〈ψτ| • |ψτ〉 signifies the expectation value and

Heff
τ = Hτ−

i~
2

∑
µ
γ
µ
τ Vµ†

τ Vµ
τ (3.2)

is the effective, non-Hermitian Hamiltonian. These continuous trajectories
are interrupted by stochastic quantum jumps, each associated with a specific
dissipation channel of the Lindblad generator. The probability for the channel µ
to induce a jump during the infinitesimal time interval [τ,τ+dτ] is given by

dPµ
τ = γµτ

〈
Vµ†
τ Vµ

τ

〉
dτ, (3.3)
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and the state of the system after the jump is

Vµ
τ |ψτ 〉〈ψτ|Vµ†

τ

/ 〈
Vµ†
τ Vµ

τ

〉
. (3.4)

A jump trajectory T is fully specified by its initial state |ψ0 〉〈ψ0|, the times tk

of the jumps and the corresponding channels µk. For a fixed initial state, the
probability P of a jump trajectory is given by the product of the jump probabilities
(3.3) and the probability of no jumps occurring at any other time, i.e.,

P[T|ψ0]= exp
[
−
∫ t

0

(∑
µ

dPµ
τ

dτ

)
dτ
]∏N

k=1

dPµ
tk

dtk
. (3.5)

Here, t is the total duration of the process and N is the number of jumps on the
trajectory T. The probabilities dPµ

τ are evaluated along the trajectory and dPµ
tk

is evaluated in the state before the jump.
In order to reconstruct the time evolution of the state operator from the

quantum jump trajectories, we assume that the system is initially in the mixed
state

ρ0 =
∑

n
rn

0 |ψn
0 〉〈ψn

0 |. (3.6)

The state at the time t can then be obtained from the weighted average of the
final states of the trajectories,

ρt =
∑

n
rn

0

∫ t

0
dTP[T|ψn

0 ] |ψt[T]〉〈ψt[T]|. (3.7)

Here, the path integral
∫ t

0 dT sums over all trajectories and is formally defined
as ∫ t

0
dT=

∑∞
N=0

∫ t

0
dt1
∑

µ1

∫ t

t1

dt2
∑

µ2
· · ·
∫ t

tN−1

dtN
∑

µN
. (3.8)

Using Eq. (3.5), it can be verified that the expression (3.7) satisfies the original
Lindblad equation.

3.2 Statistics of Counting Variables

Given a quantum jump trajectory, i.e., a record of jump times tk and correspond-
ing channels µk, it is natural to identify the net amount of energy transferred
from the environment to the system as

Q[T]=
∑N

k=1
ε
µk
tk

. (3.9)

The random variable Q thus counts the amount of transferred energy by sum-
ming up the photon energies of the individual jump events. In general, we refer
to a random variable X as a counting variable if X increases or decreases at
every jump event by a prescribed increment xµt .

In the following, we determine the full counting statistics of X , that is, its
distribution over many realizations of the experiment, each corresponding to
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a different quantum jump record. To this end, we modify the quantum jump
trajectories, adding a phase that keeps track of the accumulated counter along
the trajectory. On the continuous parts of the trajectory, this phase remains con-
stant. The jump prescription (3.4) is modified so that the phase is incremented
by χxµτ at a jump,

eiχXτ |ψτ 〉〈ψτ| → eiχ(Xτ+xµτ ) Vµ
τ |ψτ 〉〈ψτ|Vµ†

τ

/ 〈
Vµ†
τ Vµ

τ

〉
, (3.10)

where χ is an auxiliary variable, the counting field [89–91]. Taking the weighted
average

ρt(χ)=
∑

n
rn

0

∫ t

0
dTP[T|ψn

0 ] eiχX t[T] |ψt[T]〉〈ψt[T]| (3.11)

yields a χ-dependent, non-Hermitian state operator, which follows the modified
Lindblad equation .

ρt(χ)= L̂ t(χ)ρt(χ) with

L̂ t(χ)• = 1
i~

[Ht,•] +
∑

µ
γ
µ
t

(
eiχxµt Vµ

t •Vµ†
t − 1

2

{
Vµ†

t Vµ
t ,•
})

. (3.12)

After solving the modified Lindblad equation, the full counting statistics of X
can be obtained by taking the Fourier transform,

Pt[X ]=
∑

n
rn

0

∫ t

0
dTP[T|ψn

0 ] δ
[
X − X t[T]

]= 1
2π

tr
∫ ∞

−∞
ρt(χ)e−iχX dχ. (3.13)

This distribution is characterized by its moment-generating function

Mt(χ)=
∫ ∞

−∞
Pt[X ]eiχX dX = trρt(χ) (3.14)

and cumulant-generating function

K t(χ)= logMt(χ), (3.15)

from which all moments and cumulants can be derived,

〈X n〉t =
(−i∂χ

)n
Mt(χ)

∣∣
χ=0 and 〈〈X n〉〉t =

(−i∂χ
)n

K t(χ)
∣∣
χ=0. (3.16)

The first and second cumulant are the mean 〈〈X 〉〉t = 〈X 〉t and the variance
〈〈X2〉〉t = 〈X2〉t −〈X 〉2t of the distribution. In non-critical systems, all cumulants
grow linearly at long times [92, 93]. It is convenient to define the rescaled
cumulant-generating function

K̄ (χ)= lim
t→∞

1
t
K t(χ), (3.17)

which, in time-homogeneous systems, is equal to the eigenvalue of L̂(χ) with the
largest real part [91].

Using the methods introduced here, we now determine the average rate of
quantum jumps. To this end, we consider the variable Nµ which counts the
number of jumps in the dissipation channel µ. In the event of a quantum jump
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in the channel ν, this variable increases by the amount (nµ)νt = δµν. The average
jump rate in channel µ is thus given by

jµt = ∂t〈Nµ〉t =−i∂χ tr
[
∂tρt(χ)

]∣∣∣
χ=0

= γµt tr
[
Vµ

t ρtV
µ†
t

]
. (3.18)

The mean value of any counting variable can be expressed in terms of the jump
rates jµt as follows:

〈X 〉t =
∫ t

0
∂τ〈X 〉τ dτ=

∫ t

0

(∑
µ

xµτ jµτ
)

dτ. (3.19)

3.3 Full Counting Statistics of the Quantum Harmonic Oscillator

Next to the damped qubit introduced in Sec. 2.3, the damped quantum harmonic
oscillator is possibly the most important model of an open quantum system [1].
Its state operator follows the Lindblad equation

.
ρt =−iω [a†a,ρt] +γ (n̄+1)

(
aρta† − 1

2

{
a†a,ρt

})

+γn̄
(

a†ρta− 1
2

{
aa†,ρt

})
, (3.20)

where a and a† are the ladder operators of the harmonic oscillator and ~ω its
level splitting. Further, γ is the characteristic rate of photon emissions and
absorptions and n̄ = (exp[~ωβ]−1)−1 the Bose-Einstein factor, i.e., the mean
number of excitations in the system in equilibrium. Equation (3.20) describes,
for example, the damping of a light mode in a microwave cavity due to the
interaction with modes outside the cavity. The microwave photons that are
exchanged in this interaction can be detected, e.g., using the scheme introduced
in Sec. 3.1 or using Josephson junctions [94]. In Publication II, we analytically
derive the full counting statistics of these photons and find that this model,
despite its apparent simplicity, is very rich in physics.

In this overview, we focus on the emission statistics of the cavity, which only
considers the outgoing photons and ignores the incoming ones. In order to derive
the moment-generating function, we introduce a counting field in the Lindblad
equation and obtain

.
ρt(χ)=−iω [a†a,ρt(χ)] +γ (n̄+1)

(
eiχ aρt(χ)a† − 1

2

{
a†a,ρt(χ)

})

+γn̄
(

a†ρt(χ)a− 1
2

{
aa†,ρt(χ)

})
. (3.21)

The population dynamics of this equation can be solved analytically, resulting in
the explicit expression

Mt(χ)=G
[
log
(2n̄+1

2n̄
− ξ

2n̄
ξ sinh

[ ξγt
2

]+cosh
[ ξγt

2

]

ξ cosh
[ ξγt

2

]+sinh
[ ξγt

2

]
)] ξeγt/2

ξ cosh
[ ξγt

2

]+sinh
[ ξγt

2

]

(3.22)
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(a) (b)

Figure 3.2. Emission statistics of a microwave cavity. (a) Comparison of the waiting time
distribution of the cavity emission current with that of a Poisson emitter with the same average
emission rate, and with that of a qubit with the same temperature and the same average emission
rate. Note that the waiting time distribution of a Poisson process is an exponential distribution.
(b) Populations of the lowest three energy levels. The system is initially (t < 0) in thermal
equilibrium and a photon is emitted at time t = 0. For times t > 0, the plot shows the conditional
populations assuming that no additional emission event happens. Both figures are adapted from
Publication II. The temperature was chosen so that the mean number of cavity excitations is
n̄ = 1.

for the moment-generating function [PII]. Here, ξ=
√

1−4n̄(1+ n̄)(eiχ−1) and
G is the Laplace transform of the initial populations,

G [q]=
∑∞

n=0
〈n|ρ0|n〉enq. (3.23)

If the system is initially in the thermal equilibrium state ρeq[β], the moment-
generating function simplifies to

Mt(χ)= 2ξeγt/2

2ξ cosh
[ ξγt

2

]+ (1+ξ2) sinh
[ ξγt

2

] . (3.24)

As a first application of this result, we calculate the average emission rate in
equilibrium and find

∂t〈N↓〉t =−i∂t∂χMt(χ)
∣∣
χ=0 = γn̄ (n̄+1), (3.25)

which agrees with the expression j↓t = γ(n̄+1) tr
[
aρeqa†

]
derived in Sec. 3.2.

Here, the index ↓ stands for the emission channel with Lindblad operator V ↓ = a.
As another application of our results, we analyze the waiting time distribution

of the emitted photons, i.e., the probability distribution W [τ] of the times τ

between two subsequent events. Waiting time distributions provide a powerful
tool for the analysis of counting experiments [95–98]; they can be derived from
the moment-generating function using the formula [99, 100]

W [τ]= c∂2
τMτ(χ= i∞), (3.26)

where the constant c is fixed by the normalization condition
∫∞

0 W [τ] dτ = 1.
In Fig. 3.2(a), we compare the waiting time distribution of the cavity emission
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current with that of a Poisson process, i.e., a process where all emission events
are statistically independent. We find that both the probability of short waiting
times and the probability of long waiting times are enhanced in the cavity. The
emitted photons therefore exhibit a bunching effect, where series of multiple
events in rapid succession are separated by long idle times, indicating the
bosonic nature of the cavity. To study this effect further, we used Bayes’ theorem
to calculate how the populations of the cavity change at an emission event. The
results, which are plotted in Fig. 3.2(b), show that the probability of zero photons
immediately decreases and the populations of higher-energy states increase.
This behavior is unintuitive from a classical point of view, but it is required
in order to explain photon bunching. We refer to Publication II for a more
quantitative investigation of this effect and the discussion of further properties
of the cavity photon statistics.

It is instructive to compare our results to the emission statistics of the damped
qubit. To derive its emission statistics, we introduce a counting field in the qubit
master equation, which becomes

.
ρt(χ)= iω [σz,ρt(χ)] +γ (1− n̄F)

(
eiχσ↓ρt(χ)σ↑− 1

2

{
σ↑σ↓,ρt(χ)

})

+γn̄F

(
σ↑ρt(χ)σ↓− 1

2

{
σ↓σ↑,ρt(χ)

})
. (3.27)

We here parametrized the coupling rates in terms of the Fermi-Dirac factor
n̄F = (exp[~ωβ]+1)−1 and rescaled the rate γ by a factor n̄/n̄F compared with
Eq. (2.19). The moment-generating function is derived in a straightforward way;
it is given by

Mt(χ)= 2ξF cosh
[ ξFγt

2

]+ (1+ξ2
F) sinh

[ ξFγt
2

]

2ξF eγt/2 , (3.28)

in thermal equilibrium [101], where ξF =
√

1+4n̄F(1− n̄F)(eiχ−1). The photons
emitted from the qubit exhibit an anti-bunching behavior, which is characteristic
for fermionic systems, see Fig. 3.2(a). We observe that the moment-generating
functions (3.24) and (3.28) are related by the symmetry transformation

Mfermion =
(
Mboson

)−1

n̄→−n̄F
. (3.29)

A similar relation holds for the statistics of ballistic transport of non-interacting
particles between fermionic or bosonic leads [102]. The question whether this
correspondence can be generalized is an interesting opportunity for future
research.

3.4 First Passage Time Distributions

The study of counting variables in stochastic processes is often motivated by
the question how long it will take the counter to hit a certain threshold. This
threshold could, for example, correspond to the win or loss of a game, to the
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(a) (b) (c)

Figure 3.3. Electronic states of a double quantum dot. (a) Scanning electron micrograph of our
setup, which consist of one normal metal (N) and one superconducting (S) metallic island forming
a double quantum dot. The state of the island can be detected with the coupled single-electron
transistors (SETs). A voltage bias Vb is applied to the connected leads. (b) Schematic diagram
of the four charge states of the double quantum dot, where each island can have either 0 or 1
extra electron, and the possible transitions. The net charge transfer is measured by counting
the transitions between the states |•◦〉 and |◦•〉. (c) The time trace of the system state (bottom
panel) is inferred from the current through the single-electron transistors (top panel). All figures
adapted from Publication III.

capture of a Brownian particle in a potential well, or to the bankruptcy of a
financial trader [103]. The length of time from the beginning of the experiment
until a threshold M is reached is a random variable called the first passage time
or first hitting time. Its probability distribution distribution is the first passage
time distribution PM[t].

In Publication III, we study the first pas-
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Figure 3.4. First passage time distribu-
tions of the net transferred charge with
two thresholds M. The dots are directly
derived from the experimental data. The
solid curves correspond to the exact theory
and the dashed curves to the random walk
approximation. Figure adapted from Publi-
cation III.

sage time distribution of charge transport
in an electronic nanostructure both exper-
imentally and theoretically. Our setup,
depicted in Fig. 3.3(a), consists of a double
quantum dot with an applied charge bias
[104]. In the Coulomb-blockade regime,
each dot is either in its ground state |◦〉
or occupied by one extra electron |•〉. The
configuration space of the double quan-
tum dot thus consists of the four charge
states shown in Fig. 3.3(b), which can all
be distinguished in the experiment, see
Fig. 3.3(c). This arrangement makes it
possible to bidirectionally count the trans-
ferred electrons [105]: the total number
of electrons that move from the left to the
right lead corresponds to the number of

transitions from |•◦〉 to |◦•〉, and vice versa. Following Publication III, we focus
on the net amount Nt of transferred charge, which is given by

Nt = #t
(|•◦〉→ |◦•〉)−#t

(|◦•〉→ |•◦〉) (3.30)

(in units of the elementary charge). Here, # denotes the number of transitions.
In Fig. 3.4, we show first passage time distributions of Nt at two different

thresholds M. Due to the applied bias, the distribution with M > 0 is normalized,
i.e.,

∫∞
0 PM[t] dt = 1. The distribution with M < 0 is not normalized since,
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for some realizations, the threshold is never reached. The results in Fig. 3.4
are obtained using three different methods, which are in excellent agreement.
First, we read off the first passage times directly from the experimental data
by counting the transitions between the states |•◦〉 and |◦•〉 in the measured
time traces. Second, we use the experimental data to estimate the average
transition rates between the charge states of the double quantum dot and thus
formulate a model of the system based on a classical master equation. By
introducing a counting field, we obtain the moment-generating function of the
net charge transfer, from which the first passage time distributions can be
derived [106, 107].

The third method is based on approximating the counting process as a random
walk. The inner structure of the Markov process, depicted in Fig. 3.3(b), is thus
discarded. Instead, we assume that the counter Nt can increase by an amount α
with the probability R+ dt at any time, or decrease by the same amount with
probability R− dt. The simplified model has the form of an asymmetric random
walk, which has the rescaled cumulant-generating function [99]

K̄ RW(χ)= R+
(
eiαχ−1

)+R−
(
e−iαχ−1

)
. (3.31)

The three free parameters R± and α are chosen such that the first three rescaled
cumulants Ck = limt→∞ t−1〈〈Nk〉〉t of the random walk agree with those of the
original process. Our approximation thereby goes beyond a Gaussian model,
involving not only the mean and the variance but also the third cumulant.

We approximate PM[t] with the first passage time distribution of the random
walk with threshold

M∗ = ⌈M/α
⌋= ⌈M

√
C1/C3

⌋
, (3.32)

where d•c denotes rounding. It is given by [108]

PM[t]≈P RW
M∗ [t]= |M∗|e−

C1C2
C3

t

t

(C2 +
p

C1C3

C2 −
p

C1C3

)M∗/2
I|M∗|

[C1

√
C2

2 −C1C3

C3
t
]

,

(3.33)
where In[x] is the modified Bessel function of the first kind. The distributions
exhibit the fluctuation relation

PM[t]
P−M[t]

=
(

C2 +
p

C1C3

C2 −
p

C1C3

)M∗

, (3.34)

which we confirmed in the experimental data.
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4. Quantum Thermodynamics

4.1 The Laws of Thermodynamics

The classical theory of thermodynamics describes transformations between equi-
librium states of physical ensembles, which can be characterized by a small
number of macroscopic variables. It is purely based on statistical laws and
does not make assumptions on the underlying microscopic dynamics. While this
theory has been remarkably successful in explaining fundamental thermody-
namic relations, it cannot be used to describe processes that take place far from
equilibrium. To study realistic heat engines with finite power output, it is thus
necessary to identify the basic thermodynamic quantities, including entropy,
internal energy, work and heat, in terms of the microscopic degrees of freedom.

In the following, we introduce the standard framework of quantum thermody-
namics in the weak-coupling regime [7, 20]. Here, the thermodynamic internal
energy of the working system is identified with the expectation value of the
system Hamiltonian,

Ut = tr
[
Htρt

]
. (4.1)

The time derivative of the internal energy can be divided into two contributions,

.
Wt =−tr

[ .
Htρt

]
and

.
Qt = tr

[
Ht

.
ρt
]
. (4.2)

The first term
.

Wt describes the decrease of the system energy due to the external
driving and is therefore identified with the power output of the device. The total
work produced until the time t is Wt =

∫ t
0

.
Wτ dτ. The other term corresponds

to the heat current from the environment into the system. Using the detailed
balance condition, we can rewrite it in the form

.
Qt =

∑
µ
ε
µ
t jµt , (4.3)

showing that the definition here agrees with the ensemble average of the vari-
able Q[T], introduced in Sec. 3.2, which counts the transferred energy on the
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trajectory level. In a multi-reservoir setup, each reservoir provides the separate
contribution .

Qm
t = tr

[
Ht D̂m

t ρt
]

(4.4)

to the total heat current, cf. Eq. (2.15). Together, these relations imply that the
first law of thermodynamics holds,

.
Ut =− .

Wt +
.

Qt =− .
Wt +

∑
m

.
Qm

t . (4.5)

The total entropy production rate consists of contributions from the system
and the environment. The system entropy is identified with the von Neumann
entropy

St =−kB tr
[
ρt logρt

]
(4.6)

and the entropy production in the reservoirs is given by the expression

.
Senv

t =−kB
∑

m
βm

t
.

Qm
t . (4.7)

The total entropy production is therefore

.
Stot

t = .
St +

.
Senv

t =
∑

m

.
Sm,tot

t , where
.

Sm,tot
t = kB tr

[(
D̂m

t ρt
)(

logρeq
t [βm

t ]− logρt
)]

. (4.8)

Using the identity (2.16), it follows from a theorem by Spohn that each contri-
bution

.
Sm,tot

t is non-negative [109]. Hence, the second law of thermodynamics
holds at all times, .

Stot
t ≥ 0, (4.9)

and the adiabatic weak-coupling framework is consistent with the laws of ther-
modynamics.

The total entropy production is a measure for the irreversibility of a process
and thus related to its thermodynamic cost [110]. In order to quantify the origin
of this cost, it is useful to divide the total entropy production into multiple parts,
each of which is non-negative. For example, in Publication IV, we propose to
split the entropy production into one contribution stemming from the quantum
jumps and one stemming from the decay of superpositions,

.
Sm,tot

t = .
Sm,j

t + .
Sm,coh

t . (4.10)

The first contribution is given by

.
Sm,j

t = kB

2

∑(m)

µ

(
jµt − jµ†

t
)

log
[

jµt
/

jµ†
t
]≥ 0, (4.11)

where the sum
∑(m)

µ runs over all dissipation channels associated with the
m-th reservoir. This expression agrees with the standard definition of the
total entropy production rate in Markov jump processes [74]. The remaining.
Sm,coh

t = (
.

Sm,tot
t − .

Sm,j
t ) is separately non-negative and can thus be understood as

a measure for the thermodynamic cost of coherence [PIV].
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Figure 4.1. Control protocol of the quantum Otto engine based on a qubit. The four panels
correspond to the four strokes, explained in the main text, which are applied periodically. The
horizontal lines represent the states of the qubit and their distance represents the level splitting
at the beginning of each stroke. The yellow circles illustrate the populations of the corresponding
states at the beginning of each stroke in the limit cycle. The populations are shown in the limit of
large thermalization times, large hot temperature Th and small cold temperature Tc.

Another way to split the total entropy production into multiple parts has been
put forward by Polkovnikov in form of the diagonal entropy production rate [111]

.
Sm,d

t = kB tr
[(

D̂m
t Π̂tρt

)(
logρeq

t [βm
t ]− logΠ̂tρt

)]≥ 0. (4.12)

Recall that the superoperator Π̂t projects the state ρt to the diagonal in the
instantaneous energy eigenbasis. Both

.
Sm,d

t and its complement (
.

Sm,tot
t − .

Sm,d
t )

are non-negative [36, 112]. In fact, the diagonal entropy production
.

Sm,d
t and the

jump entropy production
.

Sm,j
t are closely related: a straightforward extension of

our argument in Publication IV shows that they form the hierarchy
.

Sm,tot
t ≥ .

Sm,d
t ≥ .

Sm,j
t ≥ 0 (4.13)

and that they are equal if all Lindblad operators are simple jumps. The term
simple jump refers to a Lindblad operator with the form Vµ

t = |nt 〉〈mt|, where
|nt〉 and |mt〉 are instantaneous energy eigenstates.

4.2 Thermal Machines

Thermal machines are devices that convert heat and other forms of energy into
each other. They can be classified into two categories [21, 32, 113]: continuous
devices that operate in a non-equilibrium steady state, like for example ther-
moelectric generators [114, 115], and cyclic or reciprocating devices that are
subject to external time-periodic control [60, 116]. Since coherence can only be
maintained by time-dependent external driving in the adiabatic weak-coupling
regime, we here focus on cyclic devices. They generally consist of a working fluid
which is either coupled to one reservoir with periodically modulated temperature,
or in alternation to two reservoirs with constant temperatures [117].

The quantum Otto engine is a paradigmatic example of a cyclic quantum heat
engine [67, 116, 118–122]. Its control protocol consists of two isentropic and
two isochoric strokes as shown in Fig. 4.1. In the isentropic strokes, the system
is decoupled from the reservoirs and performs work. In the isochoric strokes,
heat is transferred between the system and the hot or the cold reservoir without
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changing the external parameters. For a quantitative discussion, we consider a
single qubit Otto engine with a Hamiltonian of the form

Ht = ~∆
2
σx + ~

√
ω2

t −∆2

2
σz, (4.14)

where ~ωt is the level splitting of the qubit, ~∆ the tunneling energy and
~
√
ω2

t −∆2 the tunable energy bias [123]. In the following, we analyze each
stroke of the Otto cycle in detail. We focus first on the semi-classical regime with
∆= 0, where the system state is fully described by the z-component of the Bloch
vector, zt.

Stroke 1 (Isochoric). During the first stroke, the qubit thermalizes with the
hot reservoir for the duration th and the level splitting ωh is kept constant. The
state evolves according to the Bloch equation

.zt =−γ(1+2n̄h) zt −γ (4.15)

with the Bose-Einstein factor n̄h = (exp[~ωhβh]− 1)−1, the inverse reservoir
temperature βh and the coupling rate γ. After this stroke, the system state is
given by

z(1) =
1+ z(0) (1+2n̄h)

1+2n̄h
e−γ (1+2n̄h) th − 1

1+2n̄h
, (4.16)

where z(k) denotes the state after the k-th stroke and z(0) the initial state. During
the stroke, the system absorbs the heat Qin =U(1) −U(0) = ~ωh (z(1) − z(0)), which
plays the role of the engine input.

Stroke 2 (Isentropic). In the second stroke, the level splitting is reduced to
ωc <ωh. Because the reservoirs are decoupled, the system state does not change,
i.e., z(2) = z(1). This step has the energy cost Win =U(2) −U(1) = ~(ωc −ωh) z(2).

Stroke 3 (Isochoric). Here, the qubit thermalizes with the cold reservoir for
the duration tc and the level splitting ωc is kept constant. In the process, the
engine deposits the waste heat Qout = ~ωc (z(2)− z(3)) into the reservoir. The final
state z(3) can be determined in analogy to the first stroke.

Stroke 4 (Isentropic). In the final stroke, the level splitting returns to its
original value ωh. The state remains constant, z(4) = z(3), and the system is
able to perform the work Wout = ~(ωc −ωh) z(4). The net work output during one
operation cycle is W =Wout −Win.

Once the system has settled in its cyclic state with z(4) = z(0), the first and the
second law take the form

W =Qin −Qout and βcQout −βhQin ≥ 0, (4.17)

and the work output is

W = ~(ωh −ωc)
(

tanh
[~ωcβc

2

]
− tanh

[~ωhβh

2

])
(4.18)
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in the limit of long thermalization times (tc, th → ∞). For the engine to pro-
duce positive work, the control parameters must therefore satisfy the working
condition

Tc

Th
< ωc

ωh
< 1. (4.19)

We note that this result does not change if the thermalization times tc and th

are finite.
For other values of the system parameters, the direction of the energy flow is

reversed in some of the strokes. The device then works in a different operation
mode [121, 124]. If, for example, the system absorbs heat from the cold reservoir
in the third stroke, it functions as a refrigerator. The condition for refrigeration
is

ωc

ωh
< Tc

Th
. (4.20)

4.3 Power and Efficiency

The two main performance indicators of a cyclic heat engine are its average
power output

P =W / T̄, (4.21)

where W is the work in one cycle and T̄ the cycle time, and its thermodynamic
efficiency, which is defined as

η=W /Qin. (4.22)

Recall that Qin = Qh is the heat input during one cycle. Due to the thermo-
dynamic laws (4.17), the efficiency is universally bounded by the Carnot effi-
ciency [22],

η≤ ηC = 1− Tc

Th
. (4.23)

For example, we find η= 1− ωc
ωh

for the Otto cycle, which is less than the Carnot
value due to the working condition (4.19). The bound is asymptotically satu-
rated in the quasi-static limit Tcωh = Thωc, where the system state is constant
throughout the cycle. The power output of the engine, which is proportional to
(n̄h − n̄c), vanishes in this limit.

This behavior of the Otto cycle is generic for heat engines [22]; finite power is
normally unattainable at the Carnot efficiency. To investigate the connection
between power and efficiency in more detail, we plotted the power and the
efficiency of the Otto engine as a function of the ratio ωc/ωh, see Fig. 4.2(a). The
plot shows that the power output vanishes linearly both in the quasi-static limit
and in the limit of zero driving amplitude. The maximum power is thus obtained
at an intermediate efficiency. In Fig. 4.2(b), we compare the performance of
the Otto engine at different values of the tunneling energy ~∆ and find that
both efficiency and power decrease as ∆ increases. This result indicates that

29



Quantum Thermodynamics

(a) (b)

Figure 4.2. Power and efficiency of the Otto engine. The plots were obtained by varying ωh
between the values ωc and ωc Th/Tc and keeping all other parameters fixed. We used the same
coupling constant γ = γc = γh for both the hot and the cold stroke and we assumed that the
isentropic strokes are performed instantaneously. We set ωc = γ, kBTh = ~ωc and kBTc = ~ωc/2.
(a) Power-efficiency curves for the semi-classical Otto engine with ∆ = 0. The three curves
correspond to different cycle times T̄, where tc = th = T̄/2. (b) Power-efficiency curves for the
quantum Otto engine with tc = th = 1/(2γ) and varying ∆. The thin gray line corresponds to ∆= 0,
i.e., to the top blue curve in panel (a).

the coherence that is created in the working substance at ∆> 0 has a negative
impact.

We note that there is no canonical choice of a classical counterpart to a quan-
tum thermodynamic cycle. In Fig. 4.2(b), we assumed that the classical limit
corresponds to taking the tunneling energy to zero while keeping the level
splitting ωc,h invariant. Alternatively, we might for example choose to keep

the energy bias ~
√
ω2

c,h −∆2 invariant as ∆ goes to zero; however, both choices
qualitatively lead to the same results. To explain this behavior, we will in the re-
mainder of this section discuss trade-off relations between power and efficiency,
which govern the shape of the curves in Fig. 4.2. In particular, we will present
the main result of Publication IV, a new trade-off relation for cyclic quantum
heat engines operating far from equilibrium.

The trade-off relations that we study here have the general form

P ≤ f [η] (4.24)

with a function f satisfying f [ηC]= 0. In order to match the physical dimensions
of power, f must depend on additional system characteristics. Relations of this
type have recently been investigated for cyclic heat engines both in the classical
regime [69, 117, 125, 126] and in the quantum regime close to equilibrium
[33, 60]. An instructive example is the relation that was put forward in 2018
by Pietzonka and Seifert [127]. This relation is based on the thermodynamic
uncertainty relation [128, 129]

.
Stot ≥ 2kB

.
X2/DX , (4.25)

which holds for any net counting variable X [T] in a time-homogeneous classical
Markov process [130–132]. Here, a net counting variable is a counting variable
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with increments satisfying xµ†
t =−xµt . Further,

.
Stot and

.
X = ∂t〈X 〉t are evaluated

in the steady state and DX = limt→∞ t−1〈〈X2〉〉t is the rescaled variance of X .
Applying the thermodynamic uncertainty relation to the net energy transfer
from the reservoir to the system, i.e., to the heat Q, we obtain the relation [127]

P ≤ 1
2
ηC −η
η

DQ

kBTc
, (4.26)

which shows that in steady-state heat engines, the relationship between power
and efficiency is controlled by the heat fluctuations.

In Publication IV, we derive a power-

Figure 4.3. Power-efficiency trade-off re-
lations applied to the qubit engine. The
bottom blue curve is the actual power out-
put of the Otto cycle. The center orange
curve shows the bound (4.31) and the top
green curve shows the weaker, protocol-
independent bound (4.35). The parameters
in this figure are the same as in Fig. 4.2(a)
with γT̄ = 1, i.e., the blue curves in both
plots are identical.

efficiency trade-off relation for reciprocat-
ing engines in two steps. First, we derive
the bound

∆Sm,j ≥ 2kB Amλm
X artanhλm

X (4.27)

on the jump entropy production (4.11),
which holds for any net counting variable
X [T]. This inequality plays a similar role
here to the thermodynamic uncertainty
relation (4.25) in that it bounds the en-
tropy production beyond the second law.
In Eq. (4.27), ∆Sm,j = ∫ T̄

0

.
Sm,j

t dt is the
jump entropy production in one driving
period and

Am =
∑(m)

µ

∫ T̄

0
jµt dt (4.28)

is the activity of the m-th reservoir, in
other words, the mean number of jump events associated with that reservoir
in one cycle. The homogeneity λm

X is a statistical property of the single-jump
distribution of the counting variable X . This distribution describes the relative
frequency of events where the counting variable is incremented by x, it is given
by

Pm[x]= 1
Am

∑(m)

µ

∫ T̄

0
jµt δ[x− xµt ] dt. (4.29)

Homogeneity is a measure for the spread of this probability distribution,

λm
X =

√
Em[x]2

/
Em[x2], (4.30)

which takes values between 0 and 1. Here, Em denotes the expectation value
with respect to the distribution Pm[x].

The second step of our derivation consists of applying the bound (4.27) to the
heat Q, obtaining

P ≤ η Ah

T̄

√
Eh[q2] tanh

[Ψ(ηC −η)
2kBTc

√
Eh[q2]

]
, (4.31)

31



Quantum Thermodynamics

where the ratio

Ψ= ∆Sj

∆Stot =
∑

m

∆Sm,j

∆Stot ≤ 1 (4.32)

quantifies the effect of coherence. Equation (4.31) shows that, for cyclic heat
engines, the relationship between power and efficiency is governed by the second
single-jump moment of the heat uptake. Similar results apply to other types of
thermal machines. Further, the bounds become weaker as coherence decreases,
and they are weakest in the semi-classical limit with Ψ = 1. Coherence can
therefore be seen as detrimental for the performance of thermal machines in the
adiabatic weak-coupling regime.

Our result constitutes a generalization of the trade-off relations derived by
Brandner et al. in Refs. [33, 60] for quantum heat engines in linear response
[PIV]. Using tanh x ≤ x and ψ≤ 1, we also recover the relation

P ≤ η(ηC −η)
Θ

kBTc
with Θ= 1

2T̄

∑(h)

µ

∫ T̄

0
jµt (εµt )2 dt, (4.33)

which was derived by Shiraishi and coworkers for classical devices [125, 126].
By applying additional approximations, the inequality (4.31) can be trans-

formed into a protocol-independent relation between power and efficiency. For
example, for a qubit engine, we can bound the term

√
Eh[q2] by ~ω̄, the maxi-

mum admissible level splitting, and we can bound the activity of the hot reservoir
by

Āh = γ th

1−e−~ω̄βh
. (4.34)

In this way, we obtain the relation

P ≤ η ~ω̄
T̄

Āh tanh
~ω̄ (ηC −η)

2kBTc
, (4.35)

which holds for all cyclic single-qubit heat engines. However, as shown in Fig. 4.3,
it can be significantly weaker than the bound (4.31).

4.4 Quantum Amplifiers

Thermodynamic cycles that consist of only thermalization and classical driving
are semi-classical, they do not generate coherence. In this section, we follow
Publication V and study the opposite limit, that is, cycles that consist of only ther-
malization and coherent driving [63]. Hence, we require the system Hamiltonian
to have the general form

Ht =Vt H̄ V †
t , (4.36)

where H̄ is a time-independent Hermitian operator and Vt are unitary trans-
formations. Quantum heat engines with Hamiltonians of this form are called
quantum amplifiers [73, 133].

The study of quantum amplifiers was initiated in 1959, when Scovil and
Schulz-DuBois recognized that the three-level maser can be understood as a
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heat engine [72]. The power generation mechanism of this device is based purely
on quantum effects: due to stimulated emission, the maser emits photons into
the coherent light mode of a surrounding cavity. The resulting amplification of
the light mode plays the role of the work output of the heat engine. Over the
years, these ideas have inspired a multitude of studies on the nature of power
generation in quantum systems, see for instance Refs. [21, 133–139], and it has
recently become possible to realize this type of setup also in the lab [15, 140].

In Sec. 2.4, we introduced the cyclic 3-level maser and investigated the dynam-
ics of its limit cycle. We now continue our analysis of this device by studying
its thermodynamic performance. As we recall, the control protocol consists of
the three strokes depicted in Fig. 2.3. In the first stroke, the maser absorbs the
energy

Qin =U(1) −U(0) =
(eβcε21 −eβhε31)

(2+eβcε21) (1+eβhε31)
ε31 (4.37)

from the hot reservoir, where βc and βh are the inverse temperatures of the
reservoirs and εnm the level separations. The subscript (k) indicates that the
energy is evaluated at the end of the k-th stroke. The energy extracted from the
system in the second stroke corresponds to the work output

W =U(1) −U(2) = ε32(p3
(1) − p2

(1))=
(eβcε21 −eβhε31)

(2+eβcε21) (1+eβhε31)
ε32. (4.38)

In the third stroke, the remaining energy Qout =Qin −W is deposited into the
cold reservoir as waste heat. Note that Eqs. (4.37) and (4.38) are valid in the
limit of long thermalization times. To function as a heat engine, the device must
satisfy the working condition [72]

ε21

ε31
≥ Tc

Th
. (4.39)

Its thermodynamic efficiency is then [72]

η= W
Qin

= 1− ε21

ε31
≤ ηC. (4.40)

The operation principle of any quantum amplifier relies on the possibility
to create population inversion in the system, which can then be converted
into useful work as illustrated in Eq. (4.38). In the 3-level maser, population
inversion is created using energy filters, which make it possible to couple each
reservoir to only a single transition. In Publication V, we ask whether other
mechanisms of creating population inversion are possible, and which conditions
a working medium must generally satisfy to be able to amplify light in cyclic
operation. To answer these questions, we study the flow of ergotropy in the
system. Ergotropy is the maximum amount of work that can be obtained from a
system by applying unitary operations [141–143],

E t = tr
[
Htρt

]−min
R

tr
[
HtRρtR†] , (4.41)
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and can be regarded as a measure of population inversion. Here, the minimum is
taken over all unitary transformations R. In quantum amplifiers, the ergotropy
satisfies the flow equation

.
E t =− .

Wt +Jt, where Jt =
∑

n
En(〈nt|L̂ tρt|nt〉−〈rn

t |L̂ tρt|rn
t 〉
)

(4.42)

is the reservoir-induced ergotropy production. The eigenvalues rn
t of ρt and

En of Ht are ordered so that rn
t ≤ rm

t for En ≥ Em, and |rn
t 〉 and |nt〉 are the

corresponding eigenstates. Integrating Eq. (4.42) over one period shows that
W = ∫ T̄

0 Jt dt. This result formally confirms that a cyclic quantum amplifier can
only function as a heat engine with positive work output if the reservoirs are
able to create ergotropy in the working system, i.e., only if the quantity Jt can
become positive at all in the setup.

The main result of Publication V is a working condition for cyclic quantum
amplifiers, which identifies a large class of systems where Jt is always negative.
This class of systems consists of ladder systems, that is, quantum systems with
equally spaced energy levels and a Hamiltonian of the form Ht = ~ω

∑
n n|nt 〉〈nt|.

The dimension of the system Hilbert space may be finite or infinite. The state
follows the Lindblad equation

.
ρt = 1

i~
[Ht,ρt] +γ (n̄+1)

(
V ↓

t ρtV
↑
t − 1

2

{
V ↑

t V ↓
t ,ρt

})

+γn̄
(

V ↑
t ρtV

↓
t − 1

2

{
V ↓

t V ↑
t ,ρt

})
, (4.43)

which contains both Eq. (2.19) and Eq. (3.20) as special cases. The creation and
annihilation operators are

V ↑
t =
∑

n
nα |(n+1)t 〉〈nt| and V ↓

t = (V ↑
t )†, (4.44)

where the exponent α determines the scaling of the weighting factors. The class
of systems that are identified as unsuitable by our working condition consists of
all ladder systems with 0 ≤α≤ 1/2. In particular, both the damped qubit and
the damped quantum harmonic oscillator are not suitable working media for
quantum amplifiers.

Our result raises the question whether it is possible to create a cyclic quantum
amplifier using a ladder system with, e.g., α> 1/2. In Publication V, we answer
this question affirmatively and propose a new type of cyclic quantum amplifier
based on ladder systems, see Fig. 4.4. Here, the necessary population inversion
arises during the incomplete relaxation of a metastable state. Since the envi-
ronment couples to all energy levels of the quantum ladder, our proposed setup
does not rely on the use of energy filters like the conventional 3-level maser.

Overall, our results indicate that quantum amplification is surprisingly diffi-
cult and requires a minimum amount of structure in either the system or the
system-bath coupling. This statement can be further corroborated by considering
the ergotropy flow of systems close to equilibrium. We hence assume that the
state of the system has the form

ρt = ρeq
t [βt]+εσt, (4.45)
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Figure 4.4. Control protocol of a cyclic quantum amplifier based on a 3-level quantum ladder.
The three panels correspond to the three strokes, which are applied periodically. In the first
stroke, the system thermalizes at a high temperature for a long time. The populations, symbolized
by the yellow circles, are therefore approximately equally distributed at the beginning of the
second stroke, where the system thermalizes at a low temperature. Due to the form (4.44) of
the Lindblad operators with α> 1/2, the thermalization creates population inversion between
levels |1〉 and |2〉 on an intermediate time scale. The thermalization is interrupted at the point of
maximum population inversion, which is is used in the third stroke to extract work.

where ε is small and σt is a traceless operator. Inserting (4.45) into the definition
of the reservoir-induced ergotropy production shows that

Jt =−J (2)
t ε2 +O (ε3), (4.46)

where J (2)
t is a positive expression. This result is valid for any system dynamics

in the form of a Lindblad master equation satisfying detailed balance. Cyclic
quantum amplification is therefore impossible close to equilibrium, as shown
previously in Refs. [37, 60].

4.5 Optimal Control of Thermal Machines

We conclude our analysis of cyclic thermal machines by analyzing the thermo-
dynamic performance of a concrete setup, a single qubit refrigerator. The main
performance indicators of a cyclic refrigerator are the cooling power

Pc =Qc / T̄ (4.47)

and the coefficient of performance

η=−Qc /W with η≤ ηC = Tc

Th −Tc
, (4.48)

where Qc is the heat extracted from the cold reservoir and (−W) the work input
in one period. The Carnot bound (4.48) follows from the second law. Our aim in
Publication VI is to determine the optimal control protocols that maximize either
the cooling power or, for fixed cooling power, the coefficient of performance.

The setup consists of a superconducting qubit which is coupled to two resonant
circuits acting as thermal reservoirs, see Fig. 4.5(a). The Lindblad equation
describing the system dynamics has the form

.
ρt = 1

i~
[Ht,ρt]+ D̂h

t ρt + D̂c
t ρt, (4.49)

35



Quantum Thermodynamics

(a) (b)

Figure 4.5. Quantum refrigerator based on a superconducting qubit. (a) Sketch of the experimen-
tal setup described in Refs. [122, 123, 144]. The central superconducting qubit is coupled to two
resonant circuits, which play the role of thermal reservoirs with temperatures Tc and Th > Tc.
The current in an additional bias circuit controls the magnetic flux in the qubit, and thus its
level splitting ~ω. (b) Depending on the level splitting, the qubit is either coupled to the cold
(ωmin ≤ω≤ωsw) or the hot (ωsw ≤ω≤ωmax) reservoir. One operation cycle of the refrigerator
consists of a work stroke (blue arrow), where the system extracts heat from the cold reservoir, and
a reset stroke (orange arrow), where the system state is reset to its initial value. In between, the
value of the control parameter ω is changed instantaneously (black arrows). Both figures adapted
from Publication VI.

where the qubit Hamiltonian Ht was given in Eq. (4.14) and the dissipators are

D̂m
t ρt =Γm[ωt]

(
σ
↓
tρtσ

↑
t −

1
2

{
σ
↑
tσ

↓
t ,ρt

})
+

Γm[ωt]e−~ωt / (kBTm)
(
σ
↑
tρtσ

↓
t −

1
2

{
σ
↓
tσ

↑
t ,ρt

})
(4.50)

for m = c,h. The coupling Γm[ω] of the system to the m-th reservoir is strong if
the frequency ω is close to the resonance frequency of the resonant circuit, and
weak otherwise. We assume that the dependence of the couplings on the level
splitting has the form

Γc[ω]=
{
γ ωmin ≤ω≤ωsw

0 otherwise
and Γh[ω]=

{
γ ωsw ≤ω≤ωmax

0 otherwise
. (4.51)

Therefore, Γc is only non-zero if ω is below the switching value ωsw, and Γh is
only non-zero if ω is above ωsw, see Fig. 4.5(b). This simple dependence of Γm on
ω enables us to carry out the optimization of the the semi-classical refrigerator
analytically. We expect that numerical calculations based on more realistic
models, such as the one introduced in Ref. [122], would not lead to qualitatively
different results.

Since the reservoir couplings are functions of the level splitting ~ω and can-
not be changed independently, the refrigerator is operated with only a single
control parameter. The quantities Pc and η can be understood as functionals
of the control protocol ωt and can therefore be maximized using the calculus
of variations and other standard techniques of optimal control theory [145].
These methods have been used, for example, in Refs. [146–153] to study the
optimal performance of nanoscopic devices. The direct application of optimal
control theory to our model system is however difficult in practice, since the
Euler-Lagrange equations have to be solved with periodic boundary conditions
under the differential constraint posed by the Lindblad equation.
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To simplify the optimization problem,

Figure 4.6. Illustration of our two-stroke
optimization scheme, adapted from Publica-
tion VI. The figure shows the trajectory of
the system state in the work stroke (blue)
and in the reset stroke (orange). The thin
lines correspond to small displacements of
the work stroke protocol, which keep the red
points of the trajectory fixed.

we observe that each control cycle can be
split into two strokes, because the qubit
can only couple to one reservoir at a time.
The two strokes are the work stroke, in
which the qubit extracts heat from the
cold reservoir, and the reset stroke, where
the interaction with the hot circuit brings
the state of the qubit back to its initial
value, see Fig. 4.5(b). We can thus per-
form the optimization in two steps, follow-
ing the two-stroke optimization scheme
introduced in Publication VI. In the first
step, we fix an arbitrary switching time
tsw and arbitrary boundary conditions ρ0

and ρtsw . We then optimize both the work
stroke at times 0 ≤ t ≤ tsw and the reset
stroke at times tsw ≤ t ≤ T̄ with the given
boundary conditions, see Fig. 4.6. These optimizations can be carried out an-
alytically. In the second step, we numerically maximize over the remaining
parameters tsw, ρ0 and ρtsw .

As the example in Fig. 4.7(a) demonstrates, the optimal protocols can be rather
complex. The plot shows the control protocol that maximizes the coefficient of
performance for a fixed cooling power in the semi-classical regime. Its reset
stroke consists of three segments, with the protocol being constant in the first and
in the third segment. This form of the protocol is a manifestation of Pontryagin’s
minimum principle, which states that, if a control parameter is restricted to
a finite interval, the optimal protocol might run along the boundaries of the
interval [145, 153–155]. On the non-constant segments, the optimal control
protocol has the general form [PVI]

~ωt = kBTm log
[2−2c1 Wm[c2e−γt]

c1 Wm[c2e−γt]2 −1
]
, (4.52)

where c1 and c2 are integration constants and Wc (Wh) is the negative (positive)
branch of the Lambert W function.

Figure 4.7(b) shows a plot of the maximum cooling power of the single qubit
refrigerator as a function of its tunneling energy ~∆. In accordance with our
other results, we find that the performance of the refrigerator decreases as the
coherence is increased. At large values of ∆, the maximum cooling power reaches
zero, i.e., the device is not able to function any more. We note that the results
for finite ∆ were obtained in the adiabatic regime. Repeating the analysis in the
fast-driving regime qualitatively yields the same results [PVI]; we thus expect
our results to apply also at intermediate frequencies.
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(a) (b)

Figure 4.7. Selected results of the refrigerator optimization. (a) Control protocol that maximizes
the coefficient of performance at the fixed cooling power Pc = 0.9Pc

max, where Pc
max is the maxi-

mum cooling power. Here, the tunneling energy ∆ was set to 0. (b) Maximum cooling power in the
adiabatic regime as a function of the tunneling energy ~∆ for different temperatures of the hot
reservoir. The figures correspond to Figs. 6(b) and 8(a) of Publication VI, which we refer to for
detailed listings of the used system parameters.
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5. Conclusions

In this dissertation, we set out to study the effects of coherence on cyclic thermal
machines operating in the adiabatic weak-coupling regime. The first part of the
thesis focused on fundamental problems: we investigated the relaxation process
of periodically driven open quantum systems [PI] as well as basic properties
of thermodynamic currents in quantum-scale setups [PII, PIII]. The second
part of the thesis was devoted to the analysis of the performance of thermal
machines. We were able to derive a universal trade-off relation between the
two main performance indicators, power and efficiency, which is valid in the
quantum regime and far from equilibrium [PIV]. Our bound indicates that
the Pareto frontier of power and efficiency recedes monotonically when the
coherence increases. This performance decrease can also be seen in the concrete
example of a single-qubit thermal machine, where the amount of coherence can
be controlled with a single parameter ∆. Our analysis of this device shows that
its performance decreases with increasing coherence, even if the control protocol
is optimized for each value of ∆ separately [PVI]. In addition, we studied cyclic
quantum amplifiers, machines with a power generation mechanism that is based
purely on quantum effects, and found that they are subject to much stronger
working conditions than conventional heat engines. They can neither function
close to equilibrium nor with “too simple” working systems such as qubits or
harmonic oscillators [PV].

Our findings can be interpreted as the result of a trade-off between two op-
posing effects as we move from the classical to the quantum regime. On the
one hand, the number of accessible degrees of freedom increases and thus our
control over the system improves and new mechanisms for power generation
arise. On the other hand, as we saw in Sec. 4.1, increased coherence is associated
with higher irreversible entropy production, a phenomenon known as quantum
friction [32, 156, 157]. Overall, our results show that quantum friction generally
outweighs the potential advantages of quantum effects in the adiabatic weak-
coupling regime. The amount of coherence in the working substance of a thermal
machine should thus be minimized in order to achieve optimal performance.

The situation might be different in other operation regimes. Recent results
have, for example, shown advantages of quantum effects in the regimes of strong

39



Conclusions

coupling and fast driving [158–161]. Systematic investigations of the thermo-
dynamics of strongly coupled systems are however complicated by the fact that
some fundamental questions have not yet been conclusively answered. For exam-
ple, it is unclear how heat and work should be identified if the interaction energy
between system and reservoir is non-negligible, see for instance Ref. [162]. It
remains a challenge for future investigations to formulate a consistent frame-
work of thermodynamics in such scenarios, and to clearly point out quantum
advantages in strongly coupled systems.
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