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Unilateral stimulation of human peripheral nerves activates the
primary somatosensory cortex (SI) contralaterally and the second-
ary somatosensory cortex (SII) bilaterally. We aimed at character-
izing phase locking between SI and SII in response to electric stimuli
applied once every 3 s to the right median nerve at the wrist; phase
locking between brain regions has been proposed to either reflect
joined processing or information exchange. Ongoing neuromag-
netic activity of healthy volunteers was recorded with 204 planar
gradiometers covering the whole scalp. After selecting a sensor
maximally sensitive to activity in the left (contralateral) SI, phase
locking between this sensor and the other 203 sensors was exam-
ined from single trial data. Statistically significant phase locking
was found at �20 Hz, 80–90 ms after the stimuli between the left
SI and the right SII in 9 of 10 subjects. Sensors with high phase-
locking values over the left SI and right SII were separated by
sensors with no phase-locked activity over the scalp midline,
indicating that the phase locking was not caused by the sensors
seeing activity from the same sources. The observed SI–SII phase
locking would not be reflected in the evoked responses because a
considerable part of it was not time-locked to the stimuli. Thus, our
finding reveals a unique interaction in the sensorimotor system.

magnetoencephalography � sensorimotor interaction � 20 Hz

Tactile and electrical stimulation of the peripheral nerves
activates the primary somatosensory cortex (SI) and the

secondary somatosensory cortex (SII) with different temporal
patterns. SI is located in the postcentral gyrus of the parietal lobe
and comprises well-defined somatotopically ordered subareas
that are activated in the hemisphere contralateral to the stim-
ulation. The SII occupies a small area in the parietal operculum
and contains bilateral representations of the body. Whereas SI
is involved primarily in discriminative aspects of somatic sensa-
tions, SII is assumed to have a role in tactile memory (1, 2) and
sensorimotor integration (3, 4). Both SI and SII receive thalamic
projections, but they are also directly connected by corticocor-
tical connections (5, 6); however, the precise connections largely
vary according to the species under study, and in humans the
interplay between SI and SII is still poorly understood.

Phase locking between neuronal networks has been proposed
as a mechanism for integration and exchange of information (for
a review, see ref. 7). Our aim was to study the interaction
between SI and SII by measuring phase locking between mag-
netoencephalographic (MEG) signals elicited by electrical stim-
ulation of the median nerve. The advantage of MEG over
electroencephalography, which also has the millisecond-range
temporal resolution necessary for studying signal phase locking,
is the good spatial selectivity to source currents in the brain.
Especially when the MEG signals are measured with planar
gradiometers, as in the present study, the selectivity is good even
at sensor level, without explicit source analysis.

Materials and Methods
Subjects, Stimuli, and Experimental Conditions. This study received
previous approval by the Ethical Committee of the Helsinki and
Uusimaa Hospital District, and a written informed consent was
obtained from all subjects before the experiments.

Continuous MEG signals were recorded from 10 subjects
(ages 22–33, mean 27 years, five female and five male, two
left-handed) during stimulation of the right median nerve at the
wrist. The intensity (7–10 mA, mean 8 mA) of the 0.2-ms electric
pulses, delivered once every 3 s, was adjusted individually to
produce a visible twitch of the thumb without being painful. The
subjects were asked to ignore the stimuli.

Recording. Somatosensory evoked fields were recorded with a
306-channel helmet-shaped neuromagnetometer (Vectorview,
Neuromag, Helsinki), which contained 102 identical triple sen-
sors. Each sensor element comprises two orthogonal planar
gradiometers and one magnetometer, thereby providing three
independent measurements of the magnetic field at each sensor
location; we analyzed only signals from the 204 planar gradiom-
eters. During the recording, the subject was sitting comfortably
in a magnetically shielded room with his�her head leaning
against the magnetometer helmet.

The exact position of the head with respect to the sensors was
found by measuring magnetic signals produced by currents fed
into four indicator coils placed on the scalp. The locations of the
coils with respect to landmarks on the head were determined
with a 3D digitizer to allow alignment of the MEG and magnetic
resonance (MR) image coordinate systems.

The signals were recorded with a passband of 0.03–200 Hz,
digitized at 600 Hz, and stored on a disk for off-line analysis. The
MR images of the subjects’ brains were acquired with a 1.5-T
Siemens Magnetom system.

Data Analysis. The analysis period of 700 ms included a prestimu-
lus baseline of 200 ms, and �120 epochs were averaged. Spher-
ical volume conductor models used in the source analysis were
found for all subjects on the basis of the individual MR images
(available for 9 of 10 subjects).

The sources of somatosensory evoked fields were first iden-
tified to serve as landmarks of the locations of the SI and SII. The
somatosensory evoked fields were divided into several time
periods during each of which one equivalent current dipole, best
describing the dominant source, was found by a least-squares
search based on a subset of channels in the area of the maximum
response. These calculations resulted in the 3D location, orien-
tation, and strength of the equivalent current dipole. The final
source model consisted of three current dipoles: one in the left
(contralateral) SI (SIL) and the other two in the left SII (SIIL)
and right SII (SIIR).

Phase locking between two signals (si
a and si

b) was quantified,
from the unaveraged signals, using wavelet analysis (8). A
complex representation of the phase for trial i at time t and
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frequency f0 is given by the convolution of a Morlet wavelet,
w(t, f0) � Aexp(�t2�2�t

2)exp(j2�f0t) and the signal si
a, normal-

ized by the amplitude

�i
a�t , f0� �

w�t , f0� � si
a�t�

�w�t , f0� � si
a�t��

.

The width of the wavelet (m � f0��f) was chosen to be 7; where
�f � 1�2��t. The phase-locking values (PLVs) over N trials
between signals si

a and si
b are defined as:

PLV �t, f0� �
1
N�

i�1

N

��i
a��i

b� .

PLV, ranging from 0 to 1, estimates the variability of phase
differences between two signals across trials. Statistical signifi-
cance of the PLVs was established by using a Rayleigh test (9).
For 120 trials (n � 120), a PLV above 0.17 is statistically
significant at P � 0.05.

Phase-locking statistics (PLS) were used to estimate whether
the phase locking between two sensors would have resulted from
common locking to the stimuli (8). Let us assume that sets of
trials are recorded by sensors a and b in response to a stimulus.
If the phase locking between the signals from these two sensors
would result from common locking to the stimulus, then a signal
from sensor a would not only be phase locked to sensor b within
that trial, but to any other trials measured by sensor b. PLS is a
statistical measure, which, by shuffling the trials, indicates the
phase locking, which is not explained by phase locking to the
stimuli.

For all phase-locking calculations, we first selected, in each
individual, the sensor that showed the strongest 15- to 25-Hz
oscillations 50–150 ms after stimulus in the time-frequency
representations (10) of the channels over the SI. Phase locking
of all channels was then estimated with respect to this selected
reference channel, and the computations were made separately

Fig. 1. (Left) Locations of the three current dipoles in subject S4 superim-
posed on his MR images. (Right) Strengths of the sources as a function of time,
derived from the three-dipole model.

Fig. 2. (A) Time-frequency representations of the PLVs for all planar gradiometers of subject S4. The reference channel (REF) is located over the SIL, and all PLVs
were computed in relation to this channel. The enlargements on the right are from the encircled channels, located over the SIIR (a) and the midline (b). For all
plotted values, PLV � 0.17, P � 0.05. (B) The topographic plot on the lower right corner shows the spatial distribution of the averaged PLVs across 50–150 ms
for the 18- to 22-Hz band, plotted on the helmet. Notice the absence of phase locking over the scalp midline.

2692 � www.pnas.org�cgi�doi�10.1073�pnas.0437944100 Simões et al.



for each subject’s data. Subsequently, the channel with the
strongest evoked response in the SII region, and orthogonal to
the reference channel (to minimize crosstalk), was selected to
represent the SII area.

Instead of estimating the phase locking between individual
sensors, the calculations could be performed on the source
waveforms based on the equivalent current dipole models of the
major evoked responses. In the ideal case, the multidipole model
would pick up the activity in the SI and SII regions without any
leakage between the source areas; however, in practice the slight
nondipolarities of the true sources introduce crosstalk. In addi-
tion, the neural sources giving rise to phase locking do not need
to match exactly the sources of the evoked responses. As cross-
talk was indeed evident with the source-based approach, we
decided to perform the analysis only at the level of the signals.
For this particular application we did not expect the analysis in
source space to bring additional information.

Results
Fig. 1 Left shows the three-dipole model for somatosensory
evoked fields of subject S4, with the dipoles superimposed on the
MR images of the subject. In agreement with previous studies,
the source of the early activity is located in the contralateral
SI, and the sources of the later signals in the upper banks of
the Sylvian fissures bilaterally, in areas corresponding to the SII
cortices (11). The right column in Fig. 1 shows the strengths of
these sources as a function of time. The earliest activation peaks
at 22 ms in the SI and is followed by later activation in the SIIL
and SIIR peaking at 82 and 92 ms, respectively. As explained in
Materials and Methods, the SI and SII source areas served as
guidelines in selecting the most suitable channel locations for the
phase-locking analysis.

Fig. 2A shows the time-frequency representation of the PLVs
for subject S4, computed from the 120 trials between the sensor

with the strongest 20-Hz power response over the SIL region
(reference channel, noted REF in the figure) and the remaining
203 sensors. The PLV plots are arranged topographically ac-
cording to the position of the corresponding sensor on the
helmet. Only statistically significant (P � 0.05) PLVs are shown
and they are color-coded according to the significance level.
Immediate neighbors of the REF sensor measure the same
source activity, and thus their high PLVs have no physiological
meaning. To exclude similar leakage, we focused on phase
locking between the left SIL and the SIIR regions. To further
reduce the possibility of erroneous interactions due to crosstalk,
we selected a channel over SII with an orthogonal orientation to
the REF channel.

Fig. 2 Insets show enlargements of the PLV plots over the SIIR

(a) and the scalp midline (b). The SIIL–SIIR phase locking occurs
during the time interval of 80–110 ms at frequencies of 18–
22 Hz.

Fig. 3. PLVs for all subjects (S1–S10), between a channel over the SIL and another channel over the SIIR; the channels are indicated for each subject on the helmets.
Only statistically significant PLVs (P � 0.05) are represented.

Fig. 4. Combination of the grand average of normalized individual PLV plots
and the PLS. Only those time-frequency PLV ‘‘pixels’’ that coincided with
statistically significant PLS values in the grand-average are shown and color-
coded for the normalized PLVs.
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Fig. 2B shows the spatial distribution of the PLVs computed
during the 50- to 150-ms time interval for a frequency band of
18–22 Hz, substantiating that the PLVs between SIIL and SIIR
are clearly separated by much smaller values over the midline
and the right parietal regions.

Fig. 3 shows the SIL–SIIR PLVs for all 10 subjects. The
individual plots were calculated from the sensors marked on the
helmets and, as in Fig. 2, only statistically significant (P � 0.05)
values were shown. All subjects, except S10, display significant
phase locking between 15 and 25 Hz, with the maximum PLVs
�100 ms after the stimuli. Subjects S7, S8, and S10 had the
smallest evoked responses in the SII areas of both hemispheres,
which might explain why their PLV patterns differ so much from
those of the others.

For a plausible physiological interpretation of the results, it is
essential to know to which extent the observed phase-locked
activity is locked to the stimuli. This question was addressed by
calculating an estimate for such phase locking between two
sensors that is not explained by common locking to the stimuli.
In 7 of the 10 subjects, statistically significant (P � 0.05) PLS
values were obtained at the frequencies of the maximum PLVs
(between 15 and 25 Hz).

The time-frequency representation of Fig. 4 was computed as
a combination of the grand average of the normalized PLVs
across subjects and the corresponding PLS: We tested whether
the relative increase in �log(PLS) with respect to a 100-ms
prestimulus baseline would be statistically significantly �0 (P �
0.05, n � 10, t test). PLVs were then plotted only at those
latencies and frequencies for which the PLS change was statis-
tically significant; in other words, all colored pixels refer to
activity that is not locked to the stimuli. Fig. 4 thus indicates that
a substantial part of the SIL–SIIR phase locking cannot be
explained by common phase locking to the stimuli.

Discussion
We examined phase locking between the human SI and SII
regions in response to stimulation of the right median nerve, to
learn about the functional relationships between these areas.
Statistically significant phase locking was observed at frequen-
cies of �20 Hz, �80–90 ms after the stimuli, between sensors
picking up signals from the contralateral SI and the SII region
of the other hemisphere. Because the SI and SII sensors that
displayed phase locking were far from each other and separated

by an area of nonphase-locked signals over the scalp midline, it
is highly unlikely that the phenomenon could be explained by
crosstalk, i.e., that the two sets of sensors would measure activity
from the same source(s); fortunately the planar gradiometers are
near-sighted, being mainly sensitive to source currents just
beneath the sensors.

The phase locking occurred in the present study at clearly
lower frequencies than has been often reported in other brain
systems (7). However, �20-Hz oscillations are characteristic for
the sensorimotor cortex (12), and thus phase locking in those
frequencies between the primary sensorimotor areas and the SII
was not unexpected.

Further statistical analysis, by means of PLS, showed that a
substantial part of the SIL–SIIR phase locking remained unex-
plained by common phase locking to the stimuli. The stronger
phase locking of SI and SII responses to each other than to the
stimuli implies intrinsic interaction within the somatosensory
network. The effect, now observed in a single-trial analysis,
would not be seen in the averaged evoked responses, which only
reflect signals phase locked to the stimuli. Thus, our finding
reveals a unique interaction between the human SI and SII
regions.

Our present data cannot reveal the exact route, origin, or
mechanism of the SI–SII interaction. The phase locking between
the SI and the SII region of the other hemisphere could be either
a consequence of direct communication between the two regions
via callosal fibers (13, 14) or a result of simultaneous thalamic
drive of both brain regions. These two hypotheses are not
exclusive; instead, SI, SII, and thalamus all could be phase locked
at some instances. These functional connections could be clar-
ified either by direct thalamic and cortical recordings or by
inferences based on lesion studies. For instance, observing phase
locking between SI and the contralateral SII region in split-brain
patients would support thalamus as the driving force for the
phase locking. Future studies should also address the depen-
dence of the phase locking on various tasks. Phase locking that
really reflects integration of information between the SI and SII
regions is expected to increase with increasing demands to tactile
processing.
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