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1. Introduction

1.1 Background

Release engineering is an important part of the software development life

cycle. Release engineering means the process of bringing the individual

changes made to a software system to the end users of the software with

high quality [1]. The process consists of version control, building, testing,

deploying and releasing the software [1]. In order to survive the market

pressure, companies are required to respond quickly to customer needs

[2], which is enabled by modern release engineering practices [1] (see the

definition in 2.1). The modern release engineering practices emphasize

using build, test and deployment automation [3] and facilitating collab-

oration across functional boundaries [4], so that it is possible to achieve

both speed and quality in the release engineering process.

1.2 Research problem and questions

While some companies, such as Facebook [5], have been successful in

adopting modern release engineering practices, other companies have found

the adoption to be problematic [6]. Some explanations for the problems

are related to the domain of the developed software system, e.g., in the

embedded systems domain [7] and mobile software domain [8]. However,

other aspects have been identified as well, such as organizational and ar-

chitectural aspects [9] that explain the problems. In this dissertation, we

aim to understand the research problem: what prevents organizations

from adopting modern release engineering practices?

We address the research problem by answering four research questions:

1. How are modern release engineering practices adopted?
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2. What problems have been faced when adopting modern release en-

gineering practices?

3. What explanations for the problems have been presented?

4. What solutions for the problems have been used or proposed?

The research questions follow the logic of root cause analysis [10]; in order

to solve problems, we have to first understand the phenomenon (RQ1),

identify the problems (RQ2), explain the problems (RQ3) and then develop

solutions for the problems (RQ4).

1.3 Research methods

First, we conducted a systematic literature review (SLR) in Publication

I, to survey the literature about the adoption problems, their causes and

solutions. As we found that the literature was not providing enough expla-

nations for the problems, we conducted four additional case studies. In the

first case study in Publication II, we investigated the adoption problems

in a distributed organization. This case study was extended in a follow-up

case study in Publication III, in order to see how the release stabilization

period could be reduced after the adoption efforts. In another case study,

we focused on the consequences of the stage-gate development process

and how it explained the adoption problems in Publication IV. Finally, we

compared two organizations with different organizational contexts work-

ing with similar products in a fourth case study in Publication V, in order

to compare the effects of different organizational contexts.

1.4 Structure of the thesis

The dissertation is structured as follows. First, we discuss related work

in Section 2. Second, we define our research problem and introduce the

research methodology in Section 3. Third, we present an overview of the

results in the publications in Section 4. Fourth, we discuss the implica-

tions and validity of the results in Section 5. Finally, we conclude the

dissertation and propose future work in Section 6.
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2. Related work

In this section, we review related work related to the dissertation. First,

we conceptualize the modern release engineering and after that, review

empirical research on the subject.

2.1 Modern release engineering

Release engineering is the process where the individual changes made to

a software system are assured for quality and brought to the end users

of the software [1]. As shown in Table 2.1, the areas of release engineer-

ing have been studied under several research topics: software configura-

tion management (SCM) [11], software testing (ST) [12], software release

management (SRM) [13] and IT operations (ITO) [14]. What release en-

gineering adds to the research topics is that it studies the connections

between the topics and aims to improve the release engineering process

holistically to avoid local optimization.

While assuring the quality during software development has been a re-

search topic in the past, recently more focus has been set on the speed

Table 2.1. The relationships of the release engineering areas and previous research top-
ics.

Release engineering areas SCM ST SRM ITO

Version control X

Deployment pipeline X X

Build systems X

Infrastructure-as-code X

Deployment X X

Release X X
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of delivery due to market pressure [2]. Thus, when designing a release

engineering process, there is a requirement to balance release confidence

and velocity [15]. In this dissertation, we define that modern release en-

gineering practices [1] aim to achieve both confidence and velocity, includ-

ing practices such as version control [1], organizational collaboration [14],

build, test and deployment automation [3], releasing individual changes

[3], decoupling deployment from release [1, 16] and detecting defects dur-

ing deployments [17].

The industry has used three concepts to describe the maturity level of

modern release engineering practices: continuous integration, continuous

delivery and continuous deployment. Next, each of them is introduced.

Continuous integration (CI) [18] states that changes to a software sys-

tem are automatically build and tested. Typically a CI server, such as

Jenkins [19], is used to automatically build and test changes that are sub-

mitted to the used version control system. The CI server also notifies the

developers if the build or tests fail, so that problems can be solved imme-

diately when occurred. Thus, the CI server keeps the development team

aware of the status of their work [20]. In order to keep the CI feedback

fast, developers should submit their changes frequently to the version con-

trol system. For example, Fowler [18] suggests changes to be submitted

at least once a day.

Continuous delivery (CD) [3] extends CI by requiring that the test and

deployment processes are automated to the extent that the changes can

be deployed to the production environment after passing the tests. A

CI server is used to automate the process, but in addition tools, such as

Docker [21] and Ansible [22], are used to automate and manage the de-

ployments to different environments. Finally, a testing tool such as Robot

Framework [23] is used to automate the end-to-end acceptance tests. In

CD, production deployments are not automatically triggered after passing

all the tests, but instead production deployments are triggered manually,

in order to allow deferring production deployments for business reasons.

Continuous deployment (CDep) [17] removes the decision whether to de-

ploy changes to production or not, as the changes are automatically de-

ployed if the tests pass. Thus, the only difference to CD is that the pro-

duction deployments are automatically triggered after the changes have

passed all the required tests. A production deployment does not always

mean that a change is released, as it can be hidden with feature toggles

[16].
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2.2 Empirical research on modern release engineering

As advances in release engineering have been driven by the industry [1],

empirical research available on the modern release engineering has been

limited until recently [24]. In his dissertation, Wright [9] studied release

engineering in general and concluded that improving process automation

and organizational communication would prevent the most common re-

lease engineering failures. Leppänen et al. [25] surveyed Finnish soft-

ware companies and discovered that the goals to adopt modern release

engineering practices vary between companies. The same survey data

was analyzed by Mäkinen et al. [26] to investigate tool-usage in release

engineering. Some tools, such as version control, are used in every com-

pany, whereas test automation tools for acceptance testing are not used

in most of the companies. Thus, it seems that some areas of the release

engineering are commonly used, but not all of them.

Other related concepts to modern release engineering are rapid releases

[27] and devops [4]. Rapid releases concern the release frequency, and

modern release engineering practices are an enabler for rapid releases,

as the time for testing with rapid releases is limited [27]. Devops is an

organizational approach and focuses on the collaboration of different or-

ganizational functions, especially development and operations [4]. While

organizational collaboration is not an area of release engineering, it is an

enabler for better release engineering practices [9].

2.2.1 Benefits of modern release engineering practices

Benefits of modern release engineering practices have been examined in

multiple studies. Claimed benefits, such as support for automated testing,

improved communication, developer productivity and project predictabil-

ity have been verified in an interview study [28]. An analysis of ver-

sion control data has shown that projects using modern release engineer-

ing practices are more productive without a decrease in software quality

[29]. Furthermore, projects using modern release engineering practices

are able to release the software more often [30].

2.2.2 Adoption of modern release engineering practices

The adoption of modern release engineering practices have been charac-

terized in two models. The stairway to heaven model by Holmström Ols-
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son et al. [31] describes CI and CD as the stepping stones between the

adoption of agile practices and having R&D function as an experiment

system. The model states that after adopting CD, an organization can

develop software through experimentation instead of traditional specifi-

cation; minimal functionality is implemented and deployed first to see

whether or not the expected benefits of the functionality are present when

the software is actually used.

The other adoption model by Eck et al. [32] describes the implications

that an organization must implement when adopting the modern release

engineering practices. The model introduces three adoption stages, ac-

ceptance, routinization and infusion, in which different implications take

place. The implications are categorized into four categories: purposeful

adoption, processes & organization, testing and IT infrastructure. Thus,

the adoption includes both social and technical implications.

2.2.3 Adoption problems of modern release engineering
practices

The adoption of modern release engineering practices has been investi-

gated in many experience reports and a few case studies, as studied in

the systematic literature review of this dissertation, Publication I. While

many problems during the adoption have been identified and solutions to

mitigate the problems have been proposed, there is still not a clear picture

of the adoption, especially in more complex software development con-

texts. In addition, there are no commonly accepted explanations for the

problems during the adoption of modern release engineering practices.

In order to understand the adoption problems, the adoption itself has to

be understood as a technological and social process [33]. In addition, the

process is centered around an organization developing software systems.

Eck et al. [32] studied the actions needed to adopt the practices across an

organization, and found that the actions relate to the themes of purposeful

adoption, processes and organization, testing and IT infrastructure. In

addition to an organizational-level view of adoption, the adoption requires

acceptance on an individual-level too [34].
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3. Research problem and methodology

In this section, we first define the research problem and research ques-

tions of the dissertation. After that, we introduce the research methodol-

ogy, including data collection, data analysis and validation methods.

3.1 Research problem and questions

As previous research has not identified the explanations for modern re-

lease engineering adoption problems, in this dissertation, we perform ex-

ploratory research on the adoption problems. Exploratory research is a

valid research approach when there is not much information available on

the subject [35]. The aim of exploratory research is to produce hypothe-

ses that can be used in the following descriptive or explanatory research

[35]. Our research can be also categorized as inductive [35], as we did

not employ any theory to explain the phenomenon before conducting the

studies.

The research problem of the study is what prevents the adoption of

modern release engineering practices? In our investigation, we limit

ourselves to the internals of organizations and do not attempt to under-

stand other stakeholders’, such as customers’, viewpoints. The research

problem is investigated by answering the research questions of the study

in Table 3.1. The research questions follow the logic of root cause analysis

[10]. First, in order to understand the problems, we have to understand

the phenomenon itself (RQ1). Second, we have to identify problems (RQ2),

in order to improve the practice. Third, we have to explain the problems

(RQ3), in order to be able to solve them. Finally, we can develop solutions

for the problems based on the explanations (RQ4).

We map the publications to the research questions in Table 3.1. In Pub-

lication I, we conducted a systematic literature review to investigate the
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Table 3.1. The relationships of the research questions and the publications. "X" denotes
that the research question was directly addressed in the publication and "(X)"
denotes that the publication indirectly yielded results related to the research
question.

Research Question I II III IV V

RQ1. How are modern release engineering

practices adopted?

(X) (X)

RQ1.1. How is the continuous end-to-end test-

ing practice adopted?

X

RQ1.2. How is the release stabilization period

reduced?

X

RQ2. What problems have been faced when

adopting modern release engineering practices?

X X X

RQ3. What explanations for the problems have

been presented?

X (X) X X

RQ4. What solutions for the problems have

been used or proposed?

X X

research questions RQ2, RQ3 and RQ4. In Publication II, we conducted

the first case study that examined the research questions RQ1, RQ2 and

RQ4. The last three case studies were more focused. In Publication III, we

focused on the reduction of release stabilization period and how it was en-

abled by the test automation efforts. In Publication IV, we focused on how

the used stage-gate product development process explained the adoption

problems. Finally, in Publication V, we focused on how the organizational

context explained the used release engineering practices in two case orga-

nizations.

3.2 Research methodology

In this section, we overview the used research methodology. First, we

introduce the systematic literature review methodology used in Publica-

tion I. After that, we introduce the case study methodology used in the

other publications. Finally, we discuss the data collection, analysis and

validation methods used in the publications.

18



Research problem and methodology

Figure 3.1. Overview of the research process in Publication I.

3.2.1 Systematic literature review

Systematic literature reviews (SLR) are used to present the available ev-

idence on specific research questions with trustworthy, rigorous and au-

ditable methodology [36]. Conducting a SLR consists of five steps [36]:

identification of research, selection of primary articles, study quality as-

sessment, data extraction and data synthesis.

In Publication I, we identified related literature by using the following

search string in major bibliographic databases: ("continuous integration"

OR "continuous delivery" OR "continuous deployment") AND software. As

the review was conducted in 2014, the concept of "modern release engi-

neering" was not yet identified, and we used the terms continuous in-

tegration, continuous delivery and continuous deployment, which were

used in both research and practice for the phenomenon. Currently, the

research field has matured, and other relevant search terms, such as "de-

vops", have emerged. The search, filtering and data extraction process is

visualized in Figure 3.1. A total of 30 articles were selected for the data

extraction phase. We classified 21 articles as experience reports and 9

articles as scientific articles.

We selected the primary articles by excluding articles that did not pro-
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vide evidence from real-life software development contexts. In addition,

we excluded cases that provided only technical implementation descrip-

tions, but did not provide evidence from the use of the technical imple-

mentations.

We did not exclude articles based on quality assessment, as most of the

articles were experience reports and at the time there were only a few

proper empirical research articles on the subject. We mitigated the bias

from the experience reports by focusing on experiences instead of opinions

or claims.

The data was extracted and synthesized by following the thematic syn-

thesis procedures [37]. First, quotations of text that discussed problems

with the modern release engineering practices or the adoption were iden-

tified in the primary articles. Next, the problems were given descriptive

codes and descriptions. In addition to problems, explanations of the prob-

lems and solutions to the problems were captured with codes. The ex-

planations were coded as relationships between the problem codes, e.g.,

nondeterministic tests can explain the ambiguity of test results. Finally,

the problem and solution codes were grouped under higher-order themes

which describe areas where adoption problems can exist.

3.2.2 Case studies

Case study is a research strategy which can be used for investigating a

contemporary phenomenon within its real-life context, especially when it

is difficult to separate the phenomenon from the context [38]. The case

study strategy is appropriate for investigating modern release engineer-

ing practices, as it would be difficult to simulate the phenomenon in a

laboratory setting. Furthermore, our goal in this dissertation is to cap-

ture realistic adoption problems which might not occur in isolation from

the context of development. It is also possible that the adoption problems

are explained by the context.

In this dissertation, we conducted four case studies studying four cases

which are described in Table 3.2. We used development organizations

developing single products as the units of analysis. Two case studies were

conducted for the case Ericsson in Publication II and Publication III. The

case Nokia was studied in Publication IV and both cases BigCorp and

SmallOrg were compared in Publication V.

The cases were selected to be investigated because they were revelatory

[38] considering the adoption of modern release engineering practices.
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Table 3.2. Case organizations studied in this dissertation. OC=Organizational Context,
CS=Company Size, COS=Case Organization Size, OD=Organizational Distri-
bution, CD=Case Domain.

Case Ericsson Nokia BigCorp SmallOrg

OC Unit in a

large com-

pany

Unit in a

large com-

pany

Unit in a

large com-

pany

Startup

CS > 100,000 > 50,000 > 20,000 50

COS 135 – 180 50

OD Four sites in

Europe

Several sites

in multiple

countries

Several sites

in Europe and

Asia

One site in

North Amer-

ica

CD Telecom Telecom Domain X Domain X

Table 3.3. Data collected in the case study publications.

Publ. II III IV V

Cases Ericsson Ericsson Nokia BigCorp,

SmallOrg

Data 27 interviews 11 inter-

views, ver-

sion control

and issue

tracking data

2 workshops

with alto-

gether 15

participants

18 inter-

views, con-

tinuous

integration

data

Case Ericsson was revelatory, because it was a large distributed orga-

nization adopting modern release engineering practices. Case Nokia was

revelatory, because the product development process used in the case was

claimed to explain the adoption problems. Finally, comparing BigCorp

and SmallOrg was revelatory, because they were developing competing

products in different kind of organizations. Therefore we were able to in-

vestigate the effects of organizational context to the release engineering

practices and mitigate the effect of the product context on the practices.

3.2.3 Data collection

In the case studies, the main data collection method was qualitative in-

terviews with an interview guide approach [39], as shown in Table 3.3.
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In Publication III, quantitative data from version control and issue track-

ing systems was collected to triangulate the qualitative results. Also in

Publication V, continuous integration data was collected to illustrate the

difference in discipline in the cases. Finally, in Publication IV, we used

ARCA root cause analysis method [10] to investigate the adoption prob-

lems. The ARCA method is comparable to structured group interviews

[39].

In the interview guide approach [39], interview questions are not deter-

mined beforehand, but instead a list of topics is used as a guide to make

sure that the research questions are covered in the interviews. Otherwise,

the approach is flexible and allows interviewees discuss subjects that they

feel important regarding the subject of the research. In addition, ques-

tions can be asked spontaneously based on the role and experience of the

interviewee, which allows investigating topics that would be difficult to

plan before the interviews.

We interviewed various roles in the organizations. In Publication II,

we interviewed managers, architects, developers, testers and coaches. In

Publication III, we interviewed managers, testers and developers. In Pub-

lication IV, we interviewed managers, developers and testers. In Pub-

lication V, we interviewed managers, architects, developers and service

team members. This allowed us to gain a holistic understanding on the

subject, not being biased by single roles. In addition, we attempted to

interview team members from as many teams as possible, although the

organizational distribution limited the possibility to interview everyone.

The interviewees were selected by the key stakeholders in the case orga-

nizations, according to the requests we made.

3.2.4 Data analysis

The interviews were audio recorded and transcribed by a professional

transcription company. The ARCA workshops were transcribed by the au-

thor of the dissertation, due to having multiple people talking in the work-

shop and technical language. The transcriptions were first read through

by the author to get immersed with the data [39]. After that, the au-

thor identified quotations from the transcriptions that were relevant to

the research goals of the individual studies. The concepts in the quota-

tions were given descriptive codes [39] to identify the same concepts in

other quotations too. The codes were refined until they represented the

interview data well enough and comprised a coherent whole.
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Quantitative data from software repositories were analyzed in Publica-

tion III and Publication V. In Publication V, the descriptive statistics were

calculated from the data, to compare the continuous integration discipline

in the two case organizations. In Publication III, time series analysis [38]

was done to investigate the effects of reducing the release stabilization pe-

riod. In both publications, the quantitative data analysis was performed

to triangulate [38] the qualitative data analysis.

3.2.5 Validation

In this section, we describe how we mitigated the threats validity, accord-

ing to the validity types of case study research [40]: construct validity,

internal validity, external validity and reliability. In Section 5.5, we dis-

cuss what threats we could not mitigate.

Construct validity

Construct validity assesses whether the constructs operationalized in re-

search are the same as what is investigated according to the research

questions. In the SLR, it was more difficult to assess if an article used the

same definition for, e.g. CI, as we did. Nevertheless, the inclusion and ex-

clusion steps of the SLR were performed by multiple researchers in order

to reduce bias.

In the case studies, it was easier to improve construct validity, because

we either asked the interviewees what they meant by CI (Publication II)

or provided them a common definition (Publication IV). Furthermore, in

the interviews, we used a flexible interview guide approach and open

questions, which allowed interviewees to explain their experiences with

their own words. Finally, we could ask them clarifications if something

was ambiguous.

Internal validity

Internal validity assesses whether the explanations based on the collected

data are valid. In both SLR and case studies, this was achieved with

triangulation [38]. First, multiple researchers were involved in primary

article selection in the SLR and in most of the interviews. Second, in

the case studies, we interviewed employees in various roles, teams and

sites. Third, the data analysis results were reviewed and criticized by the

other authors of the publications. Finally, key stakeholders from the case

organizations reviewed the final results of the case studies and made sure
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that the results truthfully represented their situation.

External validity

External validity assesses whether the results are generalizable outside

the studied cases. We described the context of the case organizations in

order to allow generalizing the results to other similar contexts. In Pub-

lication V, we identified constructs that can be generalized outside the

studied cases.

Reliability

Reliability assesses whether the data and analysis are dependent on the

researchers. We documented the used data collection and analysis pro-

cedures in the publications. In the SLR, we performed inter-rater agree-

ment on the selection of primary articles and achieved moderate agree-

ment.
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4. Overview of the results

In this section, an overview of the answers to the research questions are

given based on the publications in the dissertation.

4.1 RQ1. How are modern release engineering practices adopted?

The adoption of modern release engineering practices consists of automat-

ing the build, test and deployment activities. In this dissertation, we focus

on the test automation. In addition, we study how the release stabiliza-

tion period can be reduced with test automation, as in the more mature

modern release engineering practices, there should be no release stabi-

lization period needed before production deployment.

4.1.1 RQ1.1. How is the continuous end-to-end testing practice
adopted?

In Publication II, we investigated a case organization that had adopted

the practice of continuous end-to-end testing (CET). For the case organiza-

tion, it took over a year to automate half of the manual test cases of their

system, as shown in Table 4.1. The adoption consisted of three phases.

First, the CET system was created by two specialized teams. Second, au-

tomated end-to-end tests (AET) were created for the legacy functionality

by the two teams. Third, the habit of creating AETs for new functional-

ity was spread across the whole organization. The first two phases could

be done by specialized teams, whereas the last phase required collabora-

tion of the whole organization. While creating AETs is a technical task,

spreading the practice in an organization is a social process.
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Table 4.1. Timeline of the events during continuous end-to-end testing adoption in Pub-
lication II.

Date Event

September 2013 Testing activities and test automation close to non-

exist, two teams on Site A start to build the CET

system and create legacy AETs

January 2014 Evaluation of test frameworks done by one team on

Site A, one framework chosen for the system

March 2014 Events organized at all sites to spread the test au-

tomation mindset and give trainings for the chosen

test framework

December 2014 50 % of legacy AETs created

Figure 4.1. After the release stabilization period was reduced, less commits were done
near the release date in Publication III.
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Table 4.2. Problem themes and related problems found in Publication I.

Theme Problems

Build Design Complex build, inflexible build

System Design System modularization, unsuitable architecture, internal

dependencies, database schema changes

Integration Large commits, merge conflicts, broken build, work

blockage, long-running branches, broken development flow,

slow integration approval

Testing Ambiguous test result, flaky tests, time-consuming testing,

hardware testing, multi-platform testing, UI testing,

untestable code, problematic deployment, complex testing

Release Customer data preservation, documentation, feature

discovery, marketing, more deployed bugs, third party

integration, users do not like updates, deployment

downtime

Human and

Organizational

Lack of discipline, lack of motivation, lack of experience,

more pressure, changing roles, team coordination,

organizational structure

Resource Effort, insufficient hardware resources, network latencies

4.1.2 RQ1.2. How is the release stabilization period reduced?

In Publication III, we investigated how the same case organization as in

Publication II reduced the release stabilization period after automating

the end-to-end and subsystem tests. Reducing the release stabilization

period made the feature freeze practice work more as intended; less com-

mits were done near the release date, as shown in Figure 4.1. However,

further reduction of stabilization period would have required deployment

automation too, as setting up the test environments for the release testing

took the majority of the time during the release stabilization period.

4.2 RQ2. What problems have been faced when adopting modern
release engineering practices?

In Publication I, we studied the literature about the problems faced when

adopting modern release engineering practices. From the 30 analyzed

articles, we extracted 35 descriptions of cases where modern release en-
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Figure 4.2. Adoption problems and their proposed solutions found in Publication II.

gineering practices were either used or being adopted. We could identify

multiple problems related to the adoption, under the themes of build de-

sign, system design, integration, testing, release, human and organiza-

tional and resource (see Table 4.2).

In Publication II (see Figure 4.2) and Publication IV, we investigated the

problems in two case organizations. We could recognize all the problem

themes in the cases. However, the problems that the cases were mostly

struggling with were in the themes of system design, integration, testing,

human and organizational and resource. In addition, problems in human

and organizational and resource themes were perceived to explain the

problems in the other themes.

4.3 RQ3. What explanations for the problems have been
presented?

In Publication I, we found that in the literature, some problems were per-

ceived to explain other adoption problems, as shown in Figure 4.3. How-

ever, the literature does not explain, why the adoption problems are not

solved in practice, even when there are plenty of solutions described in

the literature. The case studies, Publication II, Publication IV and Publi-

cation V, provided explanations how the problems emerge and why they
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Figure 4.3. Relationships between the problems found in Publication I.

are not solved.

In Publication II, the system design made the automated testing and

deployment more difficult. First, changes to some subsystems could not

be version controlled at all, which would be needed for the automatic de-

ployment of the changes. Second, some subsystems did not behave de-

terministically enough to be automatically tested. Instead, the system

behavior included delays which would slow down the execution of tests

and cause tests to fail nondeterministically. The subsystems were devel-

oped by third parties and could not be improved by the case organization.

In Publication IV, the system design also explained the adoption problems

by causing nondeterministic tests.

In Publication II, the organizational distribution was an explanation for

the slow adoption of continuous end-to-end testing. The distribution made

communication and coordination more difficult. In addition, all the adop-

tion drivers were located on a single site and the adoption had not spread

over the site borders. In Publication IV, the organizational distribution

also explained the adoption problems by lack of communication and coor-

dination, which resulted in broken builds and duplicate testing.
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Figure 4.4. Mechanisms that explain the adoption problems in Publication IV.

4.3.1 Stage-gate product development process explaining the
problems

In Publication IV, we investigated how the stage-gate product develop-

ment process explained the adoption problems in the case organization.

We found that the plans which were conceived early in the stage-gate pro-

cess were overscoped and could not be realized on later stages, adding

time pressure on new feature development and reducing time from the

adoption (see Figure 4.4). Similar time pressure for new feature develop-

ment was explaining the adoption problems in Publication II. In addition,

the stage-gate process required the use of different development branches

for different stages, which added complexity to the development work and

increased the cost of adoption.

4.3.2 Organizational context explaining the problems

In Publication V, we compared the release engineering practices imple-

mented in two organizational contexts: large mature company context

and startup context. Since the case organizations were developing com-

peting products, we could control the effect of product context and inves-

tigate the differences explained by the organizational context (see Fig-

ure 4.5). We found out that in the large mature company context, the
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Figure 4.5. Mechanisms that explain the outcomes of the release engineering practices
in Publication V.

number of customers and stakeholders inside the company increases the

cost of adoption due to higher quality requirements and adoption com-

plexity. Thus, the increased cost of adoption can prevent it from hap-

pening. In the startup context, the main explaining factor is the lack of

resources which prevents further adoption. However, with flexibility, star-

tups can mitigate the lack of resources by collaborating more tightly with

customers.

4.4 RQ4. What solutions for the problems have been used or
proposed?

In Publication I, we found that in the literature, most of the adoption prob-

lems can be solved with the solutions given in Table 4.3. However, since

the problems described in the literature are not contextualized, it might

be that the solutions are not applicable in every context. In Publication II,

we identified proposed solutions for the problems present in the case orga-

nization. Especially the actions of starting the adoption with specialized

teams for the technical implementation, demonstrating early value with

radiators, providing trainings and support for creating the automated test

cases while learning and moving the specialists to other teams after im-

plementing the initial technical infrastructure were considered beneficial
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Table 4.3. Solutions themes and related solutions found in Publication I.

Theme Solutions

System

Design

System modularization, hidden changes, rollback, redundancy

Integration Reject bad commits, no branches, monitor build length

Testing Test segmentation, test adaptation, simulator, test

parallelization, database testing, testing tests, comprehensive

testing, commit-by-commit tests

Release Marketing blog, separate release processes

Human and

Organiza-

tional

Remove blockages, situational help, demonstration,

collaboration, social rules, more planning, low learning curve,

training, top-management strategy, communication

Resource Tooling, provide hardware resources

for succeeding with the adoption. Still, the actions could not be applied

on every site of the organization, because there was no required organiza-

tional support and individual acceptance, which explains the slower than

expected adoption rate in the case organization.
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5. Discussion

In this section, we discuss the implications of the results as shown in Fig-

ure 5.1, first generally as hypotheses that can be tested in future studies,

and then specifically to research and practice. After that, we discuss the

threats to validity of the results.

5.1 Adopting modern release engineering practices

In this section, we will discuss the implications regarding the adoption of

modern release engineering practices. We will focus on what the adoption

requires and how it can be measured.

5.1.1 Adopting modern release engineering practices requires
build automation, test automation and deployment
automation

Adopting modern release engineering practices requires automation of

build, test and deployment activities, which is described in the practi-

tioner literature [3]. This is also visible in the results from the SLR in

Publication I, as there were problem themes for build design and test-

ing, and a problem concept "problematic deployment" under the testing

theme. Finally, lack of automation and tool support has been found to

hinder successful release processes [9].

In the case studies, we focused on the test automation, because the im-

provements in the case organizations focused mostly on test automation.

Especially automating the end-to-end testing is problematic, since it was

the major theme discussed in Publication II, and a survey of Finnish soft-

ware companies shows that acceptance testing tools are not used in most

of the companies [26]. Thus, especially the automation of the end-to-end

or acceptance tests is a substantial part of adopting modern release engi-
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Figure 5.1. An overview of the implications of the results.

neering practices.

The interviewees did not bring out build automation as a noteworthy

theme in the interviews, and we suspect that the build automation was

not a substantial issue in the case organizations. However, for some other

software systems with more complex compilation configurations, build au-

tomation can be a major issue [41].

Regarding deployment automation, the case organizations did not have

access to production environments in order to automate deployments to

production. However, deployments to test environments were automated

in the case organizations. In Publication III, we identified that deploy-

ments to the release test environment were problematic and they could

have been automated to improve the release testing process. But as re-

leases were performed six times per year in Publication III, the lack of

automation regarding deployments was not a critical issue. When mov-

ing towards faster release cycles, we suspect that deployment automation

becomes more important.
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5.1.2 Adopting modern release engineering practices requires
adoption on both organizational and individual levels

Adopting complex technological innovations in organizations requires both

organizational- and individual-level adoption [34]. In the context of mod-

ern release engineering practices, organizational-level adoption is required

to get resources for the adoption and to coordinate the adoption. Individual-

level adoption is required, because the adoption requires that individuals

automate the testing of the developed system and keep the system stable

during the development. In Publication IV, we could see that organiza-

tional support for the adoption was missing, as the adoption was driven

by the development organization and not by the management. Thus, the

organizational processes did not provide enough slack [42] and resources

for the adoption.

In Publication II, there was organizational support for the adoption, as

two teams were permitted to focus only on the adoption and the man-

agers in the organization were facilitating the adoption. However, the

individual-level adoption was not proceeding as fast as expected by the

adoption drivers. Gallivan [34] shows that bureaucratic culture, central-

ized planning, cultural norms of learning and job roles and individual

attributes may hinder the adoption on the individual-level. The case or-

ganization in Publication II was part of a large mature company, and it

can be suspected that some of the hindering factors were present in the

organization, although they were not under our investigation.

Persuasion of informal advocates, e.g. team members, can significantly

speed the adoption of innovations [43]. This was also visible in Publica-

tion II, as moving early adopters to other teams had spread the adoption

to other team members in those teams. However, after accepting the adop-

tion, individuals still have to learn to use the test automation tools, which

can take long time if the individual has no previous experience with test

automation. Furthermore, time for learning can be limited, as the devel-

opment of the system is often prioritized higher than the adoption, which

was visible in both Publication II and Publication IV.

5.1.3 Adopting modern release engineering practices reduces
the time needed for deployment stabilization

In Publication III, we studied how the adoption of modern release engi-

neering practices allowed the case organization to reduce the time needed
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for release stabilization. According to the results, reducing the release

stabilization time did not have any negative consequences. Thus, we could

deduce that the time needed for release stabilization could be used as a

measure for the maturity of modern release engineering adoption.

However, when developing new features or making changes with large

impacts, there is often a need to hide the changes with feature toggles

[16] after they have been deployed to production environment, in order

to verify the functionality in a realistic setting. Thus, there might not

be deployment stabilization before the production deployment in CD, but

there can still be release stabilization after the production deployment.

As in modern release engineering, the release of a feature is decoupled

from the deployment of a feature [1], stabilization for deployment and sta-

bilization for release can be decoupled too. In Publication III, the deploy-

ment and release of the system were still coupled and thus we could only

speak of release stabilization regarding the case organization. However,

based on the literature, we suggest using deployment stabilization as the

measure for the maturity of modern release engineering practices instead

of release stabilization, in order to cover scenarios where deployment and

release are decoupled.

The release stabilization period was reduced from six weeks to three

weeks in Publication III. From the literature, we can find release stabi-

lization periods for other types of software: 9 weeks for Linux [44], 13

weeks for Chrome [44] and 1 week for Facebook mobile applications [8].

As explained in [8], product context can explain the need for release sta-

bilization period, e.g., if the deployment cannot be controlled by the de-

velopment organization and the number of and variance in production

environments is large. Thus, the measures of deployment stabilization

are not easily comparable across different software systems.

5.2 Explanations for the adoption problems

In this section, we discuss the implications regarding the explanations for

the adoption problems. First, we overview the problems and then focus on

specific explanations based on organizational distribution, system design,

stage-gate process and organizational context. Finally, we discuss the

proposed or used solutions.
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5.2.1 Problems are related to build automation, test
automation, deployment automation or social adoption

As discussed in the previous section, the adoption requires build automa-

tion, test automation, deployment automation and adoption on both or-

ganizational and individual levels. Thus, these areas cover the primary

adoption problems. In the SLR in Publication I, we also identified the

problem themes of system design and integration. However, system de-

sign explains the primary problems of build automation, test automation

and deployment automation. In addition, integration problems can be

explained by the primary problems.

5.2.2 Organizational distribution explains social adoption
problems

Organizational distribution explains the social adoption problems related

to organizational and individual adoption. In Publication II, the site bound-

aries and limited communication channels were limiting the adoption.

Similarly, in Publication IV, the organizational distribution hindered the

communication, which showed as surprising changes to the software sys-

tem coming from other sites. However, in the literature in Publication I,

the organizational distribution was not identified as a problem. Thus, the

relationship between the organizational distribution and adoption prob-

lems should be investigated in further studies.

While the organizational distribution explains the adoption problems,

adopting modern release engineering practices can also improve collabo-

ration in a distributed setting [32]. Thus, if possible, the adoption should

be made before distributing the development and not afterwards, as in a

distributed setting the adoption itself is more difficult.

5.2.3 System design explains technical adoption problems

System design can explain problems in the technical areas of the adop-

tion: build automation, test automation and deployment automation. In

Publication I, we found cases where the system design had an effect on

the testability and deployability on the system. Similarly, in Publication

II and Publication IV, the system design made the automated testing and

deployment of the system more difficult, as the system tests were not re-

liable enough and deploying the systems was not possible without down-

time. The results of this dissertation align with other studies that have
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investigated the relationship between the system design and modern re-

lease engineering practices [9, 45, 46, 47, 48].

5.2.4 Limited resources explains both social and technical
adoption problems

In Publication IV, we found that the use of stage-gate process limited the

resources for the adoption, and thus hindered the adoption in all areas.

Similar finding was made in Publication II, where the pressure for new

feature development decreased the amount of resources for the adoption.

The problems can be due to overscoping [49], as the scope for the new

feature development in both cases was stated to be high and prioritized

over the adoption. Gruver et al. [50] describe a similar situation, where

the scope of development was not decreased, but instead an architectural

change was applied which allowed the development of same scope with

less resources than previously. Thus, changes in architecture or business

processes might be needed in order to allow the adoption enough resources

for proceeding as planned.

In Publication V, we found that different types of organizations have dif-

ferent kind of requirements for the modern release engineering practices.

The variance in requirements explains the cost to adopt the practices,

especially regarding the test automation. Thus, in some contexts, the re-

sources can be limited for the adoption because the requirements are set

higher, whereas some contexts can have a successful adoption with less re-

sources if the requirements are lower. We are not aware of other studies

that have investigated the effects of organizational context to the modern

release engineering practices.

5.2.5 There are no easy solutions for the adoption problems

In Publication I, we found solutions from the literature that can help in

adopting the modern release engineering practices. Some of the reported

solutions relate to the system design explanation and can help in some

situations, but as seen in Publication II, solving system design problems

can require replacing entire subsystems, which requires substantial re-

sources. Wright [9] emphasizes the role of architecture when improving

release engineering processes. He also makes the observation that orga-

nizations recognize the need for improvement in architecture, but imple-

menting the improvements is often difficult.
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Recently, an architectural pattern called microservices [51] has been

used to solve the system design adoption problems when the system is

executed in a cloud environment. The pattern implies that the developed

system is split into multiple services that can be built, tested and deployed

independently of each other. As speculation, the case organization stud-

ied in Publication II and Publication III could have gained benefit from

the microservices approach, as the organization had control over the pro-

duction environment, although only through a separate operations orga-

nization. The case organizations studied in the other publications would

have gained less benefit from the approach, because the production envi-

ronments were operated by their customers.

We did not find any strategies from the literature on how to solve the

problems related to the organizational distribution. If possible, similar

actions that were made in Publication II could be applied on all sites of

the organization to spread the adoption over the site boundaries. Further-

more, collaboration between sites can be improved with the best practices

in global software engineering [52]: face-to-face meetings and effective

and frequent synchronous communication.

5.3 Implications to research

This dissertation provides a framework for future research on modern

release engineering practices. Future research can consider only some

parts of the modern release engineering practices, for example, build au-

tomation, test automation or deployment automation. In addition, future

research can use the metric of deployment stabilization time to assess

the maturity and improvement of modern release engineering practices.

Also the difference between deployment and release stabilization can be

studied.

Social adoption can be studied on its own. Adopting complex technologi-

cal innovations in organizations has been studied previously [34] and ap-

plying results from that research topic to the adoption of modern release

engineering practices would be a good topic for future research. How-

ever, when studying technical adoption in case studies, the social prob-

lems should be taken into consideration too, since they can explain the

technical problems. Similarly, technical problems can explain social prob-

lems. For example, a problematic system design increases the complexity

of the adoption.
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The organizational distribution and system design explain many of the

adoption problems. System design has been studied in multiple earlier

investigations, but the effects of distribution are recognized only in this

study to our knowledge. Thus, in future research, the distribution and

system design should be taken into account when studying modern re-

lease engineering practices.

Finally, organizational context and used development processes, such

as stage-gate process, can explain the adoption problems. Researchers

should take these into account when comparing the practices between or-

ganizations.

5.4 Implications to practice

Based on this dissertation, the practitioners can measure their release

engineering maturity with the time needed for deployment stabilization.

In addition, practitioners can focus on how well their build, test and de-

ployment processes have been automated, when assessing the maturity.

Practitioners can assess the suitability of their system design for the

modern release engineering practices. In addition, when designing new

systems, practitioners can consider the testability and deployability of the

systems, if they aim to implement modern release engineering practices.

Practitioners in distributed organizations, with stage-gate processes or

otherwise difficult organizational contexts can see that implementing mod-

ern release engineering practices in their context might be difficult. Fur-

thermore, they can prepare for the difficulties before committing to the

adoption of modern release engineering practices.

5.5 Threats to validity

In this section, we discuss the threats to validity of our results. In Sec-

tion 3.2.5, we showed how the threats were mitigated. We use the validity

types of case study research [40]: construct validity, internal validity, ex-

ternal validity and reliability. We discuss the threats to validity of the

SLR also under these validity types.
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5.5.1 Construct validity

Construct validity assesses whether the constructs operationalized in re-

search are the same as what is investigated according to the research

questions. In this dissertation, there is a threat to construct validity, be-

cause the terminology used for modern release engineering practices is

ambiguous and used differently by different practitioners and researchers.

For example, there is no clear and agreed difference between CI and CD,

nor what is considered to be "continuous" enough to be accepted as CI.

In addition, the definition of CD requires the software to be always re-

leasable, but it is again questionable what is considered to be "releasable"

and what is not.

5.5.2 Internal validity

Internal validity assesses whether the explanations based on the collected

data are valid. We used interviews and software repository mining as

our data collection methods. Including observation as a data collection

method would have had better validity, as it does not have the same bi-

ases. Our data collection and analysis procedures included interpretation,

which reduced the internal validity. Finally, the studied case organiza-

tions were large, and we could not interview all parts of the organizations.

5.5.3 External validity

External validity assesses whether the results are generalizable outside

the studied cases. In the SLR, we identified 35 cases related to the subject.

However, the cases were not presented identically in the primary articles

and they did not use the same research questions as we used in the SLR.

Furthermore, the articles did not provide enough context-dependent ma-

terial for synthesizing and generalizing the results.

In the case studies, the case organizations were from two business do-

mains. The dynamics of the domains are different from other domains,

e.g., the web application domain where most of the successes in modern

release engineering practices are reported. As reported in Publication

V, it is typical in the studied domain to have release cycles of multiple

months. In addition, three of the studied cases were large mature compa-

nies and one was a startup. Thus, we were not able to study a mid-sized

company. The presented results are only generalizable to similar situa-
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tions and contexts.

Finally, we investigated the phenomenon in three cases. There exist

many more software organizations with the aims of implementing modern

release engineering practices. It can be expected that the results in this

dissertation can be extended by investigating further cases in different

domains and situations.

5.5.4 Reliability

Reliability assesses whether the data and analysis are dependent on the

researchers. The data collection and analysis phases included interpre-

tative elements and thus, replicating the work by other researchers can

produce different results.
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6. Conclusions

In this section, we present the contributions of the dissertation and pro-

pose topics for future research.

6.1 Contributions of the research

This dissertation provides four contributions for the research problem:

what prevents organizations from adopting modern release engi-

neering practices? The contributions are the answers for the research

questions of the dissertation.

6.1.1 RQ1. How are modern release engineering practices
adopted?

Modern release engineering practices are adopted by automating the build,

test and deployment activities. The automation activities result in de-

crease of deployment stabilization period. The adoption is similar to the

adoption of complex technological innovations in organizations and re-

quires adoption to happen on both organizational and individual levels.

6.1.2 RQ2. What problems have been faced when adopting
modern release engineering practices?

The identified adoption problems concern primarily automation of build,

test and deployment, and social aspects. Other problems explain or are

consequences of these primary problems. The automated build and de-

ployment can be too slow, complex or inflexible so that building or deploy-

ing the system takes too long or requires substantial maintenance effort.

Automated tests can be too slow, unreliable or the tests might not be suf-

ficient for being certain of the quality of the system. Finally, individuals

might resist the change needed in the work practices, due to, e.g., lack of
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resources or insufficient training. On an organizational-level, resources

or coordination can be missing for the adoption to be successful.

6.1.3 RQ3. What explanations for the problems have been
presented?

Identified explanations for the adoption problems were organizational dis-

tribution, system design, stage-gate development processes and organiza-

tional context. Organizational distribution explains the social adoption

problems, because distribution makes it more difficult to communicate,

motivate and coordinate the changes needed in the organization. System

design explains the technical adoption problems, when the architectural

requirements for modern release engineering practices, such as testabil-

ity and deployability, were not taken into account when the system was

designed. Stage-gate processes and organizational context explain all the

adoption problems, as they can either limit the resources for the adoption

or increase the need for resources by higher quality requirements.

6.1.4 RQ4. What solutions for the problems have been used or
proposed?

We identified that solutions exist for both technical and social problems.

Technical problems can be solved by changing the design of the system

so that the system and its parts are more testable and deployable. When

an organization has control over the production environment of the de-

velopment system, the microservices architectural pattern can be used to

allow deploying smaller parts of the system separately. Social problems

can be solved by implementing case specific strategies for achieving or-

ganizational change. For example, specialized teams can concentrate on

creating automated legacy test cases and supporting other teams to cre-

ate test cases for new features. These solutions can require substantial

resources and thus need support from the management.

6.2 Future work

We did not study the automation of the build or deployment activities, as it

was not either feasible in the cases or the subject was not yet timely for the

organizations. However, automation of the deployment is an important

part of adopting modern release engineering practices, as we identified in
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Publication III. This could be a subject in future studies.

As our work was conducted inductively, we did not employ existing the-

ories during the data collection and analysis. However, only afterwards,

we recognized the existence of adoption theories, e.g. [34], that could be

employed for more structured investigation of the adoption.

Finally, the hypotheses presented in the discussion section of the disser-

tation can be validated further in future studies.
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