
The Internet traffic volume, especially of 
heavy content and in mobile networks, is 
increasing heavily and networks are facing 
scalability challenges. In-network caching, 
specifically information-centric networking 
and software-defined networking, is utilized 
to efficiently solve the technical traffic 
optimization problem. This thesis 
complements the technical development of 
in-network caching by analyzing its 
economic feasibility from the perspectives 
of the different market actors. The research 
makes several contributions by analyzing 
different industry scenarios for the future 
Internet content delivery market and 
evaluating the cost efficiency of in-network 
caching compared with current caching 
solutions. 
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1 . Introduction 

1.1 Background and motivation 

The amount of heavy content, especially video, is increasing in the Internet. Ac-
cording to Cisco (2015), 80% of all consumer Internet traffic will be video in 
2019. Global IP traffic is estimated to grow at a compound annual rate of 23% 
between 2014 and 2019. At the same time, mobile data volume is estimated to 
grow 61% annually between 2014 and 2019. As a consequence, both Internet 
service providers (ISPs) and mobile network operators (MNOs) face heavy in-
vestments in network capacity. One solution to efficiently cope with the increas-
ing traffic volume is to employ caching, which enhances the end-user perceived 
quality of experience (QoE), improves network scalability and reduces the traf-
fic volume leaving the ISP or MNO networks. Other prominent traffic optimiza-
tion solutions include multipath technologies (Wischik et al., 2008) that typi-
cally require the involvement of the end users and are, thus, outside the scope 
of this research. 

Caching first emerged in the form of web caching (Barish and Obraczka, 
2000), which temporarily stores web pages in web proxies to reduce load on the 
origin servers and to improve the response time. Web caching preserves the cli-
ent-server model, whereas in peer-to-peer (P2P) networks (Schollmeier, 2002), 
established for file sharing, each peer acts both as a client and a cache server. 
The commercial content providers (CPs) are increasingly outsourcing their con-
tent delivery to third-party content delivery networks (CDNs) (Dilley et al., 
2002), which place content servers in different ISP or MNO networks to better 
serve the end users. For example, already in 2014, 57% of all Internet video traf-
fic passed through CDNs (Cisco, 2015). Recent developments (e.g. Krishnan et 
al., 2000; Chen et al., 2002; Xu et al., 2002; Tang and Chanson, 2002; Jia et al., 
2003; Sourlas et al., 2011) focus on cache placement at different parts of the 
network, such as router and access networks, which is called in-network cach-
ing. In-network caching can be enabled by different technologies, such as infor-
mation-centric networking (ICN) (Jacobson et al., 2012) or software-defined 
networking (SDN) (Raghavan et al., 2012) 

Technically, ICN (Jacobson et al., 2012) introduces flexible routing by content 
names instead of locations. In addition, the economic incentives of caching with 
ICN are discussed in Agyapong and Sirbu (2012) and Wang et al. (2014). How-
ever, clean-slate ICN implementations require changes in the network topology 
and the routing principles, and the overlay implementations complicate the net-
work structure as well as add overhead to the network (Ahlgren et al., 2012). At 
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the same time, ICN caching is limited to fixed networks and provides minor 
benefits in mobile networks, because mobile data is typically enclosed in the 
GPRS tunneling protocol (GTP) within the mobile network. 

Increasing digitalization, on the other hand, shifts the network equipment 
market from hardware business to software business in a way similar to the 
handheld device and computer markets. For example, network function virtu-
alization (NFV) and SDN in the context of mobile networking have been widely 
discussed in recent literature (e.g. Aleksic and Miladinovic, 2014; Salsano et al., 
2014; Taleb, 2014; Haleplidis et al., 2015a; Taleb et al., 2015). 

Thus, SDN has been proposed as a solution to enable in-network caching in a 
mobile environment by removing the GTP tunneling from the mobile networks 
(Costa-Requena, 2014). SDN benefits arise from the decoupling of the control 
and user planes (Raghavan et al., 2012), and include increased flexibility and 
dynamicity of the network (Kreutz et al., 2015), as well as faster service and net-
work software update cycles to the ISPs and MNOs (Pentikousis et al., 2013). In 
addition, SDN promotes new business models, such as virtual CDNs (Veitch et 
al., 2015), and reduces cost through dynamic service chains (Quinn and Guich-
ard, 2014), where less popular content can bypass the caches to prevent cache 
throttling. On the other hand, SDN increases signaling traffic in the network as 
well as adds new points of failure by centralizing the control plane into the data 
centers. Thus, the net benefits of both ICN and SDN should be quantified. 

1.2 Research questions and objectives 

The main research question of this dissertation is as follows: 
 
Which Internet content delivery technologies are techno-economically the 

most feasible? 
 
To answer the question, the Internet content delivery market dynamics and 

ecosystem should be mapped. In addition, the researched technologies should 
be compared with the incumbent caching technologies, such as CDNs and other 
data center caching solutions. Thus, the main objectives of the research are: 

1) to identify the key roles and actors for Internet content delivery market 
and their respective business relationships, 

2) to form feasible industry scenarios by identifying the main trends and 
uncertainties of the Internet content delivery ecosystem, and 

3) to model the cost efficiency of the new technologies compared with the 
current technologies. 

1.3 Research scope and definitions 

The analysis on the existing Internet content delivery solutions limit to data cen-
ter caching (e.g. such as CDNs and ISP data center caching) and caching in end-
user devices (e.g. P2P) due to their dominant role in the current Internet content 
delivery market. In addition, in-network caching is discussed by using ICN and 
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SDN technologies as example cases. The analysis on ICN focuses on caching in 
fixed IP networks, whereas SDN-enabled caching is utilized in the backhaul of 
mobile networks, i.e. long-term evolution (LTE) networks in this work. 

The scope of this research is limited to human generated content and does not 
discuss machine-to-machine traffic, because caching benefits are seen mostly 
with heavy content, such as video. In addition, due to the availability of data, the 
quantitative analysis mostly focuses on the Finnish market. 

The actors that are considered in this research and are important for the In-
ternet content delivery market are defined as follows: 

Content provider: Operates a platform that aggregates commercially pro-
duced content, such as Netflix, or user-generated content, such as YouTube. Has 
direct relationship with the end users. 

End user: Requests, consumes and potentially pays for the content. 
Internet service provider: An actor providing Internet connectivity to 

both end users and content providers. Can be divided into Internet access pro-
viders (access-ISP) and transit providers (transit-ISP). 

Mobile network operator: Provides Internet access via the cellular net-
work, i.e. LTE network in this research. 

CDN provider: Operates CDN services and interacts with both content pro-
viders and ISPs. 

1.4 Outline of the thesis 

For an efficient presentation of the findings, the structure is divided into two 
logical parts. The first part qualitatively analyzes the Internet content delivery 
market from the perspectives of the main actors and forms alternative industry 
scenarios (Objectives 1 and 2). A quantitative cost modeling approach is taken 
in the second part of the thesis to analyze the cost efficiency of SDN-enabled in-
network caching compared with current caching alternatives (Objective 3). The 
structure of the thesis is illustrated in Figure 1. 
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Figure 1. Structure of the thesis. 
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2 . Evolution of Internet content delivery 

This research studies techno-economic efficiency of different caching technolo-
gies in the Internet content delivery market. The following subsections highlight 
the recent evolution trends from the perspectives of the Internet topology, the 
market and the different technologies. 

2.1 Internet topology 

The internet topology is changing due to the increase in traffic volumes and 
emerging market forces. Figure 2 shows the traditional Internet logical topol-
ogy, where few transit-ISPs form the backbone that provide interconnectivity to 
lower tier ISPs (Labovitz et al., 2010). As content’s importance and traffic vol-
ume increase, large content providers such as Google and Netflix are forming 
their own global networks that run parallel to the traditional backbone net-
works. In addition, content sources are consolidating and traffic is increasingly 
flowing directly between large content providers, content delivery networks and 
end-user networks (Labovitz et al., 2010). Figure 3 illustrates the emerging In-
ternet logical topology. 

 

 

Figure 2. Traditional Internet logical topology (Labovitz, Iekel-Johnson, McPherson, Oberheide 
and Jahanian, 2010). 
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Figure 3. Emerging Internet logical topology (Labovitz, Iekel-Johnson, McPherson, Oberheide 
and Jahanian, 2010). 

For full Internet connectivity, lower tier ISPs can either buy transit from the 
transit-ISPs or peer with each other through peering agreements (Norton, 
2011). When an ISP buys transit, it can access the whole Internet through the 
same transit provider and the transit traffic is typically charged based on usage 
by using the 95th percentile measurement method1. In addition, the transit 
agreement may contain details on service levels and bigger transit buyers may 
get volume discounts by committing to certain levels of transit volume usage. 

Peering agreements, on the other hand, have traditionally been settlement 
free and the peering ISPs gain access only to each other’s networks rather than 
the whole Internet. However, as Internet traffic volumes grow, peering is be-
coming more popular, especially among ISPs of the same tier and size (Labovitz 
et al., 2010). On the other hand, if the peering ISPs do not attain equal value 
from the agreement, paid peering can be adopted (Norton, 2011). For example, 
some ISPs see more download traffic (i.e. eyeball-ISP), while others have more 
upload traffic (i.e. content-ISP), which makes the peering relationship asym-
metric. 

In addition to transit and peering agreements, content providers may offer 
side payments to ISPs that are not directly connected to the content providers, 
but whose networks are heavily flooded with the content provider’s traffic. The 
side payments are commonly paid, despite violating the net neutrality princi-
ples, to ensure the service quality and potentially to increase the entry barriers 
for smaller competiting content providers (Tuffin, 2015). 

2.2 Access technologies 

Traditionally, heavy content such as video is consumed over fixed-access net-
works. However, with the emergence of 4G and 5G technologies, the mobile net-
work bandwidths are more equivalent to that of the fixed networks. As a conse-
quence, mobile data traffic is estimated to grow three times faster than fixed IP 

                                                           
1 Every five minutes, the load on the link is measured. The top 5% of data samples taken during the billing 
period are ignored. The next highest measurement, i.e. 95th percentile, becomes the billable rate (Norton, 
2011). 
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traffic between 2014 and 2019 (Cisco, 2015). Figure 4 shows the evolution of 
3GPP mobile access technologies: from circuit switched GSM to first packet 
switched networks and to evolved packet networks (Nohrborg, 2015). 

 

Figure 4. Evolution of 3GPP mobile access technologies (Nohrborg, 2015). 

Figure 5 shows the LTE architecture specified by 3GPP (3GPP, 2015) with its 
main elements and interfaces, specifically the evolved universal terrestrial radio 
access network (E-UTRAN) and the evolved packet core (EPC). The end-user 
traffic is sent to the LTE radio base station, called evolved NodeB (eNB), 
through the radio interface. The eNB asks for the subscriber and authentication 
information from the mobility management entity (MME) and home subscriber 
server (HSS). The traffic is then forwarded by the network routers and switches 
to the serving/packet data network gateway (S/P-GW), where routing decisions 
are made. This research takes a look at an architectural variant, where the S/P-
GWs are physically collocated, as is shown in Figure 5. P-GW is attached to the 
external interfaces, through which the traffic leaves the mobile core network and 
enters the public IP network. Additionally, P-GW acts as a firewall and S-GW 
serves as the mobility anchor during eNB handovers. The policy and charging 
rules function (PCRF) keeps track of the network usage and handles the billing 
for each account. In addition, traditional mobility management typically uses 
the GPRS tunneling protocol (GTP) to ensure end-user mobility and seamless 
connectivity by creating an end-to-end tunnel between the radio network (eNB) 
and the core network (P-GW). GTP mainly has two functions: 1) manages user 
session information and adjusts quality of service, and 2) encapsulates and 
transports the user data packets through the mobile network between the eNBs 
and P-GW. 
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Figure 5.  LTE architecture with EPC and E-UTRAN as specified by 3GPP (3GPP, 2015). 

2.3 Caching technologies 

Web caching (Barish and Obraczka, 2000) is one of the first caching solutions 
that improves the web browsing (i.e. HTTP traffic) experience by temporarily 
storing popular web sites in the web browser caches or proxy servers near the 
end users. A taxonomy of web caching schemes exist, such as proxy caching 
(Fielding et al., 2014), adaptive web caching (Michel et al., 1998) and push cach-
ing (Gwertzman and Seltzer, 1995). In addition, a variety of web caching proto-
cols have been designed, such as the Internet cache protocol (Wessels and 
Claffy, 1997) or web cache control protocol (Cooper et al., 2001). As the heavy 
and dynamic content volume continues to grow, new caching solutions that are 
not limited to HTTP traffic are needed. Several of the new caching solutions, 
such as content delivery networks (CDNs) and ISP data center caching, utilizes 
the web caching protocols defined in RFC 3040 (Cooper et al., 2001). 

The currently dominant caching technologies include CDNs (Dilley et al., 
2002), ISP data center caching and in certain use cases also the peer-to-peer 
(P2P) networks (Camarillo, 2009; Schollmeier, 2002). Recent developments in 
caching technologies include different in-network caching solutions enabled by, 
for example, information-centric networking (ICN) (Jacobson et al., 2012) or 
software-defined networking (SDN) (Raghavan et al., 2012). The relevant cach-
ing solutions are listed in Table 1, together with the descriptions of their basic 
characteristics. 

Table 1. Characteristics of alternative Internet content delivery technologies2. 

Architecture CDN ISP data cen-
ter caching P2P ICN SDN 

Cache location Server-side 
nodes 

Server-side 
nodes 

Client-side 
nodes 

In-network 
nodes 

In-network 
nodes 

Routing decision By host 
names 

By host 
names 

By host 
names 

By content 
names 

By host 
names 

Level of stand-
ardization Medium Medium Low High Medium3 

Content aware-
ness Medium Medium Low Medium High 

                                                           
2 Adapted from Publication II and modified. Reprinted with permission from Emerald Group Publishing 
Limited. 
3 At the time of writing, SDN’s standardization efforts are still ongoing. 
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2.3.1 Content delivery networks 

The CDN model is an overlay to the basic Internet (Vakali and Pallis, 2003), 
which divides the end-to-end connection into two separate connections: 1) be-
tween the content provider and the CDN provider, and 2) between the CDN pro-
vider and the end users. The CDN elements communicate with standard inter-
action protocols defined in RFC 3040 (Cooper et al., 2001), such as the web 
cache control protocol, cache array routing protocol and hypertext caching pro-
tocol (Pathan and Buyya, 2008). On the contrary to web caches, where only 
highly requested content is temporarily stored, CDN data centers store content 
specified by the network administrators. 

The CDN data centers are geographically distributed and typically operated by 
three types of CDN providers: 1) The pure-play CDNs, such as Akamai (Dilley et 
al., 2002), whose content servers are either located in their own data centers or 
collocated within the ISP or MNO data centers (Frank et al., 2013), 2) Licensed 
CDNs (Edgecast, 2015), where an ISP or MNO builds its own CDN service and 
sells it directly to content providers, and 3) content provider CDNs, where the 
content provider builds its own CDN that could be collocated in the ISP data 
centers (Netflix, 2015). In addition, CDNs can form federations among them-
selves through, e.g., the CDN interconnection initiative (Peterson and Davie, 
2014). 

In addition to lowering latency and reducing origin server load, content pro-
viders also benefit from a caching agreement with the CDN providers. The con-
tent providers can choose either to cache the content when first requested or 
push certain content (e.g. heavy video) beforehand to the CDN servers during 
off peak hours. The caching agreement also provides content access control and 
usage statistics and enables caching of encrypted traffic. 

2.3.2 ISP data center caching 

ISP data center caching can be considered as a subset of CDNs, where the same 
interaction protocols from RFC 3040 (Cooper et al., 2001) are used, but content 
is cached in ISP or MNO data centers. However, ISP data center caching can 
also be done without a contract with the content provider and the ISP or MNO 
can choose what content to cache. In the non-contracted case, encrypted traffic 
may cause the cacheability of content to drop, as explained in Section 2.4. 

2.3.3 Peer-to-peer networks 

P2P networks represent another type of overlay to the basic Internet (Camarillo, 
2009; Schollmeier, 2002), which consist of distributed content storages (i.e. 
end-user devices) connected by the network. In the P2P network, any end user 
can act as both the client requesting content and the server serving a cached 
copy of the requested content. P2P communication protocols are less standard-
ized and different networks use different technologies (Risson and Moors, 
2007). For example, the resource location and discovery base protocol is de-
signed to support the P2P session initiation protocol (Jennings et al., 2014), Bit-
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Torrent (Cohen, 2008) and Gnutella (Klingberg and Manfredi, 2002) are uti-
lized for file sharing among end users, and distributed application networks use 
structured distributed hash table based protocols such as Chord (Stoica et al., 
2003) and Pastry (Rowstron and Druschel, 2001). 

A P2P network can be either controlled, where the end users are authenticated 
and authorized, or uncontrolled, where all users can access the network re-
sources. In this research, the scope is limited to content provider controlled P2P 
networks, where the end users authenticate themselves with the content pro-
vider before accessing the content. In controlled P2P networks, the content ex-
ists permanently in the content provider’s servers and are cached temporarily 
in the end-user devices, which is similar to a hybrid CDN-P2P solution 
(Haßlinger and Hartleb, 2011). 

2.3.4 In-network caching 

In-network caching in this research refers to caching anywhere in the network, 
e.g. from base stations through routers/switches to gateways in data centers. 
Literature on in-network caching (e.g. Katsaros et al., 2011; Psaras et al., 2012) 
typically exclude data center caching, but data center caching is a dominant 
technology in the current Internet content delivery market and not likely to be 
removed due to the addition of caches into the network. Two technologies that 
enable the placement of caches into the network are ICN and SDN. 

Information-centric networking 
A prominent in-network caching technology is ICN or content-centric network-
ing (CCN). The basic idea of ICN is that the network routers and nodes are 
equipped with cache storage that cache content (Ahlgren et al. 2012) and the 
content moves freely in the network. Routing in the ICN concept is based on 
content names instead of content locations (Jacobson et al., 2012). In addition, 
the naming scheme in ICN is different to the existing content naming and offers, 
for example, data integrity, owner continuity and owner identification (Ahlgren 
et al., 2012). In ICN, when a content traverses from the origin server to the end 
user that requested the content, the network elements in between cache the con-
tent. If other end users request the same content, any network elements that 
sees the request may reply with the content. As a consequence, the importance 
and load of origin servers diminish. 

Several ICN implementations exist: for example, data oriented network archi-
tecture (DONA) (Koponen et al., 2007), named data networking (NDN) (Zhang 
et al., 2010) with its CCNx (Mosko et al., 2016) and CCN-lite (Beck et al., 2015) 
protocols, the publish/subscribe (pub/sub) paradigm (Fotiou, Trossen and Pol-
yzos, 2012) prototypes Blackadde and Blackhawk (Pursuit, 2013), and network-
ing of information’s (NetInf) (Dannewitz et al., 2013) OpenNetInf prototype 
(Dannewitz and Herlich, 2011). Though the different ICN implementations 
share similar assumptions and architectural properties, they differ in details. 
For example, unique naming is a key component of all ICN implementations, 
but the pub/sub is more dependent on lower level host addresses due to the 
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rendezvous routing scheme, which matches the content providers with the con-
tent requesters (Fotiou et al., 2012). Ahlgren et al. (2012) gives a more detailed 
comparison of the functionalities of DONA, NDN, pub/sub and NetInf. 

Within ICN research, several caching architectures have been proposed. For 
example, ProbCache (Psaras, Chai and Pavlou, 2012) follows a probabilistic al-
gorithm for caching in fixed-access networks and reduces origin server hits by 
15% compared with the ICN caching proposed by Jacobson et al. (2012). Katsa-
ros, Xylomenos and Polyzos (2011) introduces a MultiCache overlay caching 
system to the fixed-access Internet, which shows an inter-domain traffic load 
reduction of 53% and inter-domain traffic load reduction of 61% compared with 
BitTorrent P2P networks. In addition, Wang et al. (2014) compares ICN caching 
in the EPC data centers and base stations of LTE networks to no caching (80% 
load reduction), to caching only in EPC without ICN (65% load reduction), and 
to caching in both EPC and base stations without ICN (20% load reduction). 
Other ICN cache management schemes include Hu et al.’s (2015) proposal that 
considers cache placement, replacement and location, an in-network storage ca-
pacity coordinator that optimizes the overall network performance and cost (Li 
et al., 2015), and a distributed autonomic management architecture for content 
replication (Sourlas et al., 2013). 

The ICN model discussed in this research does not reflect any single ICN im-
plementation, but is based on the common conceptual assumptions of ICN. 
Similarly to the P2P network, caching in the ICN model can be either controlled 
or uncontrolled. In this research, ICN in-network caching is assumed to be ISP 
controlled technical caching, where no caching agreements exist between the 
content provider and the ISP. In addition, ICN caching works best in a fixed IP 
network setting, where mobility and GTP tunnels do not raise issues. The ICN 
solutions for caching in mobile networks typically consider only the two ends of 
the GTP tunnel: the data center and the base stations. In-network caching that 
covers the whole mobile network is presented next. 

Software-defined networking 
The above caching technologies could also be used in mobile networks. How-
ever, mobile networks are designed to support end-user mobility with GTP, 
which creates an end-to-end tunnel between the base station and the gateway 
that makes caching on the path difficult. Currently, caches are located at either 
end of the tunnel: in the base stations or in the EPC data centers, as is shown in 
the upper part of Figure 6. The lower part of Figure 6 illustrates an in-network 
caching solution proposed by Costa-Requena et al. (2014), where SDN is utilized 
to remove GTP tunneling from the mobile networks (Costa-Requena, 2014) 
while ensuring mobility to the end users. In addition, the SDN-enabled in-net-
work caching solution dynamically optimizes resources by moving the cached 
content to more optimal locations based on end-user demand. 

SDN (Kreutz et al., 2015) is a networking concept that decouples the network 
element’s control plane functions from its user plane elements4 (Raghavan et 
                                                           

4 The user plane still maintains some software functions and is not purely hardware. However, to distin-
guish from the control plane functions, the user plane functions are grouped under the user plane ele-
ments in this work. 
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al., 2012), which leads to network programmability (Haleplidis et al., 2015c). 
Thus, in a SDN network, the network management can directly program, con-
trol and orchestrate the network resources (ITU-T, 2014). In LTE networks, 
SDN leads to improved flexibility and agility (Kreutz et al., 2015), as well as 
faster service roll-out cycles (Pentikousis et al., 2013) and potential for cost re-
duction (Naudts et al., 2012; Knoll, 2015; Zhang and Hämmäinen, 2015). In ad-
dition, SDN can be used for traffic steering, automation and forming dynamic 
service function (e.g. firewall, caching and deep packet inspection) chains 
(Quinn and Guichard, 2014; Blendin et al., 2014). The signaling between the 
control and user planes (Kreutz et al., 2015) can be handled by, for example, the 
OpenFlow protocol (McKeown et al., 2008; Tourrilhes et al., 2014), the forward-
ing and control element separation protocol (Doria et al., 2010; Haleplidis et al., 
2015b), and the network configuration protocol (Enns et al., 2011). 

 

 

Figure 6. Caching in LTE with and without SDN (Costa-Requena, 2014). 

Several SDN-enabled mobile network architectures have been proposed, es-
pecially for the core and backhaul networks. For example, Nguyen and Kim 
(2015) proposes an OpenFlow EPC architecture that introduces a mobile con-
troller for managing the signaling between different network elements. Basta et 
al. (2014) measures the performance of virtualized S/P-GW, SDN-optimized 
S/P-GW and a combination of both virtualized and SDN-optimized S/P-GW, 
the results of which show that with limited data center capacity, the combined 
deployment achieves the least delay and network load overhead. Costa-Requena 
et al. (2015c) uses SDN to optimize the backhaul transport by replacing mobile 
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specific tunneling with MPLS or Carrier Grade Ethernet, which has been tested 
in an ETSI proof-of-concept (ETSI, 2015) together with a virtualized EPC. In 
addition, several full mobile network architectures based on SDN and virtual-
ization principles have been proposed, for example, by Giraldo et al. (2014), 
Wang et al. (2015) and Costa-Requena et al. (2015b). 

Centralization and virtualization are often mentioned together with SDN. 
Centralization benefits are assumed to be fully utilized in the current LTE net-
works, e.g. EPC elements are already running in centralized data centers. Virtu-
alization happens only when the centralized elements no longer run on dedi-
cated hardware, but rather use general purpose hardware. In addition, NFV fur-
ther increases the flexibility of the data centers, because the control plane func-
tions are re-optimized by dividing them into functional groups (Open Network-
ing Foundation, 2014). 

2.4 Cacheability 

An important factor of caching is the cacheability of content. Caching can be 
purely technical, i.e. transparent caching, where MNOs decide the caching loca-
tion to optimize its own network resources; or contracted, where content pro-
viders buy caching services from the caching provider. Literature on caching are 
mainly on technical transparent caching and technical cacheability, which 
mostly consider the technical attributes of content. For example, Chi et al. 
(2006) and Ramanan et al. (2013) deem a content non-cacheable if the cache 
control field of an HTTP header is set to no-cache, the content length is set to 
zero or the content has expired. The results of their quantitative studies show 
that 79% of all monitored objects are cacheable (Chi et al., 2006) and 73% of all 
traced HTTP traffic volume is cacheable. 

In addition, encrypted traffic, such as HTTPS, and user-generated content, 
such as YouTube, set certain limitations on technical caching. For example, 
Naylor et al. (2014) report a cache hit ratio drop from 16.8% to 13.2% between 
2012 and 2014 in a transparent in-network caching network due to the in-
creased usage of encrypted traffic and personalization of content. Ager et al. 
(2010) study the cacheability of user-generated content, the results of which 
show a cacheability of 71% from all HTTP requests and only 28% from the total 
HTTP traffic volume. Studies on the caching benefits of YouTube show cache hit 
rates of 25%-35% (Zink, Suh, Gu and Kurose, 2009) and that 40% of all requests 
can be served from caches (Braun et al., 2012). 

Elkadi (2012) identifies several factors that influence the cacheability of con-
tent from also the economic and contractual perspectives. For example, eco-
nomic cacheability is constrained by the popularity of the content and cost of 
caching, and contractual cacheability can be influenced by the content pro-
vider’s control on distribution or service level. On the other hand, contracted 
caching may lift the caching constraints set by the content providers to allow 
their caching partners to cache all technically cacheable content. For example, 
Google (Google, 2015) does not allow third-party caching of their content by 
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setting the HTTP response headers to private, but a caching agreement could 
make the content cacheable by Google’s partners. 

2.5 Market evolution 

Together with the technological change comes the changes in market dynamics 
and end-user behavior in terms of what content is consumed, how content is 
accessed and what are the payment preferences. For example, the content pro-
viders’ revenue model is shifting from free content to freemium and paid con-
tent, where the freemium model offers the basic service for free and charges for 
additional features or better service quality (Pulkkanen and Seppänen, 2012). 
The increased popularity of Netflix with its 60 million global subscribers (Has-
tings and Wells, 2015) and Spotify with its paying-to-free end-subscriber ratio 
growing from 15% in 2012 (Wagner et al., 2013) to 20% in 2015 (Spotify, 2015) 
demonstrate this change. However, the nature of digitalized content, being eas-
ily replicable, durable and the value of the content getting realized only after 
consumption, tend to lead to the free-rider problem (Rayna, 2008). Thus, 
proper control mechanisms, such as encryption and free previews of only parts 
of the content, are needed for the success of paid content. 

The type of content consumed is also changing. For example, 80% of global 
consumer traffic is estimated to be video by 2019 (Cisco, 2015) and the popular-
ity of user-generated content is increasing (Chaet al., 2007). In addition, despite 
globally available content, much of the video content, especially user-generated, 
are popular only within certain geographical areas. For example, Brodersen et 
al. (2012) observe that 50% of YouTube videos have over 70% of their views in 
a single region. 

The viewing behavior of the end users depends on the type of content. For 
example, shorter videos, such as user-generated content, news clips or short en-
tertainment clips, are viewed twice as much during weekdays than during week-
ends (Miranda et al., 2013). On the other hand, the viewing of TV programs, 
movies and other longer videos peaks during Fridays, Saturdays and Sundays 
(Abrahamsson and Nordmark, 2012). In addition, the shorter videos tend to 
have most of its views within the first ten days since its publication (Miranda et 
al., 2013), whereas the popularity of movies and TV programs declines more 
slowly within several weeks (Abrahamsson and Nordmark, 2012). 
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3 . Research process and methods 

This research is future-oriented by nature, as the investigated technologies are 
not widely deployed in the current Internet and have gained attention only dur-
ing the past few years. Thus, a combination of different research methods are 
utilized. The following sub-sections first give a general view on the research ap-
proaches adopted and then describe the main theories and methods used in 
each of the three research phases: 1) data collection, 2) ecosystem analysis and 
3) techno-economic modeling. 

3.1 Research approach 

This research is also multi-disciplinary by nature as it combines theories, mod-
els and methods from the engineering and economics fields. The research is 
technology-oriented with the main focus on the economic evaluation of Internet 
content delivery technologies, which falls under the design science activities (i.e. 
build and evaluate) in information technology research as defined by March and 
Smith (1995). Similarly, Simon (1996, first published in 1969) defines design 
sciences as creating innovations that serve human purposes. Järvinen (2004) 
expands the research of March and Smith (1995) into a taxonomy of six research 
approaches, as is shown in Figure 7, where the approaches used in this research 
are highlighted. 

 

 

Figure 7. Taxonomy of research approaches (adapted from Järvinen, 2004). 



Research process and methods 

16 

The first part of the research focuses on understanding the Internet content 
delivery ecosystem, the relevant actors and their respective relationships, as 
well as the key uncertainties in the market. Thus, the research can be catego-
rized as stressing the reality and utilizing the conceptual-analytical approaches. 
The second part of the research utilizes techno-economic modeling to evaluate 
the economic feasibility of new Internet content delivery technologies, which 
emphasizes the utility of innovation and is essentially an innovation-evaluating 
research approach. In addition, during the process of creating the techno-eco-
nomic model and the network simulator, innovation-building approaches are 
used. 

3.2 Data collection 

This research utilizes several data collection methods to create, evaluate and 
quantify the models. Firstly, academic literature is used extensively to identify 
the relevant building blocks of the models, whereas literature from the industry 
(e.g. whitepapers, company websites and annual reports) is used to quantify the 
models. All values used in the models are estimations of the real world. Litera-
ture review has been an important source for all seven publications and is the 
main source of data for Publication IV. 

Semi-structured expert interviews are used for a deeper understanding of the 
technical solutions, evaluating the constructed models and quantifying the 
models. The interviewees include technical and business experts from mobile 
network operators, Internet service providers, network infrastructure provid-
ers, content providers, and data center providers. All interviews have been con-
ducted face-to-face, though follow-up discussions continued via e-mails. Input 
from interviews plays an essential role in Publications I, III, V, VI and VII. 

Publication II utilizes brainstorming to identify the key trends and uncertain-
ties, which are then used to construct the alternative industry scenarios. Several 
brainstorming sessions are organized with experts in the field of Internet con-
tent delivery, such as network operators, content providers, network infrastruc-
ture providers, mobile device vendors, and end users. During the session, the 
key trends and uncertainties are discussed from the political, economic, social 
and technological perspectives. In addition, the identified key uncertainties are 
ranked based on their importance and uncertainty. 

Lastly, Publication VII utilizes data from network simulations as input for the 
cost modeling. The simulator is software based and written in Python. The sim-
ulated topology and input parameters are gathered from discussions with mo-
bile network operators and literature on user movements and the content dis-
tribution. The simulation setup is described in Section 5.2.1. 

3.3 Ecosystem analysis 

Value network analysis is used to graphically illustrate the actors and value ex-
changes between them, which lays the foundation for further analysis. Value 
chains (Porter, 1985) and value networks (Stabell and Fjeldstad, 1998) have 
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been widely used, but Allee (2000a) is the first to divide the value exchanges 
into different categories. Allee's Three Currencies of Value include 1) goods, ser-
vices and revenue, 2) knowledge, and 3) intangible benefits. The first currency 
includes the actual goods or services and monetary payments flowing between 
actors. The possession of strategic information, planning and process 
knowledge and employee competences are defined as knowledge. The intangi-
ble benefits include, for example, customer loyalty, sense of community, and 
image enhancement (Allee, 2000b; 2008). Zhao (2008) adopts a modified cat-
egorization of the value exchanges to better fit the networking context: 1) ser-
vices and goods, 2) monetary benefits, and 3) intangible benefits that include 
knowledge. The value network notation used in Publication I follows the basic 
idea of Allee's (2000a) configuration with a few modifications based on Zhao's 
(2008) categorization and on Faratin's (2007) notation to better suit the context 
of the study. The currency names used are thus: 1) traffic/content transfer, 2) 
monetary transfer and 3) intangible benefits. The intangible benefits are further 
divided into three categories based on Allee's (2000b, 2008) definition of intan-
gibles: brand recognition, information and loyalty. 

Industry architectures go further into the value network analysis by defining 
both the roles required to provide the service and the actors responsible for 
these roles. A role can be defined as a set of activities and technical components, 
the responsibilities of which cannot be divided between separate actors, 
whereas an actor (e.g., an organization or an individual) can take one or many 
roles (Casey et al., 2010). The industry architecture notation by Casey et al. 
(2010) illustrates both the technical architecture and the industry architecture 
as different layers of a single figure. The technical architecture describes the 
technical components, i.e. collections and realizations of technical functionali-
ties within a technical system, and the interfaces between them. Industry archi-
tecture provides a description of the roles and actors within an industry and the 
relationships among them. The industry architecture analysis is used as the sole 
method in Publication III and as an illustrative tool in Publications II and IV. 

Two-sided market theory is used to explain and analyze the behavior of actors 
in the Internet content delivery market that exhibit two-sidedness. Rochet and 
Tirole (2006) define two-sided markets as markets with two distinct sides that 
are interlinked (through a platform) and where not only the overall price level 
matters, but also the price structure between the two sides. The demand asym-
metries between interlinked markets typically lead to skewed pricing with one 
side charged less than the other (i.e. subsidized), which in turn leads to higher 
quantities demanded on the subsidized side. Due to cross-side network exter-
nalities (Parker and Van Alstyne, 2005), the increased consumption on the sub-
sidized side increases the demand on the non-subsidized side and introduces 
the possibility to charge even more on the non-subsidized side. The resulting 
combined revenue for the platform from both sides is bigger than in the non-
skewed pricing case. The platform typically subsidizes the side that brings more 
value to the platform or has relatively more elastic demand (Armstrong, 2006). 
The research results of Publication I relies heavily on analyzing the two-sided 
markets of Internet content delivery. 
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Scenario planning methods have been commonly used for long range business 
planning and decision making under uncertainty, such as for war game simula-
tions in 1950s (Schoemaker, 1993), preparation for the 1973 oil crisis (Wack, 
1985) and more recently for managing the uncertainties related to emerging 
technologies in the rapidly evolving ICT industry (Shoemaker and Mavaddat, 
2000; Karlson et al., 2003; Heikkinen and Hämmäinen, 2008; Smura and 
Sorri, 2009). As a result of its versatility, scenario planning methodology has 
developed in several different directions. Bradfield et al. (2005) provide an 
overview, classification, and comparison of the main schools of scenario plan-
ning methodologies. Publication II adopts the scenario planning method of 
Schoemaker (Schoemaker, 1991; Schoemaker, 1993; Schoemaker, 1995; Schoe-
maker and Mavaddat, 2000), as it has been found to be suitable for understand-
ing and bounding the uncertainties related to emerging ICT technologies. The 
scenario planning process consists of ten steps, which are listed in Table 2. Steps 
1 and 2 are carried out by the researchers alone and inputs for steps 3-5 are 
gathered from brainstorming sessions as described in Section 3.2. Based on the 
collected data, the scenario construction and analysis (Steps 6-8) are carried out 
by the researchers. In Step 8, industry architecture notation is used to visualize 
and communicate the differences between the scenarios. The scope of the study 
(Publication II) is limited to the qualitative analysis part and Steps 9-10 are not 
included in the analysis. 

Table 2. Scenario planning process (adapted from Schoemaker and Mavaddat, 2000). 

# Step 

1 Define the issues you wish to understand better in terms of time frame, scope, and decision varia-
bles. 

2 Identify the major actors who would have an interest in these issues, and their current roles, inter-
ests, and power positions. 

3 Identify and study the main forces that are shaping the future within the scope, covering the social, 
technological, economic, environmental, and political domains. 

4 Identify trends (forces, whose outcome is agreed on by experts) or predetermined elements that 
will affect the issues of interest from the list of main forces. 

5 Identify key uncertainties (forces deemed important, whose outcomes are not very predictable) 
from the list of main forces. Examine how they interrelate. 

6 
Select the two most important key uncertainties, and cross their outcomes in a matrix. Add suitable 
outcomes from other key uncertainties, as well as trends and predetermined elements to all sce-
narios. 

7 Assess the internal consistency and plausibility of the initial scenarios, revise. 

8 Assess how the key actors might behave in the revised scenarios. 

9 See if certain interactions can be formalized in a quantitative model. 

10 Reassess the uncertainty ranges of the main variables of interest, and express more quantitatively 
how each variable looks under different scenarios. 

3.4 Techno-economic modeling 

Techno-economic modeling is a future oriented method to analyze and evaluate 
the economic feasibility of technical systems by utilizing forecasting, network 
design and investment analysis methods (Smura, 2012). The term techno-eco-
nomic was first introduced in telecommunications by the research program 
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RACE during 1985-1995 (Konidaris, 1991). Smura (2012) gives a detailed de-
scription of the development history of techno-economics. Previously techno-
economic modeling has been used, for example, to analyze the virtual network 
operators (Smura et al., 2007), MNOs’ alternatives in 3G (Harno et al., 2009), 
next generation access networks (Kantor et al., 2010), virtualization of mobile 
networks (Naudts et al., 2012) and the life-cycle-cost of SDN/NFV in mobile 
networks (Knoll, 2015). In Publications V, VI and VII, techno-economic model-
ing is used to analyze the cost efficiency of introducing SDN into the LTE net-
work from the perspectives of caching and service chaining, leaving the revenue 
considerations for future work. 

Two generic approaches exist for cost modeling: top-down and bottom-up. 
The top-down approach uses the existing network infrastructure, costs and us-
age levels to calculate costs per service, whereas the bottom-up approach uses 
demand forecasts to model the required costs for meeting the demand (Smura, 
2012). The cost modeling in Publications V, VI and VII utilizes a combination of 
the two approaches, i.e. the reference values from the existing LTE network are 
obtained top-down, which are then used as inputs in the bottom-up constructed 
SDN-LTE network model. 

Cost modeling can be divided into capital expenditure (CAPEX) and opera-
tional expenditure (OPEX). CAPEX includes the network investments and the 
initial deployment costs. OPEX typically includes network related OPEX, inter-
connection and roaming costs, sales and marketing costs, billing and subscriber 
management costs, and general and administration costs. Traditionally, OPEX 
has been calculated as a proportion of CAPEX, but Verbrugge et al. (2006) pro-
pose a method for calculating both CAPEX and OPEX as separate entities. This 
research considers network related OPEX and defines it as the costs related to 
operations, administration and maintenance, which typically use the number of 
elements as input, as well as the interconnection and roaming costs, which de-
pend on the traffic distribution between the networks. 

Due to the immaturity of the technologies and the future-oriented nature of 
the research, uncertainties in the input estimations call for sensitivity analysis. 
The purpose of sensitivity analysis is to study the impact on the outputs of the 
model, when the input assumptions are changed. In sensitivity analysis, the in-
put variables can be changed one at a time, while keeping all other inputs con-
stant. Alternatively, many or all variables can be changed simultaneously, ena-
bling the formation of different what-if and worst/best case scenarios. Both 
types of sensitivity analysis is utilized in this research. 

A summary of the used methods and data sources is shown in Table 3. In ad-
dition, the actor perspective taken in each publication is also shown in Table 3. 
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4 . Internet content delivery ecosystem 

The first part of the research qualitatively analyzes the Internet content delivery 
ecosystem and industry from the perspectives of the key actors and the main 
technologies. Firstly, in-network caching’s value networks and market dynam-
ics are compared with the existing Internet content delivery models to evaluate 
the attractiveness of in-network caching to the different actors (Publication I). 
Secondly, potential role and actor configurations are mapped onto the existing 
and SDN-enabled LTE architectures (Publication III), together with a Video-on-
Demand (VoD) use case (Publication IV). Lastly, industry scenarios of Internet 
content delivery are discussed together with the key trends and uncertainties of 
the market (Publication II). The following subsections present the purpose and 
main results for each of the studies. 

4.1 Market structure of Internet content delivery 

To compare the market structure of different Internet content delivery solu-
tions, i.e. basic client-server Internet (Civanlar and Haskell, 1999), content de-
livery networks (CDN) (Vakali and Pallis, 2003), peer-to-peer (P2P) networks 
(Camarillo, 2009; Risson and Moors, 2007) and information-centric network-
ing (ICN) (Jacobson et al., 2012; Ahlgren et al., 2012), value network analysis 
and two-sided market theory are used. The value networks are constructed 
based on the IETF Internet architectural principles and guidelines (Carpenter, 
1996; Bush and Meyer, 2002). The results show that Internet Service Providers’ 
(ISPs’) interest in deploying ICN (i.e. in-network caching) is crucial due to their 
ownership of the cache locations, and content providers (CPs) have a strong in-
centive to pay for providing better quality of experience (QoE) to the end users. 
However, ICN faces strong competition from CDNs and need to solve the coor-
dination challenges related to content access control, contracting, cost alloca-
tion and content usage statistics. ICN is chosen as the example for in-network 
caching in this analysis, but the results can be extended to other in-network 
caching solutions as well. 

4.1.1 Value networks 

Expert interviews with ISPs, CPs and data center providers were conducted in 
2010 to identify the key actors in the market and the relationships between the 
actors, i.e. value networks. In addition to the actors defined in Section 1.3, the 
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content producer as well as the advertisers5 and sponsors6 are also considered 
due to their important role as revenue sources to content providers. 

The Internet content delivery value networks can be divided into two layers: 
1) the content service layer, where the product is digital content, such as video 
clips or pieces of music, and 2) the Internet interconnection layer, where the 
product is transportation of content over the Internet. In the content service 
layer, the payments reflect the value of the content and can vary between differ-
ent pieces of content, whereas in the Internet interconnection layer, the level of 
monetary transfer reflects the value of bit transfer and is indifferent to the con-
tent. 

Figure 8 shows a simplified value network of the content service layer, which 
stays the same regardless of the underlying Internet content delivery model. The 
content service layer’s value network can also be considered as the CP's internal 
value network as it shows the origin of the content (i.e. the content producer), 
the different ways the content can be stored and the different revenue sources 
of the CP (i.e. sponsors, advertisers and payments from the end users). 

 

 

Figure 8. Simplified value network of the content service layer.7 

The value networks of the Internet interconnection layer are separated for 
each of the four content delivery models. The client-server model without cach-
ing (Figure 9a) is chosen as the base case, and the differences to that model are 
highlighted by using darker arrows in the CDN model (Figure 9b), the P2P 
model (Figure 9c) and the ICN model (Figure 9d). The thickness of the arrows 
represent the relative traffic and monetary volume between actors, and the size 
differences in actors’ boxes show the relative sizes of the same actors (e.g. ac-
cess-ISP 2 is bigger than access-ISP 1).

                                                           
5 Advertisers insert advertisements into final products in the distribution process. 
6 Sponsors input their brand names during the content making process. 
7 Adapted from Publication I and modified. Reprinted with permission from Elsevier Ltd. 
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From the value networks, it can be seen that the CDN and ICN models save 
transit traffic costs for the access-ISPs. From the CPs perspective, caching at all 
locations reduce the link size between CP and access-ISP 1, which leads to cost 
reduction for CPs. On the other hand, caching at end-user devices (i.e. P2P) in-
creases the traffic in the access networks, but does not bring additional revenue 
for access-ISPs due to the assumed flat-rate data pricing. 

4.1.2 Two-sided markets 

The traffic and monetary flows of the value networks illustrate several two-
sided markets, listed in Table 4. The two-sided markets of the content service 
layer have been analyzed in previous works by, for example, Hagiu and Yoffie 
(2009) and Rochet and Tirole (2003). Thus, the focus in this research is on the 
Internet interconnection layer, where access-ISPs, transit-ISPs and CDNs can 
act as two-sided platforms. 

The side that receives subsidies from the platform is also shown in Table 4. 
The clearest two-sided market is the CDN market, where the ISPs are subsi-
dized, because the CPs are more willing to pay for improving the QoE of the end 
users. Due to the cross-side network effects of two-sided markets, the big CDN 
providers will grow even bigger and few CDNs will dominate the whole market. 
As a consequence, end users have access to a bigger content selection and con-
tent providers can serve more end users. However, multi-homing CPs and ISPs, 
as well as the CDN-interconnect initiative (Peterson and Davie, 2014) may di-
minish the cross-side network effects. 

In the access-ISP market, the end users are subsidized, because their demand 
tend to be more price elastic compared to single-homing CPs. However, more 
commonly CPs are multi-homing, which diminishes the market power of a sin-
gle access-ISP and, thus, CP’s demand is becoming more price elastic. 

In the transit-ISP market, the eyeball-ISPs are subsidized due to the asymme-
tries in cost from the inbound and outbound traffic of the transit-ISP. The ter-
minating access-ISP (i.e. eyeball-ISP) incurs more costs to the transit-ISP due 
to hot-potato routing, in which the originating transit-ISP has an incentive to 
pass on the off-net traffic as soon as possible to the terminating transit-ISP (Laf-
font et al., 2003; Clark et al., 2011). At the same time, the eyeball-ISP and the 
content-ISP are assumed to pay the same transit unit price despite the eyeball-
ISP causing more costs to the transit-ISP (Norton, 2011). 

The ICN model does not present any significant two-sidedness and, thus, the 
actors involved do not benefit directly from two-sided pricing as in the CDN 
market. In addition, the actor that can monetize from the in-network caches re-
mains uncertain and ISPs might opt for building their own CDNs rather than 
installing in-network caches. Table 5 compares the four models with parameters 
such as cost for access-ISPs and CPs, CP’s control over its content and QoE, 
where darker cells are more preferable than lighter cells from the perspective of 
the actor in question. 
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Table 4. Two-sided markets in Internet content delivery.9 

Layer Platform Side 1 (subsidized 
side) Side 2 Market Name 

C
on

te
nt

 S
er

vi
ce

 L
ay

er
 

Content provider End users Advertisers Advertising Market 

Content producer End users Sponsors Sponsorship Market 

Content provider End users Content producers Content Sharing 
Market 

In
te

rn
et

 In
te

rc
on

ne
ct

io
n 

La
ye

r 

Internet access 
provider End users Content providers Access-ISP Market 

Internet backbone 
provider Eyeball-ISPs Content-ISPs Transit-ISP Market 

CDN provider ISPs Content providers CDN Market 

 

Table 5. Comparison of different Internet content delivery models based on several parameters.10 

Parameter Client-Server 
Model CDN Model P2P Model ICN Model 

Cost for access-
ISP high low high low 

Cost for CP high high low low 

CP’s control over 
caching high high low low 

CP’s control over 
content distribu-
tion 

high high high low 

Level of guaran-
teed QoS medium high low low 

Latency for end 
user high low medium low 

Scalability low medium high high 

 

                                                           
9 Adapted from Publication I and modified. Reprinted with permission from Elsevier Ltd. 
10 Adapted from Publication I and modified. Reprinted with permission from Elsevier Ltd. 
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4.2 Market structure of mobile content delivery 

For the MNO’s perspective, SDN enables in-network caching in the mobile net-
works. Thus, SDN’s influence on mobile Internet service provisioning and the 
industry structure is analyzed in this subsection. In addition, new business op-
portunities are discussed with two video-on-demand (VoD) use cases that uti-
lize SDN-LTE. The technology underlying the constructed industry architec-
tures are based on 3GPP network architectures and the evolved universal ter-
restrial radio access network specifications (3GPP, 2015a; 3GPP, 2015b). 

Two deployment approaches for SDN-LTE are discussed: 1) evolutionary 
SDN-LTE and 2) revolutionary SDN-LTE. In the evolutionary SDN-LTE, the 
control plane is decoupled from the user plane (Raghavan et al., 2012; Kreutz et 
al., 2015), but the user plane elements are assumed to stay in the same physical 
locations, though their control plane functions are centralized into data centers. 
In the revolutionary SDN-LTE, network functions virtualization (NFV) is uti-
lized to re-optimize the control plane functions (Open Networking Foundation, 
2014). 

From the economic perspective, evolutionary SDN-LTE could bring incre-
mental improvements to the operational efficiency of the existing industry ar-
chitectures. On the other hand, revolutionary SDN-LTE could disrupt the cur-
rent market situation through new industry architectures, where the value is re-
distributed among the existing and potential new actors in the market. 

Table 6 describes the key roles of SDN-LTE that can be mapped to the decou-
pled technical elements of a LTE network. Two of the roles, network usage and 
interconnection provisioning, are always controlled by the same actors, as illus-
trated in the generic role configuration (Figure 10). The next subsections pre-
sent how the rest of the roles can be managed by different actors. 
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Table 6. Key roles of SDN-LTE.11 

Roles Description 

Network usage Accessing the network with a mobile device. 

Radio network forwarding Receiving the user traffic in eNBs and forwarding it to the evolved packet 
core. 

Radio network management Management and operation of the base stations and radio frequencies. 

Core network forwarding Traffic forwarding in the evolved packet core network. 

Core network routing Traffic routing in the evolved packet core network.  

Public network forwarding Traffic forwarding and filtering (i.e. firewall functionality) between the public 
network and the core network. 

Connectivity management 

Management of connectivity 1) between the public network and the core 
network and 2) in the evolved packet core, including situations of inter-eNB 
handover. Can be divided into 1) public network connectivity management 
and 2) mobile network connectivity management, respectively. 

Mobility management Management of control plane signaling between the eNB and other network 
elements like HSS. 

Subscriber management Management of the user- and subscription related information, including 
user authentication, access authorization and home network information. 

Policy and charging Brokering quality of service and charging policy on a per-flow basis. 

Interconnection provisioning Providing the interconnection to public IP networks and other mobile net-
works through transit, peering and roaming agreements. 

 

                                                           
11 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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Figure 10. Generic role configuration of SDN-LTE.12 

4.2.1 Evolutionary SDN-LTE 

The three evolutionary SDN-LTE industry architectures constructed are techni-
cally feasible with the existing deployments of the MNOs in the Finnish market. 
Thus, the focus of the evolutionary SDN-LTE analysis is on how SDN could in-
crease flexibility and improve operational efficiency of the mobile Internet ser-
vice provisioning. 

Due to their ownership of the current network infrastructure and the business 
relationship with the end users, MNOs are natural drivers for the SDN-LTE de-
ployment. Thus, Figure 11 shows a monolithic MNO that runs the control plane 
functions on its own mobile cloud platform. The same MNO also negotiates with 
the interconnection providers for the roaming, transit and peering agreements. 
The main benefit for the MNO in this industry architecture is the potential cost 
saving from using general purpose hardware in both the user plane elements 
and the control plane cloud platform. The cost efficiency of owning and operat-
ing the network in Figure 11 is discussed in Section 5. 

 

                                                           
12 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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Figure 11. Evolutionary SDN-LTE with monolithic MNO.13 

The second evolutionary SDN-LTE industry architecture (Figure 12) illus-
trates a situation, where a mobile virtual network operator (MVNO) manages a 
front-end HSS (marked as FE-HSS in Figure 12) and PCRF. The MNO retains 
control of the critical functions of the network, such as MME, S/P-GW and HSS 
database (marked as HSS-DB in Figure 12). In addition, the MVNO could be 
leasing the cloud platform that the HSS and PCRF are running on. This industry 
architecture could be especially beneficial to the MNO if it can charge the MVNO 
a higher fee for the more agile network infrastructure. 

 
 

                                                           
13 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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Figure 12. Evolutionary SDN-LTE with outsourced subscriber management.14 

In Figure 13, the traditional monolithic MNO outsources also the core network 
connectivity to a connectivity provider, but the connectivity management and 
radio network functions are still in the hands of the MNO. The subscriber man-
agement and policy and charging are managed by the MVNO in the same way 
as in Figure 12. Interconnection negotiations and business agreements with the 
transit, peering and roaming partners are still taken care by the MNO. In this 
industry architecture, the MNO loses some control of the transport network, but 
also saves cost by not operating the transport infrastructure. 

                                                           
14 Adapted from Publication III and modified. Reprinted with permission from John Wiley & Sons, Ltd. 
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Figure 13. Evolutionary SDN-LTE with outsourced connectivity.15 

4.2.2 Revolutionary SDN-LTE 

The scenarios of evolutionary SDN-LTE have their continuations in the revolu-
tionary phase, but the focus of the revolutionary industry architectures is on the 
changes in the market structure, when SDN-LTE enables outsourcing of the dif-
ferent network elements. For example, MNO’s control over the network is re-
duced. At the same time, MNOs maintain the control of the radio frequencies 
and the base station infrastructure, thus, their position in the market is still 
strong. The three revolutionary scenarios discussed are: 1) full MVNO, 2) out-
sourced interconnectivity, and 3) outsourced mobility management. 

Figure 14 illustrates an industry architecture that is enabled by the decoupling 
of the control and user planes, where a full MVNO manages the whole mobile 
core network and leases just the frequency and connectivity from the MNO. In 
addition, the interconnection agreements are also controlled by the MVNO. This 
scenario needs a global MVNO, who can accommodate all the network elements, 
whose users are highly mobile, and who wants to control its own roaming agree-
ments instead of relying on the MNO’s roaming partners. On the other hand, 

                                                           
15 Adapted from Publication III and modified. Reprinted with permission from John Wiley & Sons, Ltd. 
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the MNO loses control over the network operations and the management of the 
baseband processing pooling sites (i.e. eNB-C), which means access manage-
ment and resource optimization in the radio and core networks might be less 
efficient. 

 

 

Figure 14. Revolutionary SDN-LTE with full mobile virtual network operator.16 

The second and third revolutionary SDN-LTE industry architectures are con-
structed for a technical architecture, where the S/P-GW elements are removed 
from the network, as is shown in Figure 15 and Figure 16. The removal of the 
S/P-GW technical components (Costa-Requena et al., 2015a) enables a more 
flexible division of the control plane functions. The functionalities of the S/P-
GWs are divided between new collections of functionalities marked as MME+, 
HSS+ and routers-C+/switches-C+. 

In Figure 15, the roles related to S/P-GW are now managed by the MNO (mo-
bile network connectivity management role) and the connectivity provider 
(public network connectivity management role). As a consequence, mobility 
management could be done in a simpler and lighter way, and local breakout 
could be handled more efficiently, especially if the MVNO is big enough and has 

                                                           
16 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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a trustworthy reputation. In addition, the management of the interconnection 
agreements is outsourced to a connectivity provider, who gains economies of 
scale benefits from serving several MNOs. A bigger connectivity provider might 
be able to negotiate better prices from the interconnection providers and have 
higher chances of peering with other big connectivity providers instead of buy-
ing transit from them. However, roaming brings significant revenues for MNOs, 
who might not want to give up control of the roaming agreements to connectiv-
ity providers. 

 

 

Figure 15. Revolutionary SDN-LTE with outsourced interconnection.17 

In Figure 16, the MNO outsources also the mobility management and radio 
network management to a mobility provider. Potential mobility providers in-
clude network equipment vendors, such as Ericsson and Nokia, who could offer 
the service to run the mobility management and radio network management on 
their cloud platforms instead of selling the network infrastructure to MNOs. The 
mobility provider in this industry architecture could also serve several MNOs 
and gain economies of scale benefits, which could potentially reduce the opera-
tional expenditure of the MNO. MNOs still own the frequency licenses and 

                                                           
17 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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would control the radio related resources. Figure 16 proposes a separate MVNO, 
who manages the subscribers, services and charging. However, these roles can 
also be taken by the MNO itself, who might not wish to lose control of the busi-
ness interfaces to the end users in a network, where everything else is out-
sourced. 

 

 

Figure 16. Revolutionary SDN-LTE with outsourced mobility management.18 

4.2.3 Video delivery use cases 

This section discusses two VoD use cases utilizing the evolutionary SDN-LTE 
architecture with outsourced connectivity. In the first use case, MNO operates 
its own VoD service from its own video platform, as illustrated in Figure 17. Ac-
cess control and billing are provided by end-user subscriptions, i.e. SIM cards. 
Content can be produced by a third-party content provider or by the MNO itself, 
but content ownership is omitted from the figure for simplicity. The MNO may 
also utilize caching for better performance and lower latency for the end users. 
The MNO buys or rents the router network and full Internet connectivity from 
the connectivity provider. The MNO in the VoD use cases includes both the 

                                                           
18 Adapted from Publication III. Reprinted with permission from John Wiley & Sons, Ltd. 
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MNO and the MVNO variants, since this distinction has limited impact on the 
VoD service. 

 

 

Figure 17. MNO operated video-on-demand service.19 

Figure 18 illustrates the second use case, where the VoD service is operated 
over a third-party video platform, e.g. a CDN or a cloud provider that is located 
outside the MNO’s LTE network. The video platform in this use case may also 
represent multiple instances of CDN or cloud providers, who interact and have 
business agreements with each other. For example, a federation of cloud opera-
tors or CDNs, which essentially serves as a large virtual CDN and has the poten-
tial of attracting large content providers, can be considered in this case. A suffi-
ciently large MNO in this use case could establish a direct peering link with the 
CDN or cloud provider, which would allow bypassing the connectivity provider 
and the possibility to control the quality of the video service. The efficient pro-
visioning of the service to the end users requires business agreements between 
the aforementioned actors, which could include service level agreements. This 
use case divides the responsibilities of the VoD service among different actors 
and cost savings could be obtained due to economies of scale. 

                                                           
19 Adapted from Publication IV and modified. Reprinted with permission from IEEE. 
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Figure 18. Third-party operated video-on-demand service.20 

4.3 Industry scenarios 

Lastly, the key uncertainties are identified and analyzed, and alternative indus-
try scenarios for Internet content delivery during the next 10 years21 are con-
structed. The focus of this work is on commercial and human usable heavy con-
tent, such as video. The considered caching technologies are CDNs, P2P net-
works and in-network caching (using ICN as an example). In addition, a socio-
economic perspective is taken, though the various technical forces are also con-
sidered. For data collection and evaluation of the data, two workshops were or-
ganized between fall 2011 and spring 2012 with senior experts in the field of 
Internet content delivery. 

Four industry scenarios are constructed based on the identified two most im-
portant uncertainties: the content provider’s revenue model and ISP’s role22 in 
content provision. Based on the results, the relative positions and roles of dif-
ferent industry actors and content delivery technologies in each of the scenarios 
are discussed. 

4.3.1 Key trends and uncertainties 

The two workshops yielded 94 different forces affecting the evolution of the In-
ternet content delivery market in the next ten years. The identified forces were 
prioritized by the experts during the sessions. Ten key trends and eight key un-
certainties were prioritized by the researcers after grouping similar forces. The 

                                                           
20 Adapted from Publication IV and modified. Reprinted with permission from IEEE. 
21 The study was done during 2011-2012. 
22 ISP, as opposed to the definition in Section 1.3, in this study is used to represent both fixed and mobile 
connectivity providers. 
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identified key trends (Table 7) mainly revolve around four themes: the growing 
content volume, the increasing demand for connectivity, the increasing im-
portance of mobility, and personalization of content. 

Table 7. Key trends by themes.23 

Growing content volume 
More mini content producers and user-generated content will emerge into the market. 

More than 50 billion devices will be connected in 10 years. 
More metadata will be created and big data harvesting is becoming an important economic driver. 

Increasing demand for connectivity 
ISPs have more pressure to offer access. 
Connectivity is becoming a commodity. 

Increasing importance of mobility 
End-user content demand and increased QoE expectations are to be met at any time and place. 

Higher data rates, higher processing power and high definition screens in mobile devices are becoming 
more common. 

Personalization of content 
Context, e.g. location, aware services will increase. 

Personalization of content is becoming more important. 
Personal identity and profile data increasingly used as currency to pay for services. 

 
Eight uncertainties in their order of importance are listed in Table 8, together 

with their mutual correlations. Pairs of uncertainties that show correlation with 
each other are marked with + and uncorrelated pairs with 0. The uncertainties 
can be divided into four main themes: 1) how content is accessed, 2) who con-
trols the content, 3) who controls the network, and 4) how caching is done. The 
first two uncertainties are chosen for constructing the scenarios. These two un-
certainties are evaluated to be sufficiently uncorrelated and to span the best 
matching matrix of four distinctive scenarios for the future of Internet content 
delivery. 

The most important uncertainty is ISP’s role in the content delivery process: 
will mobile ISPs go for strong ISP bundling or no ISP bundling? To avoid being 
a mere bit pipe, the ISPs need new revenue sources. For example, at the time of 
writing Publication II24, Orange in Europe and Comcast in the USA were offer-
ing bundles that include a certain amount of films or TV channels, the Internet 
broadband and a mobile connection. 

On the other side of the market is the content provider and its revenue source. 
In the past, advertising revenue has dominated the Internet content provider 
market. However, several payment-based content providers have emerged into 
the market, e.g., Spotify and Netflix. In addition, increasingly the payment 
model is freemium (Wagner et al., 2013), where the basic service (with lower 
quality, advertising and potentially limited access) is offered for free and end 
users can pay for the premium service. How will the dynamics evolve: will paid 

                                                           
23 Adapted from Publication II. Reprinted with permission from Emerald Group Publishing Limited. 
24 Since 2012, the market has evolved towards stronger ISP and MNO bundling. Many more ISPs and 
MNOs have their content platforms, through which the ISPs’ or MNOs’ subscribers can access movies 
and TV channels for a fixed fee. 
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content, i.e. consumer revenue model, become more dominant than the adver-
tiser revenue model?25 

Table 8. Key uncertainties and their correlations.26 

Id Key uncertainty Possible outcomes 
Correlation with other uncertainties 
U1 U2 U3 U4 U5 U6 U7 U8 

U1 Mobile ISP 
bundling 

1) strong ISP bundling 
2) no ISP bundling 1 0 + + + 0 0 + 

U2 Content provider 
revenue model 

1) advertiser revenue 
2) consumer revenue  1 + 0 0 0 + + 

U3 Content delivery 
control 

1) content provider 
2) network   1 + + + 0 + 

U4 Content provision 
aggregation 

1) aggregated 
2) fragmented    1 + + + 0 

U5 Cache ownership 

1) independent 
2a) bundled to network 
provisioning 
2b) bundled to content 
provisioning 

    1 0 + + 

U6 Content 
exclusivity 

1) exclusive 
2) not exclusive      1 + 0 

U7 
Dominating 
cacheable 
content 

1) global 
2) local       1 + 

U8 
Driver for cache 
location 
optimization 

1) low cost 
2) fast response time        1 

 

4.3.2 Resulting scenarios 

Figure 19 illustrates the four scenarios constructed by crossing the two most im-
portant uncertainties in a matrix. The y-axis represents the two outcomes of 
mobile ISP bundling (U1), i.e. whether the ISP provides access and content as a 
service bundle or not. The x-axis represents the content provider’s revenue 
model (U2), where the content provider can either charge end users for the con-
tent or use the advertising based revenue model. Scenario naming is based on 
the prevailing end-user type in each scenario, including 1) Comfort Buyer, 2) 
Indifferent Saver, 3) Quality Buyer, and 4) Demanding Saver. The prevailing 
end-user type directly influences the type of actor that is likely to have a domi-
nant position in the Internet content delivery market and the power to make 
decisions on the used caching system. The dominant actors in each of the sce-
narios are 1) a payment-based ISP, 2) an advertising ISP, 3) a payment-based 
content provider, and 4) an advertising content provider. 

 

                                                           
25 With hindsight, the uncertainty is becoming less uncertain. Freemium seems to be the dominating pay-
ment model in Internet content delivery and an increasing number of the end users are paying for the pre-
mium service (Wagner et al., 2013; Spotify, 2015). 
26 Adapted from Publication II. Reprinted with permission from Emerald Group Publishing Limited. 
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Figure 19. Scenario matrix.27 

In the Comfort Buyer scenario, the end users are willing to pay for their com-
fort, i.e. they prefer bundled services and willingly pay for the content. Thus, the 
payment-based ISPs are dominating the Internet content delivery process by 
controlling the content delivery platform as well as the content itself. In other 
words, the ISP takes control of the content provision role and provides service 
bundles to end users. In addition, unlike the advertiser revenue model, the con-
sumer revenue model does not necessarily require a large subscriber base. Thus, 
the first scenario is suitable also for smaller, local ISPs. The standardized SIM 
technology can be used to bill both the Internet access and the content con-
sumption, which makes the payment process easy for the end users. In addition, 
caching and content provision contracts between the content owners and the 
ISPs enable the collection and analysis of usage statistics. 

The end users are relatively indifferent about the service quality in the Indif-
ferent Saver scenario and are not willing to pay for the content. However, the 
end users prefer to have bundled services due to the ease of usage. This means 
that the content is still provided by the ISP, but the ISP receives content revenue 
from advertisers. Because advertisers attempt to reach a wide audience, the ISP 
in this scenario tend to be a global actor that is not limited by the population of 
one country. Due to the large subscriber base, an advertising ISP can experience 
economies of scale from utilizing its own caching systems for internal traffic op-
timization and the role of standardization is diminished. In addition, larger ISPs 
have more bargaining power over content owners, who have limited control over 
their content in this scenario. On the other hand, advertising ISPs are in a good 

                                                           
27 Adapted from Publication II. Reprinted with permission from Emerald Group Publishing Limited. 
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position to collect extensive usage statistics and possibly make them available 
also to content owners and advertisers.  

In the Quality Buyer scenario, the end users know clearly what they want and 
make an effort in choosing services and paying for the content. Thus, payment-
based content providers, such as Netflix or HBO, have the power to decide which 
Internet content delivery system to use. The payment based content providers 
experience strong network effects, resulting in a large content provider plat-
form. However, if the network effects are not sufficiently high and the content 
provider is small, building its own billing and caching systems may not be fea-
sible. Smaller content providers may use third parties for handling the pay-
ments, including credit card companies, banks and online payment providers. 
From the end-user perspective, the used payment system is important as credit 
cards are not available for everyone and third-party billing systems add a few 
extra steps in the payment process. In addition, the used payment scheme, i.e. 
pay-per-view or flat rate, also influences the end-user decision. In this scenario, 
the content provider can easily control the content access and collect usage sta-
tistics for meeting the end-user demand better. 

The last scenario (Demanding Saver) is dominated by global content providers 
using advertising as their revenue model, such as Google. The end users know 
what they want and choose each service separately, but are not willing to pay for 
the content. Usage statistics play an important role in this scenario and the ad-
vertising content provider benefits from building a sophisticated content man-
agement system. The large scale of advertising content providers may lead to 
the technology they use, e.g. caching technology, to become de facto standards. 
On the other hand, the end-user QoE may be lowered due to the mandatory ad-
vertisements. 

A summary of the scenario analysis together with a comparison of each sce-
nario against certain general and industry properties are shown in Table 9. The 
general and industry properties reflect the important factors for each industry 
actors in the Internet content delivery market and are acquired from expert in-
terviews during the market structure research. The comparison does not aim at 
ranking the scenarios, as the perception of the evaluation results depends on the 
actor in question. In addition, Table 9 shows each dominating actors’ preference 
for the three caching technologies, as they can decide the winning caching tech-
nology in their corresponding scenario. 

The results show that in-network caching, e.g. ICN, is a likely candidate for 
Comfort Buyer and Indifferent Saver scenarios due to the ISP’s strong role in 
them. On the other hand, ISPs may also choose to build their own CDN service. 
Thus, CDNs – whether pure-play CDNs, content provider CDNs or ISP CDNs – 
have a strong position in all four scenarios. P2P technology seems the least pre-
ferred by the dominating actors. However, for an advertising content provider, 
who wishes to save on costs, P2P could be a good option. 
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Table 9. Summary and comparison of scenarios.28 

Scenario Comfort Buyer Indifferent 
Saver Quality Buyer Demanding 

Saver 

Dominating actor Payment-based 
ISP 

Advertising 
ISP 

Payment-based 
content provider 

Advertising 
content provider 

General properties 

Economies of scale Low Medium Medium High 

Network effect Low Medium Medium High 

Possibility of own 
billing mechanism Medium High Low High 

Ease of paying for 
end users Medium Medium Low High 

Amount of content 
usage statistics Low Medium Medium High 

Importance of 
standardization Medium High Low Medium 

Industry properties 

Content provider 
control Medium Low High High 

Bank's role Medium Low High Low 

Technology preferences 

CDN High Medium High High 

P2P Low Low Low Medium 

ICN Medium High Low Low 

 
 

                                                           
28 Adapted from Publication II. Reprinted with permission from Emerald Group Publishing Limited. 
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5 . Cost efficiency of SDN in-network 
caching 

The second part of the research utilizes the insights learned from the qualitative 
research in Section 4 and aims at quantitatively modeling the cost efficiency of 
in-network caching by using SDN-enabled caching as a use case. The following 
subsections first present the used cost model and the case description (Publica-
tion VI) and then elaborate on the performance of in-network caching as com-
pared with that of data center caching (Publication VII). In addition, the cost 
efficiency of service function chaining is discussed, because caching is an essen-
tial part of the service function chain (Publication V). 

5.1 Cost model 

A Finnish reference LTE network is utilized to model the cost of building and 
operating a SDN-LTE network. The constructed cost model serves as the base 
model for analyzing 1) SDN in-network caching vs. data center caching (Section 
5.2) and 2) SDN service chain vs. non-SDN service chain (Section 5.3). The in-
puts are gathered through semi-structured interviews during 2014 and 2015 
with experts from all three Finnish MNOs and global network equipment pro-
viders operating in the Finnish market. The interviewees ranged from network 
directors to senior researchers and business developers. The topics discussed 
include the current LTE network structure, potential SDN architectures and 
quantitative data on the current Finnish networks. In addition, annual reports 
of the Finnish MNOs are utilized. This section describes the anticipated Finnish 
SDN-LTE topology and the cost model together with the assumptions adopted 
in constructing the model. 

5.1.1 Case Finland 

Three physical MNOs operate in Finland, each having approximately a third of 
the market. For modeling purposes, all mobile data connections are assumed to 
be LTE, though in reality older generation equipment are still in use in 2015. 
Thus, the modeled MNO is assumed to have one third of the Finnish market 
with approximately three million LTE subscriptions in 2015. The usage pattern 
is assumed to stay the same regardless of SDN and flat-rate pricing is assumed 
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to remain popular among subscribers. Thus, the average revenue per user of 
approximately 17 euros per month is not expected to change because of SDN. 

The anticipated Finnish SDN-LTE topology is illustrated in Figure 20, where 
the number of each mobile network element, i.e. eNB, gateways, mobility man-
agement and switches29, used in the modeled MNO network is also shown. This 
number is directly adopted from the current non-SDN LTE topology, which is 
illustrated in Zhang et al. (2015), though SDN potentially reduces the demand 
for each element due to better network optimization. The current peering and 
transit agreements as well as roaming partnerships will also continue, as is 
shown in Figure 20. 

The amount of the eNBs used in the modeled MNO network, 11000, is enough 
to serve many times more subscriptions in a more densely populated country 
(Naudts et al., 2012). However, the Finnish networks are coverage limited ra-
ther than capacity limited and a higher number of eNBs is needed to serve three 
million subscriptions in Finland. All eNBs are assumed to be macro sites, be-
cause only a small proportion of the Finnish LTE base stations are micro sites, 
though the amount is increasing in the near future. In addition, all eNB sites are 
assumed to have optical fiber or radio link connections with equivalent band-
widths to ensure high availability. 

The level of centralization with the network elements is assumed to remain 
the same despite SDN, though the control plane functions are assumed to be 
centralized into data centers. Thus, the EPC elements, that are already running 
in three data centers in the non-SDN topology, are assumed to stay in these data 
centers in SDN-LTE. The user plane elements of the switch network and macro 
sites are to stay in their current positions despite of SDN. The SFC appliances 
are assumed to be virtualized onto general purpose hardware in SDN and run-
ning in the three data centers. 

SDN controllers are new elements in the SDN-LTE topology. One backbone 
controller is assumed to manage ten backbone switches, whereas one eNB con-
troller and one backhaul controller manages 100 eNBs and backhaul switches, 
respectively. In addition, a SDN enabled difference is the placement of the cach-
ing servers in the backhaul network and the macro sites, which is not possible 
in the current non-SDN topology. In the current LTE topology, only data center 
caching is feasible due to the tunneling functionalities of mobile networks. 

 

                                                           
29 Both routers and switches are used in the mobile network. However, as the cost modeling focuses on 
one MNO network, for simplicity, all routers and switches are called switches in the quantitative part of the 
thesis. 
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5.1.2 Model assumptions 

Figure 21 illustrates the comparative cost model used in this research. The main 
inputs for the cost model are the cost types influenced by SDN and caching, 
which are marked by a darker color in Figure 21 and explained in this section. 
The other cost types, such as marketing, personnel and other operating costs, 
are assumed to stay constant within the scope of the research and, thus, do not 
affect the outcome of the comparative cost modeling. However, the unchanging 
costs are included in the total network CAPEX and total network OPEX. In ad-
dition, SDN increases the amount of signaling traffic, but the volumes are con-
sidered insignificant compared to the user plane traffic and, thus, not taken into 
consideration in the cost model. 

Network costs are divided into CAPEX and OPEX. Network CAPEX in this 
model considers the investment expenses of purchasing the network equip-
ment, such as eNBs, gateways, switches and caches, as well as their deployment 
costs. The deployment expenses include the network configuration, e.g. defining 
the topology related parameters of the eNBs, and the on-site installation of the 
equipment. Configuration is done in a more centralized manner in SDN and the 
deployment costs are assumed to be lower compared with non-SDN LTE’s de-
ployment. 

The number of each network element is acquired directly from the MNOs. 
Thus, the network capacities that typically determine the element demand, such 
as radio coverage, processing power and storage space, are not considered. The 
site infrastructure and cabling are reused in all scenarios and are, thus, not in-
cluded in the comparative cost model. In addition, network planning before the 
purchase itself is not taken into consideration, because SDN does not influence 
the time taken to plan a network. 

The one-time investment of the network CAPEX is annualized for the year 
2015 for comparability to the OPEX, which is calculated over one year (2015). 
The Finnish MNOs on average use 15% of their revenue each year for new in-
vestments. Thus, the total CAPEX is scaled to the year 2015 by a factor so that 
the most costly scenario meets the 15% requirement. 

Network OPEX is the cost of providing services to end users by running and 
managing the purchased network elements. The modeled OPEX includes energy 
consumption, site visits, network management and connectivity related ex-
penses. Network management costs typically constitute a big part of the total 
network OPEX, but this model only considers the portion that is influenced by 
the higher automation level of SDN-LTE, i.e. fault detection and recovery from 
failure. 

Energy costs include the energy consumed by the equipment and data centers, 
which is calculated from unit equipment energy consumption at full load. In 
addition, cooling consumes energy, which is taken as a percentage of the total 
energy consumption. 
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Due to the distributed nature of eNBs, switches and the caches on site, they 
are usually not manned and require site visits for maintenance and fixing. The 
expenses include travel to and from the site, time spent on site and the difficulty 
of the task. As SDN removes intelligence from the eNBs and switches, i.e. they 
become less complex, site visits are assumed to decrease. On the other hand, 
caching at macro sites and the switch network increases the complexity of both, 
which increases the need for site visits. 

The non-SDN scenarios are modeled with the estimated hardware perfor-
mance, traffic volume and cost levels of 2015. The prices for the non-SDN LTE 
network elements are acquired from the interviews and reflect the current pric-
ing level for Finnish MNOs. Due to the lack of pure SDN equipment, the SDN-
LTE element prices are acquired by adjusting the non-SDN LTE prices with the 
complexity level change, standardization factor and the automation level. The 
values for the complexity level, standardization factor and automation level 
changes are presented in Publication VI together with an evaluation of their in-
fluence on the cost analysis of SDN-LTE compared with non-SDN LTE. 

The SDN-LTE network elements (i.e. user plane) are assumed to be less com-
plex in implementation and operation due to the removal of intelligence. How-
ever, requirements of high performance and availability keep local intelligence 
in certain network elements, such as eNBs and gateways, leading to the overall 
complexity decrease of network elements to be limited. In addition, data centers 
are assumed to become more complex due to the centralization of the control 
plane into them. 

For virtualizing the SFC’s user plane, general purpose hardware is assumed to 
be cheaper to purchase than dedicated hardware. However, the performance of 
general purpose hardware is also worse and more equipment is needed to match 
the same performance level of dedicated hardware. Thus, virtualization in SFC’s 
user plane is assumed not to change the overall cost of SFC hardware. On the 
other hand, standardization lowers the price of the equipment due to economies 
of scale and increased competition. Thus, standardization’s effect is taken into 
consideration for all the network elements, though for the EPC, it is assumed to 
be small due to the ongoing virtualization efforts in centralized EPCs. 

Network load reduction due to in-network caching is determined by simulat-
ing the network. In addition, dynamic SFC enabled by SDN reduces traffic vol-
umes passing through each SFC appliance, the percentages of which are ac-
quired through expert interviews. The exact figures and the simulation setup are 
presented in the following subsections together with the results from the cost 
modeling. 

5.2 Data center vs. in-network caching 

The cost model presented in Section 5.1 is utilized to evaluate the cost efficiency 
of in-network caching compared with data center caching. Simulation results 
for network and gateway load of both the in-network and data center caching 
are used in the cost analysis. The results show that in-network caching saves 
both CAPEX and OPEX compared with data center caching. However, the cost 



Cost efficiency of SDN in-network caching 

49 

efficiency of in-network caching is highly dependent on the content cacheability 
due to, for example, encrypted or dynamic content, as is shown with the sensi-
tivity analysis. 

5.2.1 Simulation setup 

The simulations are run on a custom-made network simulator written in Py-
thon. The simulation area is a 4x4 kilometer square (i.e. 16 square kilometers) 
that has 16 LTE base stations with equal coverage size. The base stations are 
divided into four clusters, each of which is connected to two aggregation 
switches for redundancy. In addition, the network has one data center and two 
external interfaces to the public Internet. Caches of size 1GB are located at each 
base station and pre-aggregation switch, and the data center site has a cache of 
5GB storage. The topology of the simulated network is illustrated in Figure 22 
together with the link capacities connecting the sites. 

 

Figure 22. Topology of the simulated network.32 

The simulation has 1000 end users, who request content from a pool of 
100 000 items with a Zipf-like distribution. The end users are connected to their 
closest base station and have a uniformly distributed download speed of up to 
200 Mbit/s. In addition, the end users are moving with a Gauss-Markov distri-
bution between 0 km/h and 80 km/h. Base station handovers happen, when the 
end user leaves the first base station’s coverage and is 100m into the second base 
station’s coverage area. Between every request, the end user waits for a certain 
time that follows a Poisson distribution with a mean of 2 seconds. 

The simulated caching system utilizes a central controller to make decisions 
on the optimal caching location. The caching location is decided based on the 
previous requests with an aim to minimize network load on every link. In addi-
tion, the simulator periodically relocates the content if more optimal locations 

                                                           
32 Adapted from Publication VII. Reprinted with persmission from John Wiley & Sons, Ltd. 
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are found based on recent requests. The relocation interval vary between 15 and 
90 seconds in the simulation. The content relocation process in the data center 
only caching scenario evaluates the optimality of each cached content, and the 
content items yielding lower load reduction values are removed from the cache. 

The network load reduction results are illustrated in Figure 23 and Figure 24, 
respectively, as a function of how often the content is relocated in the network. 
The network load reduction of in-network caching compared with data center 
caching appears to be the highest, when six copies of the same content is allowed 
to be cached in the network. Due to the greater caching capacity in the in-net-
work caching scenario, less traffic leaves and enters the MNO network, as shown 
by the gateway load reduction values. In addition, a higher relocation interval 
influences positively the load reduction in both the network and the gateway. 

 

 

Figure 23. Network load reductions as a function of relocation interval.33 

 

Figure 24. Gateway load reductions as a function of relocation interval.34 

                                                           
33 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
34 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
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5.2.2 Cost modeling results 

For determining the overall cost differences from adding cache servers into the 
network elements, load reduction values from the simulations are utilized. Min-
imum, median and maximum values of the 6-copies simulation results on gate-
way and network load reduction are used in the cost analysis. In addition, the 
load reduction values are scaled with the contracted cacheability of 85%. For 
example, a 45% simulated network load reduction scaled with the cacheability 
factor gives 39% actual load reduction, which translates directly into the net-
work equipment demand while meeting the redundancy requirements. Simi-
larly, a 55% gateway load reduction lead to a 47% drop in transit traffic volume. 

The CAPEX changes from in-network caching compared with data center 
caching are shown in Table 10, where the MIN, MED and MAX columns show 
the results from using the minimum, median and maximum network load re-
duction values, respectively. The first four entries show the changes in invest-
ment costs for each network element including the investments of cache servers 
for each site. The comparison is done by estimating the overall investment cost 
of, e.g., 11 000 macro sites in data center caching and the same cost for in-net-
work caching. The installation and configuration of the whole network (i.e. 
eNBs, switches, EPC and caches) is shown under one row: deployment. Total 
network CAPEX sums up all the investment and deployment costs of in-network 
caching and compares it to the overall CAPEX of data center caching. 

The results show that the base station and backbone switch sites have lower 
investment costs when using in-network caching, whereas the addition of cache 
servers to backhaul sites increases the investment costs of the backhaul sites. 
This signifies that caching is cost efficient, only if the reduced equipment de-
mand saves more than the additional cost from the cache servers, which is not 
the case in the backhaul network. However, in-network caching becomes less 
expensive in the backhaul network, when network load is reduced more. At the 
same time, the different network load reduction rates do not change the cost 
saving percentage in the backbone network. This is because the variation in the 
network load reduction rates is not high enough to either add or remove one 
more backbone switch. 

Table 10. In-network caching CAPEX compared with data center caching CAPEX.35 

CAPEX changes MIN MED MAX 

eNB macro sites -0.4 % -1.1 % -1.4 % 

Backbone switches -27.4 % -41.8 % -41.8 % 

Backhaul switches 64.4 % 55.7 % 52.3 % 

EPC 0.0 % 0.0 % 0.0 % 

Deployment -14.8 % -16.6 % -17.3 % 

Total network CAPEX -0.6 % -1.5 % -1.9 % 

 
As macro sites comprise over 95% of the investments and 80% of the deploy-

ment costs of a LTE network, the overall network CAPEX savings follow closely 
                                                           

35 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
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the cost savings from eNB investments. However, the cost saving from total net-
work CAPEX is diverging from the eNB investment saving with higher network 
load reduction rates. In addition, EPC’s CAPEX does not change, because its 
costs are based on the number of subscribers rather than the traffic volume. 

In-network caching’s network OPEX compared with data center caching’s net-
work OPEX is shown Table 11, where only the OPEX categories influenced by 
in-network caching are listed. The values for each row only show the cost differ-
ences for the cost category in question. The total network OPEX sums up both 
the affected and unaffected OPEX categories of in-network caching and com-
pares it to the overall network OPEX of data center caching. Minimum, median 
and maximum network and gateway load reduction values are used for the MIN, 
MED and MAX columns. 

Table 11. In-network caching OPEX compared with data center caching OPEX.36 

OPEX changes MIN MED MAX 

Connectivity -15.4 % -8.4 % -5.6 % 

Energy 31.9 % 28.7 % 27.4 % 

Site visit -16.0 % -17.8 % -18.4 % 

Network management 96.3 % 91.9 % 90.2 % 

Total network OPEX -0.2 % -0.5 % -0.6 % 

 
Both data center caching and in-network caching reduces transit traffic vol-

ume, thus, in-network caching saves only between 5-15% on connectivity costs 
compared with data center caching. Due to reduced demand for network equip-
ment, in-network caching reduces the need for site visits by over 16%. At the 
same time, energy consumption and network management costs are increasing 
due to the addition of cache servers into the network. As site visit costs consti-
tute a big part of the modeled OPEX, in-network caching presents overall net-
work OPEX savings. However, the total network OPEX saving from in-network 
caching is relatively small, because many OPEX categories are not influenced by 
in-network caching. 

5.2.3 Sensitivity analysis 

From caching’s perspective, cacheability is an important factor in determining 
the network load and cost efficiency. The cost analysis results presented in Sec-
tion 5.2.2 uses contracted cacheability, which is approximated to be 85%. How-
ever, the technical cacheability without caching agreements is only approxi-
mately 70% based on Ramanan et al.’s research [17]. In addition, the increase of 
encrypted content, such as HTTPS traffic, limits the cacheability and benefits 
for in-network caching. The MNOs estimate the HTTPS traffic volume to be 
40% from the overall traffic volume in 2015, leaving only 60% of the traffic 
cacheable. Certain content types, such as dynamic content, further reduces 
cacheability and benefits from caching. Thus, the sensitivity analysis discusses 

                                                           
36 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
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technical cacheability (70%), HTTPS cacheability (60%) and content cacheabil-
ity (assumed to be 50%). The median network and gateway load reduction val-
ues are used in the sensitivity analysis. In addition, all other parameter values 
are kept constant. 

The sensitivity analysis results on CAPEX is illustrated in Figure 25, where 
cacheability’s influence on in-network caching’s equipment investment costs 
and total CAPEX are compared with that of the data center caching. The results 
show that in-network caching becomes less cost efficient, when MNOs do not 
have caching contracts with the content providers to ensure high cacheability. 
Similar patterns can be seen for network OPEX (Figure 26), where in-network 
caching becomes less cost efficient compared with data center caching, when no 
caching contract exists. However, in-network caching provides the highest con-
nectivity related savings, when the cacheability is 60%, because peering through 
Internet exchange points are charged with a block pricing scheme. 

 

 

Figure 25. In-network caching CAPEX compared with data center caching CAPEX with different 
cacheabilities.37 

 

                                                           
37 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
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Figure 26. In-network caching OPEX compared with data center caching OPEX with different 
cacheabilities.38 

5.3 Service function chaining 

The cost efficiency of SDN enabled service function chaining (SFC) is also mod-
elled, as caching and video optimization are important service functions that 
could benefit from a more dynamic service chain. As SDN dynamically steers 
traffic in the SFC, the traffic load in each of the SFC appliance is assumed to be 
lower, as is discussed in the following subsections. The results of the cost mod-
eling show that SDN reduces both the CAPEX and OPEX of SFCs compared with 
the current hard-wired service functions. SDN’s flexibility to add new services 
is not taken into consideration. Thus, the results are a baseline SFC cost analysis 
without any speculation on the potential new services. 

5.3.1 Dynamic service function chaining 

A service function chain is a set of services offered by the ISPs or MNOs that are 
traditionally physical boxes wired together in a specific order. These services 
range from a number of performance enhancement proxies (e.g. split TCP prox-
ies, video optimizers, traffic redirection, etc.) to operator application platforms 
(e.g. IP multimedia subsystem and charging) and operate on the application 
specific traffic passing through them based on operator defined policies. In ad-
dition, service functions can be active (i.e. they change the packets that pass 
through) or passive (i.e. they only extract information from the packets without 
changing them). 

When the service function boxes are wired together, all traffic passes through 
all the functions regardless of the need, which leads to overprovisioning of the 
service capacity. SDN and service function chain encapsulation from the IETF 
offers dynamic traffic steering on the granularity of each user and removes the 

                                                           
38 Adapted from Publication VII. Reprinted with permission from John Wiley & Sons, Ltd. 
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need for reclassification between the functions. Similarly, Quinn and Guichard 
(2014) propose a service plane that utilizes SDN controllers and network service 
headers to dynamically add and remove service functions. In addition, service 
function virtualization is used to more flexibly scale and redimension the service 
functions. However, the cost modeling in this work does not reflect any single 
SFC implementation, but rather on a generic dynamic SFC concept that utilizes 
SDN and virtualization. A simplified figure of a service function chain, as de-
fined by the IETF, is illustrated in Figure 27 (Halpern and Pignataro, 2015). 

 

 

Figure 27. Service function chaining.39 

A Service Function Classifier matches the incoming packets with the MNO’s 
policies (based on e.g. user profile level, user equipment type and radio access 
type) and directs the traffic to the corresponding service function chains. The 
SFC encapsulation that contains a Service Path Identifier of the selected path 
and the relevant context information about the classification, such as infor-
mation about the data plan of the user, is also added by the Service Function 
Classifier. The encapsulated packet is forwarded to a Service Function For-
warder that forwards the packets to a set of service functions that are associated 
with the Service Path Identifier in the encapsulation header. However, the ser-
vice function’s association with the Service Path Identifier can be dynamically 
changed on demand. When all the relevant service functions have processed the 
packet, the Service Function Forwarder forwards the packet to the next Service 
Function Forwarder, where the need for further processing is determined based 
on the information in the Service Path Identifier. After all necessary processing 
has been done, the Service Function Forwarder terminates the chain by remov-
ing the SFC encapsulation and forwards the packet to normal routing. 

5.3.2 Cost model inputs 

The service functions modeled in this research include NAT, firewall function-
alities together with the intrusion detection and prevention system (IDPS), deep 
packet inspection (DPI), video and protocol optimization, content filtering and 
corporate services. SFC can also include other functions, but based on the inter-
views, the listed functions are considered the most important ones for MNOs. 

                                                           
39 Adapted from Publication V. 
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In addition, DPI is assumed to operate as the Service Function Classifier and the 
existing server stacks are able to host Service Function Forwarders. The mod-
eled service functions and their characteristics relevant for cost modeling are 
listed in Table 12. 

The first three characteristics in Table 12 show the complexity and technical 
requirements of each service function, e.g. if the service function actively 
changes the packets or passively extracts information from them and whether 
the processing is limited by the number of packets, flows, connections or traffic 
throughput. These characteristics directly influence the cost of each service 
function. The SFC’s total CAPEX (100%) is distributed in Table 12 among the 
different service functions, where video optimization and DPI have the biggest 
shares. The prices and capacities for the non-SDN SFC appliances are acquired 
from the interviews. Currently, approximately 2-3 boxes of each service function 
operate in each of the three EPC data centers. Though the SDN-SFC appliances 
are virtualized, the cost of acquiring the same processing capacity is assumed to 
be the same as non-SDN, because the lower cost of general purpose hardware is 
compensated with the higher number of hardware needed. However, cost sav-
ings can be achieved from dynamic traffic steering, which reduces the load 
through the SFC appliances and the capacity requirements. 

In the non-SDN SFC, all incoming traffic passes through all the service func-
tions, whereas SDN enables the forwarding of only relevant traffic to each of the 
service functions. The traffic that would go through each service function is ac-
quired from MNO interviews based on estimations of their current service dis-
tribution. Thus, as shown in Table 12, when SDN is used, the traffic through the 
DPI is reduced by 20%, traffic through the video and protocol optimization is 
reduced by 40%, content filtering traffic is reduced by 80% and 80% less traffic 
goes through corporate services. Keeping in mind that DPI acts also as a Service 
Function Classifier, 100% of all traffic still goes through it, but the application 
and user specific usage of DPI can be lowered due to SDN; thus, the overall load 
is lowered by 20%. 

Three sets of input values are defined for the uncertain parameters in the 
SDN-SFC scenario and listed in Table 13. The SDN compared with non-SDN 
traffic load through each SFC appliance is varied by ±10%. According to AT&T 
estimates (Thomas, 2015), the reduction in deployment times can be up to 95%, 
which is used in SDN-SFC 3, whereas the lower boundary of deployment time 
reduction is set at 50% to better see the effect of deployment time on cost. The 
reduction in recovery time due to SDN is varied by ±20% to evaluate the uncer-
tainty. 
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Table 12. Characterization of modeled SFC appliances.40 

Characteris-
tics 

Firewall & 
IDPS NAT DPI Content 

filtering 
Video & pro-
tocol optimi-

zation 
Corporate 
services 

OSI layer 1, 2, 3, 4, 7 3 2, 3, 4, 5, 
6, 7 3, 4, 7 4, 6, 7 2, 3 

Active (A) vs. 
Passive (P) A A P A A A 

Processing 

Firewall: 
Packet & 

Flow 
IDPS: 

Packet & 
Connection 

Packet & 
Flow 

Packet & 
Flow Packet 

Video: Flow 
Protocol: 
Packet 

Packet & 
Flow & 

Connec-
tion 

SFC cost dis-
tribution 20 % 15 % 20 % 10 % 30 % 5 % 

SFC load - cur-
rent 100 % 100 % 100 % 100 % 100 % 100 % 

SFC load - 
SDN -0 % -0 % -20 % -80 % -40 % -80 % 

 
  

                                                           
40 Adapted from Publication V. 
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Table 13. Input values for basic cost modelling.41 

Input parameters SDN-SFC 1 SDN-SFC 2 SDN-SFC 3 

DPI load reduction -10% -20% -30% 

Content filtering load re-
duction -70% -80% -90% 

Video & protocol optimi-
zation load reduction -30% -40% -50% 

Corporate services load 
reduction -70% -80% -90% 

Deployment time reduc-
tion -50% -75% -95% 

Recovery time reduction -50% -70% -90% 

5.3.3 Cost modeling results 

The cost model compares the CAPEX and OPEX of SDN SFC 1, SDN-SFC 2 and 
SDN-SFC 3 to that of the non-SDN SFC. The resulting CAPEX and OPEX differ-
ences are illustrated in Figure 28. SDN-SFC 2 shows the outcome from the in-
terviewed values, whereas SDN-SFC 1 and SDN-SFC 3 can be considered as sen-
sitivity analysis. 

 

 

Figure 28. SFC CAPEX and OPEX changes compared with non-SDN SFC.42 

Based on the results, SDN’s impact on CAPEX and OPEX can be seen to be 
linear. SDN load reductions lower both the investment and deployment costs in 
SFC CAPEX and saves energy and SFC management costs in SFC OPEX. The 
reduced deployment time in SDN significantly reduces the deployment costs. In 
addition, increased automation level and decreased lead time in SDN further 
                                                           

41 Adapted from Publication V. 
42 Adapted from Publication V. 
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lowers the management costs. The sensitivity analysis shows that a 10% increase 
in service function load leads to an approximately 6% increase in purchasing 
costs. 

The SFC cost model is also used to evaluate the cost efficiency of different 
types of service providers. Four MNOs with different sevice offerings are con-
sidered: 1) operates in a country, where DPI is banned by the regulators, 2) tar-
gets only corporate customers, 3) offers only the basic connectivity service with-
out value adding services, and 4) specializes in content delivery with a strong 
emphasis on video and protocol optimization. The SDN induced cost savings are 
illustrated in Figure 29. Noteworthy is that SDN reduces OPEX significantly re-
gardless of the chosen MNO type. 

 

 

Figure 29. Cost savings for different types of MNOs. 
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6 . Discussion and conclusions 

This research discussed the economic feasibility of alternative Internet content 
delivery technologies from the perspectives of the relevant actors. The results 
are especially valuable for the developers of in-network caching solutions as 
they point out the techno-economic limitations and issues of in-network cach-
ing. In addition, the future-oriented market analysis helps the actors involved 
in Internet content delivery and the regulatory authorities to make informed 
decisions. 

6.1 Contributions and implications 

The research aimed to evaluate the economic feasibility of in-network caching 
enabled by information-centric networking (ICN) or software-defined network-
ing (SDN) as a means of efficient content distribution in the Internet. The re-
sults show that ICN and SDN in-network caching solutions can be economically 
feasible if the new technologies do not change the network topology drastically 
or the way the actors operate and interact with each other in the market. How-
ever, both technologies, especially ICN, can introduce major changes to the net-
work and market dynamics. Thus, further quantitative research is needed, when 
ICN and SDN are more technically standardized. The qualitative results of this 
research and the proposed cost model can be employed as the baseline for future 
research. 

This research makes three main contributions that reflect the three research 
objectives set in Section 1.2: 

1) This study identified the main market roles and actors of Internet con-
tent delivery, analyzed their respective relationships and examined 
each of the actors’ interest in adopting in-network caching. 

2) This study identified the key trends and uncertainties, analyzed alter-
native future industry scenarios of Internet content delivery and pro-
posed the most likely actor that drives each scenario. 

3) This study evaluated the cost efficiency of SDN enabled in-network 
caching. 

Contribution 1: The most important actors of Internet content delivery in-
clude the end user, content providers, fixed-access Internet service providers 
(ISPs), mobile network operators (MNOs), transit-ISPs and third-party content 
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platforms, such as content delivery networks (CDNs). From the end-user per-
spective, caching improves the perceived user experience in the form of reduced 
latency. On the other hand, content providers also benefit from caching as cach-
ing reduces the traffic volume and congestion around the content providers’ 
servers, leading to cost savings. The ISPs or MNOs, who connect the end users 
and content providers, see cost savings in transit traffic volumes, when caching 
is employed either in-network or in CDNs. Thus, content providers and ISPs or 
MNOs have an incentive to deploy in-network caching based on the actor anal-
ysis. However, the decision to invest depends also on other factors, such as the 
cost of additional cache servers and potential new revenue sources. 

The popularity of CDNs is shown to benefit from the possibility of two-sided 
pricing and cross-side network effects. In addition, the CDN provider acts as a 
content platform that solves the access control, billing and coordination prob-
lems of content providers having to contract with several ISPs for better service 
levels. A contract-based SDN-enabled in-network caching platform that is con-
trolled by the MNO could achieve the same two-sided market benefits as the 
CDN providers, and the MNOs have existing sophisticated mechanisms for bill-
ing its subscribers regardless of their location. On the other hand, ICN caching 
presents no significant two-sidedness due to the lack of a platform that can 
monetize from the network caches. In addition, the fixed-access Internet is less 
restricted compared to the mobile networks and the ISPs cannot guarantee that 
only authorized end users can access the content in the network caches and, 
thus, billing becomes an issue. 

As SDN does not aim at changing the network topology and the basic routing 
principles of the Internet, several potential technical architectures and industry 
architectures could be proposed. The industry architectures illustrate a range of 
possibilities, where a traditional monolithic MNO can control the mobile Inter-
net content delivery market, or parts of the network can be outsourced to other 
existing actors, such as connectivity providers and virtual network operators. In 
addition, SDN may also give rise to new actors in the market, such as the mobil-
ity provider, who would operate the mobility management and the control plane 
functions of a base station. The prevailing industry architecture for Internet 
content delivery depends on the MNO’s trade-off between cost savings, lost con-
trol over the network functions and potential revenue sources (e.g. video-on-
demand services) in each industry architecture. 

Contribution 2: Tens of important market trends and uncertainties have 
been identified and the most important trends can be grouped under four major 
themes: 1) Growing content volume, 2) increasing demand for connectivity, 3) 
increasing importance of mobility, and 4) personalization of content. To effi-
ciently deliver the increasing content volume, solutions like in-network caching 
are needed. Combined with the increasing importance of connectivity and mo-
bility, the scale seems to tip towards SDN-enabled in-network caching. On the 
other hand, personalization of content limits the technical cacheability and 
business agreements are needed to improve cacheability. 
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Two most important uncertainties have been singled out to form the alterna-
tive industry scenarios. First is the ISP’s/MNO’s role in the content delivery pro-
cess: will ISPs/MNOs stay as bit pipes or opt for a stronger presence in the con-
tent delivery process, e.g., through bundling. The second uncertainty discusses 
the content provider’s revenue source: will advertising remain the main source 
of revenue or will paid content become more popular. Since the writing of Pub-
lication II, the market has developed towards strong ISP/MNO content bun-
dling and the freemium payment model is gaining popularity. However, no ob-
vious winner in either of the uncertainties exist yet. 

The four scenarios are named after the prevailing end-user type in each sce-
nario: 1) Comfort Buyer, 2) Indifferent Saver, 3) Quality Buyer, and 4) Demand-
ing Saver. The prevailing end-user type also directly influences the type of actor 
that is likely to have a dominant position in that scenario and the power to de-
cide on the used caching system. For example, when the end user prefers com-
fort over quality or cost, the end user will likely buy a content bundle from the 
ISP/MNO that offers connectivity, content and device. Thus, the dominant ac-
tors in each of the scenarios are 1) payment-based ISP/MNO, 2) advertising 
ISP/MNO, 3) payment-based content provider, and 4) advertising content pro-
vider. 

The scenario analysis results show that in-network caching is a likely candi-
date for Comfort Buyer and Indifferent Saver scenarios due to the ISP’s/MNO’s 
strong role in them. On the other hand, ISPs/MNOs may also choose to build 
their own CDN service. Thus, CDNs – whether pure-play CDNs, content pro-
vider CDNs or ISP CDNs – have a strong position in all four scenarios. The sce-
nario analysis results also indicate that the dominant actors prefer P2P technol-
ogy the least. However, for a cost saving content provider, P2P is a viable option. 

Contribution 3: An essential contribution of this research is the mapping of 
the current Finnish LTE topology, including the approximate numbers of each 
network elements. In addition, the most important network capital expenditure 
(CAPEX) and network operational expenditure (OPEX) categories of the Finn-
ish MNOs are identified and a cost model is constructed based on these catego-
ries. The investment cost for each network element and the link capacities are 
also important findings of the research. 

Based on the MNO’s current topology and cost structure, an anticipated SDN-
LTE topology and cost structure is projected. The results of the cost modeling 
show that SDN-enabled in-network caching, when caching agreements exist be-
tween the MNOs and content providers, saves both network CAPEX and net-
work OPEX for the Finnish MNO compared with the currently adopted data 
center caching, such as CDNs. Assuming that ICN does not change the given 
LTE topology and caching agreements, and using the load reduction rates from 
Wang et al. (2014), ICN has similar potential for CAPEX and OPEX savings as 
SDN-enabled in-network caching. However, the topological assumption could 
not be made in the ICN case due to the uncertain direction of the technical de-
velopment and lack of standardization. 

This research, therefore, concludes that SDN-enabled in-network caching is 
cost efficient compared with current LTE and has the potential to enjoy the same 
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two-sided benefits as the CDN solution. On the other hand, ICN with its differ-
ent caching schemes provides higher technical performance (Wang et al., 2014) 
compared with the existing caching solutions, but needs to solve the coordina-
tion problems of e.g. caching contracts, access control and billing. 

6.2 Limitations 

This research utilizes qualitative and quantitative methods, such as value net-
work analysis and techno-economic modeling, to model the economic feasibility 
of in-network caching. Similar to any scientific model, also the value networks 
and cost models employed in this research are simplifications of a more complex 
real world. These simplifications are an outcome of the problem and scope def-
inition that are essential for achieving reliable and relevant results. In addition, 
certain assumptions are made about the technical details, such as the small role 
of signaling traffic in SDN in relation to the user plane traffic volume, which 
needs revisiting once the technology is better defined and standardized. 

The future-oriented nature of the research limits the availability of quantita-
tive data. For example, the ICN and SDN technologies have not been fully stand-
ardized yet, and several definitions and implementations exist. Thus, the relia-
bility of the results are limited, because the technical details are still changing. 
For SDN related analysis, certain topological assumptions can be made based 
on the current topology, because the SDN technology does not aim at changing 
the network topology and structure. However, ICN changes the way routing is 
done in the Internet, which may require the reconstruction of the network to-
pology. Thus, quantitative analysis of ICN caching could not be completed. 

The cost modeling is done for a Finnish LTE topology for an average Finnish 
MNO due to the limited availability of input data. For example, the Finnish to-
pology is coverage limited rather than capacity limited due to its large land area 
in relation to the population size. In addition, the cost of labor is very country-
specific, and the cost of network equipment depends on the size of the MNO due 
to potential scale benefits. Thus, the generalizability of the results at best can be 
at the level of suburban areas in more developed countries. 

Interviews with content providers are essential for a better understanding of 
the Internet content delivery market. However, most of the bigger content pro-
viders, such as Google and Netflix, are based outside Finland, which limits the 
selection of interviewee candidates from the content provider industry. For this 
research, few interviews with smaller Finnish content providers have been con-
ducted, but the views and opinions are limited by their operation size and the 
Finnish regulations. 

6.3 Future work 

This research provides the basic understanding, tools and models for further 
analysis of the Internet content delivery market. For example, the cost model 
can be easily applied to other geographical areas and topology types, such as less 
developed countries and more capacity limited topologies, for a more conclusive 
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analysis of the cost efficiency of the SDN-enabled in-network caching. In addi-
tion, the cost model can also be extended to evaluate the cost efficiency of ICN-
enabled in-network caching, once the network topology of ICN can be defined. 
Similarly, the network simulations on in-network caching could be comple-
mented by real network traces for more realistic numerical results. 

The quantitative analysis in this research is limited to the perspective of the 
MNOs due to the growing importance of mobility and their control over the net-
work locations, where in-network caches are to be installed. However, content 
providers, ISPs and CDNs also play important roles in the Internet content de-
livery market, and the market can function in an equilibrium, only if all actors 
are better off. Thus, the net benefit of in-network caching should be quantified 
also for the other actors. 

In addition, the techno-economic modeling in this research limits only to cost 
analysis, whereas the potential to monetize the in-network caches is important 
for the investors of the technology. Thus, the revenue side of techno-economic 
modeling is a natural next step in the feasibility analysis of in-network caching. 
In addition, new service ideas and revenue models arising from in-network 
caches should also be included in the revenue modeling. 

Finally, SDN enables faster service roll-out, dynamic service chaining and the 
technical ability of differential pricing to different subscription levels. This 
means, in theory, that the MNOs could improve the quality of experience of the 
higher paying subscribers by serving them from the in-network caches. The traf-
fic from the lower subscription levels can then bypass the video optimization 
service function and be served with a lower priority. However, how much of this 
can be done within the boundaries of net neutrality principles should be re-
searched. 
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The Internet traffic volume, especially of 
heavy content and in mobile networks, is 
increasing heavily and networks are facing 
scalability challenges. In-network caching, 
specifically information-centric networking 
and software-defined networking, is utilized 
to efficiently solve the technical traffic 
optimization problem. This thesis 
complements the technical development of 
in-network caching by analyzing its 
economic feasibility from the perspectives 
of the different market actors. The research 
makes several contributions by analyzing 
different industry scenarios for the future 
Internet content delivery market and 
evaluating the cost efficiency of in-network 
caching compared with current caching 
solutions. 
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