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1. Introduction

"It is the only physical theory of universal content which I am convinced

will never be overthrown, within the framework of applicability of its ba-

sic concepts.” - Albert Einstein. Einstein correctly predicted that the laws

of thermodynamics have kept their place among the most fundamental

laws in physics. The generality of the concepts in thermodynamics makes

it particularly useful, explaining a variety of phenomena, from basic heat

machines to abstract quantum systems. As modern nanotechnology has

developed, small devices and fundamental science at small scales have be-

come increasingly accessible and important from the perspective of tech-

nology and fundamental science. The current challenge in the field is to

extend the laws of thermodynamics to these small systems, which are of-

ten fluctuating and easily driven outside of equilibrium.

The standard theory of thermodynamics is a theory of averages over

large, well defined ensembles containing large degrees of freedom [3].

Outside equilibrium, and when the number of degrees of freedom in the

problem is small, no universal theory of applicability comparable to the

thermodynamics is known. Motivated by recent developments in nan-

otechnology, a great effort has been made to extend thermodynamics to

microscopically small systems and to non-equilibrium processes [4–9].

The common fluctuation relations, formulated, for example, in Refs. [10–

14], introduce remarkable equalities to describe non-equilibrium (irre-

versible) processes. These relations formulate thermodynamics by using

fluctuating variables such as entropy, heat and work, and connect those

to equilibrium variables, such as the Helmholtz free energy.

Recently, researchers have struggled to create a unifying framework for

different fluctuation theories. In setups where the dynamics are described

by stochastic equations of motion, such as Langevin equations or master

equations, a framework of stochastic thermodynamics has proven useful

11
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[15–18]. Stochastic thermodynamics resembles the traditional thermo-

dynamics but describes the processes in a single realization framework,

where the thermodynamic variables fluctuate and are not described by

averages only. This framework is particularly useful in systems in which

the average values are not sufficient to characterize the system due to

fluctuations. Typically, this happens in small systems where the scales of

energies are the order of the thermal fluctuations kBT .

In small systems, entropy production may be negative for single realiza-

tions. These realizations are sometimes referred to as microscopic viola-

tions of the second law of thermodynamics, however they do not exactly

break the second law, since the second law holds for the average entropy

production only [5]. Recently, a great interest has developed towards cre-

ating setups where the entropy production could also be negative on av-

erage [9,19–33]. In these setups part of the system may produce negative

entropy, however, by noting the entropy production in the surroundings,

the overall entropy production is positive, and thus the violation of the

second law is only apparent.

The modern setups where a part of the total system produces negative

entropy remind the cases of the famous information-to-energy thought

experiments by Maxwell [34] and Szilard [35]. In both of these setups an

intelligent being measures the microscopic state of the system and later

utilizes this information in a manner apparently contradicting the sec-

ond law. Recently, various theoretical [19–29], as well as experimental

[9, 30–33] realizations of modern information machines, where informa-

tion is utilized, have been proposed. The modern theoretical framework

describing these information machines, formulated by using stochastic

thermodynamics and information theory, is called information thermo-

dynamics [27, 36–41]. The main area of interest in information thermo-

dynamics is measurement and feedback, which can be used to control the

microscopic degrees of freedom and thus the fluctuating thermodynamic

quantities.

Fluctuations and dissipation at small scales are not only scientifically

important, but to control and typically to minimize those in the operation

of nanoscale devices, is a crucial task in pushing the boundaries of nan-

otechnology. In addition, a better understanding of measurements and

feedback in small systems, and the role of information in the operation of

small systems in general, may help to develop new, unconventional small

scale devices.

12
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1.1 Historical overview on stochastic thermodynamics

The theory of thermodynamics dates back to 19th century, to pre-industrial

times, when Kelvin, Carnot and others developed means to better under-

stand the functioning of heat machines [3]. Later in the 19th century

and in early 20th century the microscopic foundations for thermodynam-

ics were laid by Maxwell, Boltzmann, Planc, Clausius, Gibbs and various

other physicists and mathematicians creating the framework of statis-

tical mechanics. In this framework the thermodynamic quantities were

explained from microscopic dynamics and properties of the system using

equilibrium ensembles [42].

While statistical mechanics and thermodynamics were, and still are use-

ful, it was clear that these theories are not able to describe majority of the

processes occurring in nature. A typical feature in nature is that processes

rarely take place in equilibrium conditions. Thus it became relevant to ex-

tend the theory to describe non-equilibrium conditions. This was done by

using linear response theories, formalized for example in Onsager recipro-

cal relations [43] and in Green-Kubo formulae [44,45]. However, although

these relations are often called non-equilibrium statistical physics, they

still rely on the equilibrium ensembles and should be thus considered re-

ally as near-equilibrium statistical physics. While equilibrium behavior

of various systems share general features, the non-equilibrium behavior

is usually system specific, which makes a general theoretical framework

hard to develop.

The modern era of thermodynamics at small scales began in the late

1970’s when Bochkov and Kuzolev derived an equality describing fluc-

tuating values of work [10, 46]. Later, in 1990’s, the fluctuation theo-

rem, Jarzynski equality and the Crooks fluctuation relations were intro-

duced [11, 12, 47–50]. In this framework the thermodynamics of fluctuat-

ing thermodynamic variables, defined for single trajectories, were formal-

ized using equalities. In the thermodynamic limit these equalities yield

known thermodynamic inequalities. The fluctuation theories were stud-

ied in the context of both Hamiltonian and stochastic evolution of motion.

In 2000’s Sekimoto, Seifert and others extended the thermodynamics of

fluctuating variables under stochastic evolution of motion, now commonly

referred to as stochastic thermodynamics [14–16,18,51].

The major development in the thermodynamic description of small sys-

tems in the recent decade has been to include the possibility to manipu-
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late the system by performing measurements and feedbacks. This field,

developed by Sagawa, Ueda and others, called information thermody-

namics, consider correlations between systems and formulate them using

concepts such as mutual information [21, 36–39, 52]. As a result, vari-

ous theoretical as well as experimental realizations of information ma-

chines [9,19–26,29–33] have been studied.

While stochastic thermodynamics and information thermodynamics have

broadened our knowledge on non-equilibrium thermodynamics, especially

at small scales, many open questions still remain. Most of the results rely

on neglecting of interaction energies between the system and its envi-

ronment, and on clear separation of timescales. In particular, in small

systems it is not always so clear that these assumptions can be made and

how they change the descriptions of thermodynamic quantities. Informa-

tion thermodynamics in general is still a developing field and, for exam-

ple, it is not always clear how the measurement and feedback should be

interpreted in a specific model system.

1.2 Objectives of the thesis

The accurate testing of various fluctuation theorems in a well defined

interacting system, satisfying requirements of physical feasibility and

where large statistics can be obtained, is a cumbersome task. In this

thesis we use systems based on single electron tunneling at low temper-

atures, which satisfy the above requirements. We use Monte Carlo sim-

ulations, numerical solving of master equations and analytical methods

based on stochastic thermodynamics and information thermodynamics to

study stochastic thermodynamics with system-environment and system-

system correlations.

The topic of the first part of the thesis is work and entropy fluctuations

in a system, where the environment and the system are correlated to each

other so that the environment becomes time dependent during the driving

of the system. In Publications I and II, to our knowledge for the first

time, we take the time dependence in the environment into account in

a stochastic model. We show that this results into an additional non-

Markovian entropy generation terms, which modifies the work fluctuation

relations. In addition, by building a model which is realized in a driven

single electron box system, we are able to identify the non-Markovian

terms in the setup.
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The second part of the thesis is devoted to studying correlations in sto-

chastic thermodynamics by using information thermodynamics. In Publi-

cations III and IV we study two different realizations of Maxwell’s demon

devices. In both the setups the energetics of the total system, consisting

of the system of interest and the demon, are accessible. Thus the thermo-

dynamics of the whole system-demon compound can be accurately stud-

ied. Publication III is the first experimentally feasible setup where the

measurement and the feedback are performed separately and the setup

contains both the microscopic demon and the setup itself. Publication IV

studies thermodynamics and efficiency of information production and uti-

lization in an autonomous Maxwell’s demon setup, where the demon acts

independently, measuring and performing feedback without any external

control.

1.3 Organization of the thesis

The first chapter of the thesis is devoted to a short introduction to stochas-

tic thermodynamics and information thermodynamics including the main

topics of the thesis. In Chapter 2, we introduce the basic concepts in

stochastic thermodynamics and derive the most common fluctuation theo-

rems. In Chapter 3, we introduce the stochastic thermodynamics of single

electron tunneling, used especially in Publications I-III, but also partly

relevant for Publication IV. Chapter 4 explains the results of Publications

I and II: the fluctuations of work and entropy in a non-Markovian environ-

ment. Chapter 5 is devoted to the information thermodynamic description

of stochastic thermodynamics including the review of the results of Pub-

lications III and IV. Chapter 6 presents the summary and conclusions of

the results presented in this thesis including future research directions.
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2. Stochastic thermodynamics

In this section, we briefly review the basics of stochastic thermodyna-

mics. We derive the thermodynamic quantities for single realizations us-

ing stochastic evolution of motion. We also derive the most important

fluctuation relations, namely the integral fluctuation relation for entropy

production, the Jarzynski equality and the Crooks fluctuation theorem.

For those interested in further details, numerous articles on this matter

exists, see e.g. [15,16] and references therein.

2.1 Energetics in Markovian dynamics

Let us denote the state of a system at time t by x(t). We assume that the

state of the system belongs to a discrete set of states, x(t) ∈ {1, 2, ..., k}
and has an energy Ex(t). Furthermore, we assume that the system is

manipulated using external time dependent control parameter λ(t), which

could be realized for example by an external time dependent magnetic

field. As a result, the energies of the states depends on time due to the

time dependence of the external control, i.e. the energy of the system is

given by Ex(t)(t). We assume that the dynamics are stochastic, the process

takes place in discrete time splitting ti+1 = ti +Δt, and denote ωxi,xi−1(ti)

as the transition rate from xi−1 ≡ x(ti−1) to xi at control parameter value

λi = λ(ti).

Assume that the system state changes from xi−1 to xi at time ti. The en-

ergy released from the system in this transition is given by Qi = Exi−1(ti)−
Exi(ti). Since we are dealing with an interacting system, the energy re-

leased is deposited to the environment and thus Qi is the heat dissipated

to the environment. During a trajectory x, from x0 = x(0) to xf = x(tf ),

consisting of n transitions, evolving through states x = {x0, x1, x2, ..., xn}
and driven by λ(t), the total dissipated heat is given by Q[x] =

∑n
i=1Qj .

17



Stochastic thermodynamics

In addition to the transitions driven by the interaction with the environ-

ment, the energy of the system changes due to the drive λ(t). That is to

say, even if the state does not change between t ∈]ti−1, ti[, the energy of the

system changes by Wi = Exi−1(ti)−Exi−1(ti−1). Since during this interval

there is no energy escape to the environment, the energy change Wi is the

work done to the system. The total energy change during a trajectory x is

then given by

ΔE[x] = Exf
(tf )− Ex0(t0)

=

n∑
i=1

{[Exi(ti)− Exi−1(ti)] + [Exi−1(ti)− Exi−1(ti−1)]} = −Q[x] +W [x],

(2.1)

where W is the work done during the trajectory. Equation (2.1) is the first

law of thermodynamics for trajectory x.

2.2 Entropy production

We proceed to study the entropy generated in a single realization. By

defining the time reverse process by x̃(t) = x(t̃) = x(tf − t) under control

parameter protocol λ̃(t) = λ(t̃) = λ(tf − t), the total entropy generation of

trajectory x is defined as

ΔST = ΔSS +ΔSF = ln
pI [x0]

pF [x̃0]
+ ln

p[x|x0]
p̃[x̃|x̃0]

, (2.2)

where ΔSS is the change in the system entropy and ΔSF is the entropy

flow to the environment, p[x|x0] and p̃[x̃|x̃0] are the probabilities of the

forward and reverse path x̃ = {x̃0, x̃1, x̃2, ..., x̃n} = {xn, xn−1, xn−2, ..., x0},
and pI [x0] and pF [x̃0] are the probabilities of the initial and final states,

respectively [14,15,53]. If the dynamics are stochastic and governed by a

Markovian master equation, the probability of a path x is defined as the

product of the probabilities of the path constituents:

p[x|x0] = e−
∫ t1
t0

ωx0,x0 (t
′)dt′

n∏
i=1

ωxi,xi−1(ti)e
−

∫ ti+1
ti

ωxi,xi (t
′)dt′ , (2.3)

where ωxi,xi = 1 −
∑

j �=i ωxj ,xi is the diagonal element of the rate ma-

trix ω, corresponding to the rate of no transitions and tn+1 = tf . Thus

e−
∫ ti+1
ti

ωxi,xi (t
′)dt′ corresponds to the probability of not making a transition

from state xi during the time t ∈ [ti, ti+1]. Similarly the backward path

probability of a realization x̃ is defined as

p̃[x̃|x̃0] = e
−

∫ t̃1
t̃0

ω̃x̃0,x̃0
(t′)dt′

n∏
i=1

ω̃x̃i,x̃i−1(t̃i)e
−

∫ t̃i+1
t̃i

ω̃x̃i,x̃i
(t′)dt′

, (2.4)
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where ω̃(t̃) = ω(tf − t) is the time reversed rate. By making a change of

variables t′ → tf − t′, the backward path probability is given by

p̃[x̃|x̃0] = e−
∫ tf
tn

ωxn,xn (t
′)dt′

n∏
i=1

ωx̃n−i,x̃n−i+1(tn−i)e
−

∫ tn−i+1
tn−i

ωxn−i,xn−i (t
′)dt′

.

(2.5)

By making a change of variables i → n − i, we note that the ratio of the

path probabilities, the entropy flow of Eq. (2.2) is given by

ΔSF [x] = ln

n∏
i=1

ωxi,xi−1(ti)

ωxi−1,xi(ti)
, (2.6)

where ωxi,xi−1(ti) is the transition rate from xi−1 to xi at control parameter

value λ(ti).

If the stationary distribution of the process with a fixed value of λ(ti)

is the canonical equilibrium distribution p(xi) ∝ exp[−βExi(ti)], rates are

connected by the detailed balance condition (DB):

ωxi,xi−1(ti)

ωxi−1,xi(ti)
=

e−βExi (ti)

e−βExi−1 (ti)
= eβQi . (2.7)

We note that the condition above does not require that the process takes

place in equilibrium [48]. Rather, it is an constraint placed on the ratio of

rates which assumes that the environment is an ideal heat bath at an in-

verse temperature β = 1/kBTB. Often the condition of Eq. (2.7) is referred

to as the local detailed balance condition (LDB). However, LDB is the ob-

servation that the constraint of Eq. (2.7) continues to hold for individual

reservoir induced transitions, even when system is coupled to multiple

reservoirs. By applying the LDB condition to Eq. (2.6), the entropy flow

becomes

ΔSF [x] = βQ[x], (2.8)

and the total entropy production is given by

ΔST = ΔSS +ΔSF = ln
pI [x0]

pF [x̃0]
+ βQ[x]. (2.9)

Outside of equilibrium no well established definition for a single real-

ization of entropy production exists. The total entropy production ΔST in

a trajectory was defined through Eq. (2.2). However, the trajectory de-

pendent system entropy part SS as a Shannon entropy SS = −kB ln p(x) is

justified by the fact that at least its average 〈SS〉 = −kB
∑

p(x) ln p(x) in

equilibrium is the thermodynamic entropy of the system. Furthermore, by

assuming that the environment is an ideal heat bath (DB condition), the

entropy flow becomes the entropy increase caused by the heat transfer to
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the environment (Eq. (2.8)). In this case the entropy flow is often referred

to as medium entropy production or reservoir entropy production and the

mathematical definition of Eq. (2.2) coincides with classical definitions of

entropy. Furthermore, the non-equilibrium entropy ST has been shown to

satisfy the non-equilibrium second law, connecting entropy to work and to

the non-equilibrium free energy [54].

Another justification for calling ΔST , defined as in Eq. (2.2), as the

entropy comes from the fact that ΔST satisfies the detailed fluctuation

theorem (DFT):
pI [x0]p[x|x0]
pF [x̃0]p̃[x̃|x̃0]

= eΔST , (2.10)

which due to conservation of probability implies the integral fluctuation

relation (IFT):

〈e−ΔST 〉 =
∫

pI [x0]p[x|x0]e−ΔSTD[x] =
∫

pF [x̃0]p̃[x̃|x̃0]D[x̃] = 1, (2.11)

where the integration is over all the possible paths. The equations above

have been derived using other type of equations of motion, including hamil-

tonian dynamics [13, 17, 49, 50]. Furthermore, IFT and DFT have been

experimentally verified with various different setups [1,4,6,31,55].

The DFT (Eq. (2.10)) states that the probability of observing a realiza-

tion with negative entropy production ΔST [x] < 0, is exponentially sup-

pressed compared to its positive entropy producing counterpart ΔST [x̃] =

−ΔST [x]. Thus it’s extremely rare, and impossible in the thermodynamic

limit, to observe a macroscopic violation of the second law. In order to

observe realizations with negative entropy production with a reasonable

probability, the entropy production must be small in the process. Fur-

thermore, using Jensen’s inequality, the IFT (Eq. (2.11)) implies that on

average the total entropy must be positive

〈ΔST 〉 ≥ 0. (2.12)

Remarkably, the second law of thermodynamics can thus be derived us-

ing stochastic microscopic equations of motion. However, one could argue

that the second law was built in from the very beginning by defining the

entropy as in Eq. (2.2).

2.3 Work fluctuation relations

In this section, we derive two famous fluctuation relations, namely the

Crooks fluctuation relation, which is an special case of the detailed fluctu-
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ation relation (Eq. (2.10)), and its integral version, the Jarzynski equal-

ity [11]. While these fluctuation relations can be considered merely as a

special cases of the entropy fluctuation relations, due to historical reasons

they deserve special attention in this thesis. Furthermore, these fluctua-

tion relations, often called as work fluctuation relations, are particularly

useful as they connect non-equilibrium quantities (work) to equilibrium

ones (free energy). In Publication I we study the Jarzynski equality using

the single electron box introduced in the next Chapter.

First we derive the Crooks fluctuation relation by assuming the micro-

scopic reversibility condition

p[x|x0]
p̃[x̃|x̃0]

= eβQ[x], (2.13)

which follows from Eqs. (2.2) and (2.8). The microscopic reversibility

condition can be also derived using a slightly more general assumption

of balance condition instead of the local detailed balance condition [48].

Furthermore, for the time being we assume that the process starts and

ends in canonical equilibrium, even though in the end it turns out that

the final state can be arbitrary. In equilibrium, the probability of sam-

pling a state x(t) is given by p[x(t)] ∝ exp[β(F (t)− Ex(t)(t))], where F (t) =

−β−1 ln
∑

xEx(t)(t) is the Helmholtz free energy. We note that equilibrium

quantities are time independent, but we explicitly write the time in x(t),

E(t) and F (t) which refers to the value of the external control parameter

λ(t). By combining the microscopic reversibility condition (Eq. (2.13)) and

the assumption on equilibrium initial and final states, we obtain

pI [x0]p[x|x0]
pF [x̃0]p̃[x̃|x̃0]

= eβ[Q+ΔE]−βΔF = eβ(W−ΔF ), (2.14)

where we used the first law of thermodynamics (Eq. (2.1)). The equation

above is known as the Crooks fluctuation relation [12]. Its integrated

version
〈eβ(W−ΔF )〉 =

∫
pI [x0]p[x|x0]eβ(W−ΔF )D[x]

=

∫
pF [x̃0]p̃[x̃|x̃0]D[x̃] = 1

(2.15)

is known as the Jarzynski equality. During the derivation we assumed

that the final state at time tf has to be an equilibrium state of the pro-

cess. This, however, is not a necessary assumption. Assume that the

exists an addition relaxation phase at t > tf , during which the system

is allowed to relax to equilibrium. The work and free energy would not

change during the relaxation because work and free energy are functions

of the control parameter λ(t). Thus the work and the free energy, and
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therefore the value of the dissipated work W −ΔF , is the same whether

the process ended in equilibrium or not. Further discussion on this issue

and Jarzynski equality in general can be found in Ref. [5].

Both the Crooks fluctuation relation and the Jarzynski equality are

remarkable because they connect equilibrium quantities (ΔF ) to trajec-

tory dependent non-equilibrium quantities (W ). Furthermore, Eqs. (2.14)

and (2.15) are both equalities describing non-equilibrium processes. On a

macroscopic level these processes are described by inequalities, of which

the second law of thermodynamics is the most famous one.
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3. Stochastic thermodynamics in single
electron tunneling

Quantitative testing of fluctuation theorems is a cumbersome task. Sta-

tistically significant realizations with negative values of dissipation are

rare, but it is exactly these values that have large contribution to the

exponential averages, like those in the Jarzynski equality or in the inte-

gral fluctuation theorem. Therefore, one typically needs a large number

of realizations to make statistically reliable estimates on the exponential

average. In addition, one needs an interacting system that is experimen-

tally feasible and in which the theoretical framework for dissipation is

well defined.

The first experimental verifications of the fluctuation theorems were

performed using polymer pulling experiments [4–6]. However, the prob-

lem with these systems is the limited number of realizations one is able

to obtain. Furthermore, the analytical and numerical modeling of these

systems is cumbersome.

The systems used in this thesis are based on single electron tunneling at

low temperatures, like the single electron box which we introduce briefly

in this chapter [56–59]. The single-electron devices satisfy the require-

ments of a limited number of relevant degrees of freedom, and clear sep-

aration of time and energy scales, making them particularly suitable for

studying thermodynamics at small scales. Furthermore, single-electron

devices are robust so that a large number of repetitions can be obtained in

a short time, and the processes are relatively easy to model analytically

and numerically [1, 60–62]. In this section, we will also briefly outline

the basics of semi-classical single-electron tunneling at low temperatures,

used in Publications I-IV.
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Stochastic thermodynamics in single electron tunneling

3.1 Tunneling rates

The tunneling rates we use in this thesis can be formally obtained us-

ing a Fermi golden rule calculation of voltage biased elastic tunneling.

As a starting point, we assume that the Hamiltonians of the two sides

of the tunnel junction, the left and the right side, are given by HL =∑
k,σ εkc

†
k,σck,σ and HR =

∑
q,σ εqc

†
q,σcq,σ, respectively. Operators c†k,σ and

ck,σ are the standard creation and annihilation operators of electron with

spin σ and wave vector k or q with energies εk and εq, respectively. The

charge transfer process from the left to the right electrode is described by

the tunneling Hamiltonian HT,L =
∑

k,q,σ = Tk,qc
†
k,σcq,σ, where Tk,q is the

tunneling matrix element between states k and q. By carrying out a stan-

dard Fermi’s golden rule calculation of the transition rate from an initial

state i to a final state f in the perturbing Hamiltonian HT,L, one obtains

a tunneling rate

γf←i =
2π

�
|〈f |HT,L|i〉2δ(Ef − Ei), (3.1)

where Ef and Ei are the energies of the final and initial states. We do

the standard assumptions of elastic theory of tunneling, namely that the

tunneling matrix elements do not depend on the wave vector, Tk,q = T .

Furthermore, we assume that the timescales involved are longer than the

electron-electron relaxation timescale and thus the electrons on the leads

can be considered to form a Fermi gas. The tunneling rate is then given

by:

ΓR←L =
∑
i,f

γf←i =
2π|T |2
e2�

∫ ∞

−∞
DL(ε)DR(ε)fL(ε, μL)[1− fR(ε, μR)]dε, (3.2)

where DL and DR are the densities of states on the left and right junc-

tions, and fL(ε, μL) and fR(ε, μR) are the Fermi functions of the left and

right electrodes describing the occupation probability of a state with en-

ergy ε in chemical potential μ. Term fL(ε, μL) is the occupation probability

of the state with energy ε in the left electrode at chemical potential μL and

inverse temperature βL. Term 1− fR(ε, μR) is the probability of not occu-

pying the state with energy ε in the right electrode at chemical potential

μR and inverse temperature βR. Since the product of the Fermi function

almost vanishes outside small energy window μR − μL, the densities of

states DL and DR can be considered constants and thus taken outside of

the integral. The total tunneling rate then becomes

ΓR←L =
∑
i,f

γf←i =
1

e2RT

∫ ∞

−∞
dεfL(ε, μL)[1− fR(ε, μR)], (3.3)
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where the constant RT = �/(2π|T |2DLDR) is the tunneling resistance.

Let us now denote the difference in the chemical potentials as ΔU =

μL − μR, which is often called the “charging energy difference”. ΔU corre-

sponds to the electrostatic work done in transferring the electron charge e

over the bias voltage V , thus ΔU = eV . By changing variables E = ε−μL,

and by measuring the energy from the Fermi level of the left electrode,

the tunneling rate is given by

ΓR←L =
1

e2RT

∫ ∞

−∞
dε

1

eβ(ε−μL) + 1
[1− 1

eβ(ε−μR) + 1
]

=
1

e2RT

∫ ∞

−∞
dE

1

eβLE + 1
[1− 1

eβR(E+ΔU) + 1
]

≡ 1

e2RT

∫ ∞

−∞
dEfL(E)[1− fR(E +ΔU)],

(3.4)

where we have dropped the chemical potentials from the notation and

use ΔU instead. In the case of quantum dots, used in Publication IV,

the tunneling rate takes a slightly different form, since the continuous

Fermi distribution of states is replaced by a single state with energy εd.

For example, if the right lead is replaced by a quantum dot at the same

temperature as the left lead βL = β, the number of empty states in the

dot is given by δ(εd − E) (cf. 1 − fR(ε, μR)) and thus the tunneling rate is

given by

ΓD←L = Γ
1

eβ(εd−μR) + 1
, (3.5)

where the coupling strength is given by Γ = (2π|T |2DL)/�.

A more accurate treatment of tunneling phenomena would include the

electromagnetic environment of the tunnel junction in the calculations

[63]. However at sufficiently high temperatures, the simple model is in

good agreement with experimental results [64].

3.2 Dissipation in voltage driven tunneling

In this section, we discuss fluctuation theorems in a more concrete con-

text by introducing a simplistic single-electron tunneling device, the sin-

gle electron box (SEB), used in Publications I-II and shown in Fig. 3.1.

The SEB system consists of a metallic island, which is coupled to a metal-

lic electrode (the lead) by a tunnel junction and to another electrode by a

capacitor. The lead and the capacitor are attached to a voltage source that

biases the tunnel junction with voltage Vg(t). The electrons may tunnel

between the lead and the island, but not between the capacitor and the
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island. By controlling the bias voltage, we can control the rate of tunnel-

ing between the lead and the island in which the tunnel junction allows

electrons to enter or leave the island.

We perform a certain protocol, a schedule in which the bias voltage Vg(t)

is changed in time, multiple times, and gather the value of dissipation

from each realization of the stochastic tunneling process. The distribution

of dissipation obtained can then be used, for example, in testing fluctua-

tion relations. Here, we focus on the normal metal version of the SEB,

while in the experimental realizations, it is convenient to have lower tun-

neling rates and thus use tunnel junctions between normal metals and

superconductors or semiconducting quantum dots [1,62,64].

Vg

Cg, QgRT , CT , QT

ne = QT −Qg

Lead

Tunnel junction
Island

Figure 3.1. On the right a schematic picture of an SEB. On the left a photograph of the
SEB and a charge measurement device (on the upper right side of the island),
manufactured at O. V. Lounasmaa Laboratory, Aalto University.

The key feature of the single electron box is that at low temperatures,

when the charging energy of the box EC is much larger than the scale of

the thermal fluctuations kBT , typically order of 10 to 100 kBT , the island

has a well defined discrete number n of excess electrons at all times. In

a metallic SEB, the total equilibrium number of electrons is large, of the

order of 109, whereas n describes the deviation from that number. The

number of excess electrons n on the island, corresponding to the state of

the system, can be experimentally observed in real time by capacitively

monitoring the charge of the island, as shown in Figure 3.2.

The energetics of the system are given by its Coulomb energy, repre-

sented by the Hamiltonian

HS(n, ng) = EC(n− ng)
2, (3.6)

where EC = e2/(2CΣ) is the charging energy, e is the electron charge,

ng = CgVg/e is the scaled voltage, and CΣ = CT + Cg + C0 is the total

capacitance, which is given by the sum of those of the tunnel junction

CT , the gate capacitance Cg, and the self capacitance C0 of the island.
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Figure 3.2. Experimental data showing the controllability of the SEB. The black line
describes the state of the island and the red line the gate voltage. The signal
represented by the black line has two clear distinct values, the upper one
corresponding to the excited state n = 1, and the lower one corresponding to
the state n = 0. When the bias voltage is in its minimum, ng = 0, and the
state n = 0 is favored. In the maximum value of bias, ng = 1, and the state
n = 1 is favored. By ramping the bias, the state n changes, as shown in the
lower right panel. By fixing the value to ng = 0.5, the occupation probability
of both states n = 0 and n = 1 are equally probable, as shown in the lower
left panel. The top panel shows data from a 4-second-long process. The lower
panels show parts of the process in more detail. The figure is taken from
Ref. [64].

The constant EC gives the unit of energy to charge the box by an extra

electron. To simplify the notation, we scale the gate voltage Vg and refer

to ng = CgVg/e as the control parameter in the setup. In a well-controlled

experiment, the state of the SEB can have only two possible values, say

n = 0 and n = 1. To achieve this regime, the SEB needs to be operated

at low enough temperatures, kBT < EC , and the values of the control

parameter ng may vary within one period (amplitude < 1) only.

Depending on the value of ng, either state n = 0 or n = 1 can be made en-

ergetically favorable, as can be seen from Eq. (3.6). Protocols we study in

Publication I start from equilibrium at control parameter value ng(0) = 0

and end to ng(tf ) = 1. Almost certainly in these processes, the initial

state is n = 0 since the probability of excited state n = 1 is exponen-

tially supressed by exp[−βEC ] ≈ exp[−40]. In the end of the process at

control parameter value ng(tf ) = 1, the state of the system is almost cer-

tainly n = 1 and thus at least one tunneling event has occurred some-

where between t ∈ [0, tf ]. Each of the tunneling events dissipate heat

by Q±(t) = HS(n
i, ng(t)) − HS(n

f , ng(t)) = ±EC [2ng(t) − 1], where the +

sign corresponds to a tunneling in (ni → nf : 0 → 1) event and - to tun-

neling out (ni → nf : 1 → 0) event. The dissipated heat Q±(t) = ∓ΔU

corresponds to the electrostatic work ±ΔU(t) = ±(μL(t)−μI(t)) needed to
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Figure 3.3. Probability distribution of dissipated work W − ΔF for periodically driven
SEB (ΔF = 0) for two different process speeds. Since it is extremely rare
to observe a realization with a change in internal energy of the SEB, the
work done equals the heat dissipated within the resolution accuracy of the
figure. Thus the dissipated work in this case equals the dissipated heat. The
faster process dissipates more, and for both process speeds, we can obtain
negative values of dissipation. However for both speeds, the second law of
thermodynamics is satisfied since dissipation is positive on average. Dissipa-
tion unit Ec (set to 40 kBT in the simulations) is the charging energy of the
island. Data comes from Monte Carlo simulations with frequencies 106s−1

and 107s−1 taken from Publication I.

transfer the charge over the potential barrier, with a - sign. Here, μI and

μL are the chemical potentials of the island and the lead, respectively.

The total dissipation in the process is given by the sum of the individual

dissipating events. By repeating the protocol multiple times, we obtain

statistics from the dissipation. Fig. 3.3 shows typical dissipation results

from Monte Carlo simulations used in Publication I. More discussion on

the energetics and different thermodynamic variables in the context of

the SEB can be found in Refs. [60,61].
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4. Non-Markovian stochastic
thermodynamics

Markovianity in general means that state of the system x(t+Δt) at time

t + Δt > t, or at least its probability, can be known from the state x(t).

Interacting system is Markovian if all the degrees of freedom in the envi-

ronment relax to equilibrium faster than that of the system. Thus, there

is neither coupling nor back-action, often referred to as memory effects,

caused by the coupling of degrees of freedom between the system and the

environment. In this case, the environmental degrees of freedom can be

coarse grained away, and the system evolution can be described using the

system degrees of freedom alone. However by definition, an interacting

system always has coupling of degrees of freedom between the system and

the environment through an interaction Hamiltonian. Therefore, Marko-

vian evolution is always, strictly speaking, an approximation for an in-

teracting system. Especially for small systems and when interested in

single realizations of a process, the non-Markovian effects may become

important.

Some recent works have investigated entropy production under non-

Markovian dynamics by considering different types of memory or by us-

ing thermodynamic arguments [8, 65–69]. However, the crucial assump-

tion behind these models is that the environment is modeled by an ideal

equilibrium environment and thus there cannot be non-equilibrium exci-

tations in the environment during the process [67].

In this section, we address systems with a non-Markovian environment

using stochastic thermodynamics and simultaneously review Publications

I and II. In these setups, the environment is not static, but the dissipation

from the system will affect the environment, causing back-action to the

system. To study single realization thermodynamics, we must extend the

framework to include the environmental degrees of freedom, which char-

acterize the environment’s time-dependent deviation from equilibrium. In
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particular, we use the SEB system in a non-Markovian regime as a model

system in which the results can be realized.

4.1 Work fluctuation theorems

In this section, we consider the SEB in an experimentally feasible situ-

ation, where the collective electrons on the island are driven away from

equilibrium by energy deposition from the tunneling electron. The re-

alization of this regime requires a small heat capacity of the island. The

relaxation of non-equilibrium excitations (the electron-electron relaxation

rate), created by energy deposition of a tunneling electron, is the fastest

time scale in the setup. In experiments, the internal relaxation time is of

the order of τe−e = 10−9 s, while the the relaxation time back to the equi-

librium by the coupling to the phonon bath of the substrate on which the

SEB is fabricated, is of the order of τe−p = 10−4 s. If the process timescale

τd satisfies τe−e � τd � τe−p, the electrons on the small metallic island

of the tunnel junction adopt a Fermi distribution at an effective temper-

ature during the drive, which can be seen as a change in the tunneling

rates [55].

We note that the effective temperature is a result of the stochastic en-

ergy deposition from tunneling electrons due to the driving of the control

parameter. As a result the tunneling rates change as if the temperature

of the system would have changed. Thus, the effective temperature is a

result of system dynamics and is not controlled externally by another heat

bath. In typical experiments, the heat capacity of the small metallic is-

land is of the order of 1000kB, and the operating temperature around 100

mK, resulting in equilibrium temperature fluctuations in the order of a

few mK. Depending on the drive protocol, the speed of the drive in par-

ticular, the heat dissipation per tunneling electron is of the order of kBT

resulting in temperature fluctuations of the order of 0.1 mK per tunneling

event.

Let us consider that an electron with energy E tunnels from the lead

at chemical potential μL to the island at chemical potential μI . The en-

ergy of the system HS(n, ng) (Eq. (3.6)) changes by the heat dissipated

μI − μL. The dissipated heat is divided between two sides of the tunnel

junction, the island and the lead. The heat deposited to the lead is given

by QL = μL − E and the heat to the island by QI = E − μI , as illus-

trated in Fig. 4.1. We note that the Fermi gas of electrons in both the
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lead and the island are thus reservoirs for the system and the changes

in their energies, QI and QL, are to be considered as heat. The system

in turn is represented by the electrostatic energy of Eq. (3.6). The en-

ergy of the system HS(n, ng) thus excludes the energies of the electrons in

the Fermi gases, which are irrelevant for the electrostatic description of

the system. The total dissipated heat in the tunneling event is given by

QT = (μL − E) + (E − μI) = μL − μI = ΔU .

QI

QL

ΔU

μL

μI

ε

Figure 4.1. When an electron with energy E tunnels from μL to μI , the total dissipated
heat in the process equals the difference in the chemical potentials ΔU =

μL − μI . From the total dissipated heat, the left electrode receives QL =

μL−E and the right electrode QR = E−μR. The blue dots and the curves on
the lead and the island sides describe Fermi occupation probabilities of the
electrons.

The processes start from an initial equilibrium at time t = 0. The elec-

tron energy distribution on the island is given by the equilibrium value

fT (0), where T (0) = TB is the temperature of the phonon bath. Assume

that at time t, an electron with energy E tunnels from the lead to the

island, depositing a heat amount of QI into the island. Due to the fast

relaxation of the non-equilibrium excitation inside the island, the tem-

perature of the island changes rapidly to T (t) = TB + QI/C, where C is

the heat capacity of the island. Thus, the electron energy distribution on

the island after the tunneling event is given by fT (t) [61, 64]. Due to the

heating, the next tunneling event is driven by the tunneling rate

Γ±(t)T (t) =
1

e2RT

∫ ∞

−∞
fTB

(±E){1− fT (t)(±[E +ΔU(t)])dE, (4.1)

which depends on the previous tunneling events due to the temperature

T (t). Here + denotes for tunneling in and - for tunneling out. Thus,

there is memory of the previous states implying that the process is non-

Markovian.

In equilibrium, the rates Γ± are local detailed balance (LDB) connected,

but if T (t) �= TB, the LDB condition is broken. In publication I, we show

that by expanding the tunneling rates with respect to the inverse temper-

ature difference Δβ = 1/kBT−1/kBTB, we obtain Γ−/Γ+ = exp(−βΔU)[1−
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1
2ΔUΔβ], which yields the standard LDB in the case of Δβ = 0. Using the

expansion in Δβ into first order, the work fluctuation theory for the dissi-

pated work Wd = W −ΔF is given by

〈e−βWd〉 = 1− 1

2
〈Q〉Δβ. (4.2)

In the derivation of the result above, we assume that the protocol consists

of a linearly increasing part t ∈ [0, tf/2] : ng(t) = 2t/tf and a linearly

decreasing one t ∈ [tf/2, tf ] : ng(t) = 2 − 2t/tf . Furthermore, we assume

that during the increasing part of the protocol, only one tunneling in event

occurs, and in the decreasing part only one tunneling out event occurs.

Experimentally this regime, where the number of transitions is restricted

to one per increasing and decreasing leg is obtained with a fast change

of ng(t), that is, making tf short. In addition, we assume that during the

protocol, the temperature of the island does not relax to its equilibrium

temperature, which is reasonable given that the process is fast enough,

tf � τe−p, so that the electron-phonon relaxation rate plays no role during

the drive.

In Publication I, we study dissipation in the SEB system numerically,

using Monte Carlo simulations. The numerical results are also shown

in Fig. 4.2. The theoretical result of Eq. (4.2) and the results from the

Monte Carlo simulations using different heat capacity values C are in

good agreement in small values of Δβ. Deviation between the numerical

results and the theoretical prediction is to be expected in smaller heat ca-

pacity values, corresponding larger deviation in Δβ, since the result of Eq.

(4.2) is based on expansion in Δβ. Furthermore in the numerical simula-

tions, the number of transitions was not restricted to one per increasing

and decreasing leg.

The result of Eq. (4.2) states that the dissipated work W − ΔF does

not satisfy the integral fluctuation relation 〈exp [−β(W −ΔF )]〉 = 1 in

the SEB system if overheating is present. In Publication I, we show that

the total entropy production ST , defined in Eq. (2.2), satisfies the inte-

gral fluctuation relation 〈exp[−ST ]〉 = 1 as we already expect from its

mathematical construction. Since the process starts from equilibrium,

meaning that the initial states are sampled from equilibrium distribu-

tion, Wd = W −ΔF should coincide with the total entropy production ST ,

but clearly this is not so, since ST satisfies the integral fluctuation relation

and Wd does not.

The difference between ST and Wd can be understood as a consequence

of the additional entropy production in the environment. This entropy
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Figure 4.2. Simulation results (triangles) of 〈e−β(W−ΔF )〉 and the corresponding theoret-
ical approximation of the single jump and small temperature increase Δβ of
Eq. (4.2) (dashed line). The horizontal axis shows the average temperature
increase ΔT/T after the first half sweep. The corresponding values of the
heat capacities from left to right are: 2000kB , 1200kB , 8000kB , 600kB , 480kB
and 440kB . Smaller heat capacity leads to a bigger change in the tempera-
ture. The error bars are the standard error of the mean of the corresponding
data. Each data point is obtained from 1.75×1011 independent realizations of
the tunneling process. The insets (a) and (b) show the sampling from simula-
tion with C = 480kB with 1.75×1011 realizations, (b) demonstrating explicitly
that even the tails of the distribution are well sampled. The charging energy
EC was set to 40 kBT .
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is not measured from the work done from the system degrees of free-

dom alone. Therefore, to determine whether the work fluctuation relation

should hold or not, one should in principle measure the environment as

well and make sure no deviation from equilibrium is present. From the

point of view of experiments and accurate theoretical models, this is chal-

lenging. Furthermore, as discussed in the beginning of the this section,

non-Markovian effects are always present when the system interacts with

its environment.

4.2 Entropy production

We have shown that the fluctuations of dissipated work Wd = W − ΔF

do not satisfy the integral fluctuation relation in the SEB system if the

electron population on the island is driven outside of equilibrium during

the process. However, the total entropy production as defined in Eq. (2.2)

satisfies the integral fluctuation relation. In this section, we study what

other components of entropy production exist in addition to the Marko-

vian entropy Sm ≡ β(W − ΔF ). This additional non-Markovian entropy

production needs to be included in the entropy production to obtain the

full entropy production. The content of this section is based on Publica-

tion II, in which additional details can be found.

From a more general perspective and not limited to the SEB system

alone, we study entropy fluctuations in a system coupled to an environ-

ment that is not an ideal heat bath during the process. We assume that

there exists a subset of degrees of freedom of the environment that are

correlated with the dynamics of the system and do not relax to equilib-

rium defined by TB on a time scale faster than that of the system. We call

these degrees of freedom the non-equilibrium subsystem (NE) of the en-

vironment, which cannot be described by the bath’s thermal equilibrium

distribution during the drive and must therefore be explicitly taken into

account. In the case of the SEB, the NE is realized by the 109 electrons on

the island.

In general, a rigorous study of such non-equilibrium fluctuations in the

environment requires a complete knowledge of the time evolution of all

the degrees of freedom inside the NE. However, if the NE has an inter-

nal relaxation time τNE much shorter than the characteristic relaxation

time scale of the system τS , we can simplify the problem. In addition,

we assume that the NE is weakly coupled to the rest of the environment

34



Non-Markovian stochastic thermodynamics

ΔSS

ΔSF = βQ
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ΔSNE

ΔSF �= βQ
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QB

ρS(t)⊗ ρNE(t)⊗ ρeq

Figure 4.3. A schematic of sources of additional entropy generation caused by non-
equilibrium exitations in the environment. The left panel illustrates a purely
Markovian system, in which the environment is assumed to stay in equilib-
rium during the process. The right panel shows the case of an NE, with a
measure ξ that now constitutes a subset of the bath degrees of freedom. The
NE can be driven away from equilibrium due to the coupling to the system
leading to an additional entropy production (see text for details).

such that all the degrees of freedom in the NE mutually relax to a (non-

equilibrium) state at time scales τNE � τS . We note that even if the

relaxation inside the NE is the fastest time scale, Markovian evolution

does not follow here. The NE is finite and due to energy deposition from

the system during the trajectory x, the NE will evolve through quasi-

equilibrium states different from the equilibrium state of the rest of the

environment. That is to say, the transition xi → xi+1 is affected by the

earlier transitions {xj → xj+1}, where j < i, meaning that the evolution

is non-Markovian.

In Markovian dynamics, entropy production can be split into entropy

flow ΔSF and the system entropy generation ΔSS (cf. Eq. (2.2)). The

entropy flow is, due to the equilibrium property of the surrounding heat

bath, given by βQ, where Q is the dissipated heat. In the case of the NE

setup, the entropy flow ΔSF is no longer given by βQ since the heat dissi-

pated from the system does not transfer into an equilibrium environment.

Furthermore, the NE of the setup is now time dependent, so its Shannon

entropy will change during the process (ΔSNE). In general, there can be

heat transfer from the NE to the rest of the heat bath (QB) and associ-

ated entropy flow generated by it (ΔSB
F ). In the case of the SEB example,

the latter terms will be neglected. In Fig. 4.3, we illustrate the different

entropic terms in the Markovian and the NE dynamics.

In the case of the non-Markovian SEB, the internal relaxation time of

the NE, τNE , corresponds to the electron-electron relaxation time τe−e,

which is the fastest time scale in the problem. Therefore, the electron
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population on the island forms a well-defined NE in the setup. Next, we

go through the modification to entropy production caused by the NE and

studied in Publication II in more detail. First, since the system (the num-

ber of excess electrons n ∈ {0, 1} on the island) is not driven by the equilib-

rium temperature bath, the Markovian entropy flow, Eq. (2.8) is replaced

by

ΔSF = βQT +ΔβQI , (4.3)

where the latter term is the additional contribution from the NE of the

setup, the small island. The term QI is the heat dissipated to the island

in a transition. Equation (4.3) results from the fact that the system is

effectively driven by a different temperature heat bath during the drive.

Furthermore, another contribution to the non-Markovian sources is the

entropy of the NE, that is, the electron population of the island, given

by SI = − ln fT , where fT is the probability distribution of the degrees

of freedom inside the NE (ρNE), i.e. the Fermi function of the island at

temperature T . In a tunneling event at time t, an electron with energy E,

which changes the temperature of the island from Ti to Ti+1 and the elec-

tron population distribution from fTi tofTi+1 , induces an entropy change

of

S±
I = log

fTi [±(E +ΔU(t))]

fTi+1 [±(E +ΔU(t))]
, (4.4)

where the + sign corresponds to a tunneling in event and - to tunneling

out. As shown in the appendix of Publication II in detail, the rates are not

LDB connected (ln[Γ+/Γ−] = βQT ), but connected through entropies ΔSF

and SI .

Initially, the NE is coupled to the bath, and the initial temperature TI

is sampled from distribution pI(TI), which in equilibrium is normally dis-

tributed with a variance kBT
2/C, where C is the heat capacity of the is-

land. This is due to the fact that the island is small and has a finite heat

capacity. Thus in addition to the tunneling events, SI can change due to

the heat transfer from the bath. The associated entropy is given by

ΔST
I = ln

pTI (TI)

pTF (TF )
, (4.5)

where pF (TF ) is the probability to sample the final temperature TF . We

neglected the entropic terms resulting from the interaction between the

NE (the island of the SEB) and the rest of the environment (the phonon

bath). This is justified by the fact that the electron-phonon relaxation

time τe−p is orders of magnitude longer than the process time. Thus, we
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can assume that there is no energy transfer between the NE and its en-

vironment during the drive. In Publication II, we show that by adding

the correction to the entropy flow, ΔβQI , and the change in the Shannon

entropy of the NE due to the heat transfer from the system (SI ) and from

the outer equilibrium bath (ST
I ), defined in Eqs. (4.3), (4.4) and (4.5), re-

spectively, we obtain the full entropy production. This entropy satisfies

the integral fluctuation theorem

〈e−ST 〉 = 〈e−β(W−ΔF )−ΔβQI−ΔSI−ΔST
I 〉 = 1. (4.6)

To summarize, there is always additional entropy production along with

the Markovian sources of entropy if the system is interacting. In gen-

eral, the identification of these additional terms is difficult and requires

measurement on the environmental degrees of freedom. However, using

additional relaxation time assumptions, the problem can be simplified to

the NE model, in which the non-equilibrium conditions in the environ-

ment can be explicitly taken into account. The overheated SEB system is

a physical model system in which the conditions for a well-defined NE are

realized.

To study dissipation in single realizations with a non-equilibrium en-

vironment, one needs to include the relevant environmental degrees of

freedom into the equations of motion. If one coarse grained the environ-

mental degrees away, one could in principle write a coarse grained de-

scription, for example, a generalized Langevin equation for the system.

This would be enough to study the dynamics of the system alone but not

enough to obtain knowledge about the entropy production or fluctuations

of work.

A possible approach to study entropy production under non-equilibrium

environments is to include the non-equilibrium part of the environment

as a part the system. In that approach, the environment of this extended

system is in equilibrium and thus the dynamics of the extended system

are Markovian. The common fluctuation relations are expected to be sat-

isfied in the setup without additional modifications. The difficulty how-

ever is then that the thermodynamic variables, such as heat and internal

energy are defined for the extended system. If one eventually is interested

on the thermodynamics of the system alone, one needs trace back the sys-

tem energetics from the extended system energetics. This might turn out

difficult, as one needs to know for example how the source of heat dissi-

pated from the extended system was divided between the system and the

non-equilibrium subsystem.
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5. Stochastic thermodynamics of
information

In this chapter, we study thermodynamics of setups consisting of two sub-

systems. The two subsystems are coupled to each other and to a thermal

environment. We study correlations between the subsystems by formal-

izing them using information thermodynamics. By adjusting parameters

in these setups, one subsystem can be made to function in a manner ap-

parently contradicting the second law. The second law of is retained in

these setups by taking the dissipation of the other subsystem into ac-

count. However, without knowing the existence of the other subsystem,

the first subsystem would seem to violate the second law of thermodynam-

ics. Therefore, these setups are also commonly referred to as Maxwell’s

demons.

In the previous chapter, we discussed system-environment correlations

from a point of view of non-Markovian dynamics. Also such setups, and

correlations there, could have been mathematically formalized using in-

formation thermodynamics. For example one could have formalized the

change of temperature of the NE in the non-markovian SEB as a result of

measurements and feedbacks on the tunneling electrons. Later on in this

section, we discuss a generalized Jarzynski equality, where correlations

between the system and its environment are taken into account in this

manner.

In information thermodynamics, the correlated environment of the sys-

tem of interest, meaning the other subsystem, consists of preferably lim-

ited number of degrees of freedom. This enables to quantitatively charac-

terize different information thermodynamic quantities, making the frame-

work of information thermodynamics more suitable than the non-Marko-

vian approach. In addition to creating different Maxwell’s demon setups

and studying the operation of the system-demon compound, we are inter-

ested in how the role of information can be implemented in the thermody-
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namic description of the setups.

In publication III, we study thermodynamics of measurement using a

setup which can be also made to work as a Maxwell’s demon device. In

Publication IV, we study various thermodynamic properties of an autonomous

information machine, which can be made to function as a cooler.

5.1 Information in thermodynamics of small systems

In the original Maxwell’s demon thought experiment, an unknown intel-

ligent being, a demon, controls the positions of atoms in a box. The box is

divided in half and the Demon controls the door between the two halves

of the box, based on measurements on the atoms. By measuring the veloc-

ity of each atom, the demon opens and closes the door so that in the end

the fast and the slow atoms are on different sides of the box. As a result,

the demon has created a temperature difference which could be used as a

source of work. The second law is retained by noting that work is needed

for the operation of the demon.

By using information about the microscopic state of the system, the de-

mon could apparently violate the second law of thermodynamics. How-

ever, while the entropy of the system decreased in the process, in order

to retain the second law, the entropy of the surroundings must increase

by at least the same amount. Nevertheless, the Maxwell’s demon thought

experiment shows how the restrictions defined by the second law can be

loosened if there is utilization of information.

The modern information thermodynamics of small systems sees the ac-

tion of the demon divided in two parts. In the first part, the demon

measures the system to obtain information about the current microscopic

state of the system. In the second part, the Demon performs feedback to

lower the system entropy.

From an information theoretical point of view, the information content

of an event x is − ln[p(x)]. Thus the rarer the event, the more information

it carries. The average information content is the Shannon information

(entropy)

H(X) = −
∑
x

p(x) ln p(x), (5.1)

which measures the uncertainty of the variable x [70]. The less we know

about x, the greater the Shannon information H(X). Now consider that

x is not an independent variable, but there exists a correlated variable y
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and their joint probability distribution function is given by p(x, y). Mutual

information between x and y is defined as

I(x, y) = ln
p(x, y)

pX(x)pY (y)
, (5.2)

where pX(x) =
∑

y p(x, y) and pY (y) =
∑

x p(x, y) are the marginal proba-

bility distributions of x and y, respectively. The quantity I(x, y) measures

how much the states x and y are correlated, or equivalently how well

the state x or y can be known by knowing the other one. The average of

mutual information, 〈I〉 =
∑

x,y p(x, y)I(x, y) tells how much the two sub-

systems are correlated on average. For example, if the variables x and y

are completely independent, p(x, y) = pX(x)pY (y) and the average mutual

information 〈I〉 = 0. Furthermore, the mutual information is given by the

Shannon entropies as

〈I〉 = H(X) +H(Y )−H(X,Y ), (5.3)

where H(X,Y ) =
∑

x,y p(x, y) ln[p(x, y)]. Since the Shannon entropy is

always non-negative and H(X,Y ) ≥ max[H(X), H(Y )], the maximum mu-

tual information between X and Y is given by min[H(X), H(Y )].

Suppose we have measured the system state x with some kind of a mea-

surement device and obtained a measurement outcome y. If our measure-

ment is perfect, we know that x = y, i.e. p(x, y) = 0 if x �= y. However, in

general there can be sources of error and we could obtain a measurement

outcome y even if the state of the system x differs from it. In this case, the

mutual information 〈I(x, y)〉 describes the accuracy of our measurement

and how much information we have on the system. This information could

be exploited to extract usable work out of it.

A simple example of a setup, in which information can be used to extract

work is the famous example of a Szilard engine illustrated in Fig. 5.1.

Initially an ideal gas particle moves freely inside a box in volume V in

thermal equilibrium at temperature T . We measure the location of the

particle and obtain, for example, that it is on the right side of the box.

After that we insert a movable barrier in the middle of the box, which

divides the volume of the box in half. Since the particle is now trapped in

a smaller volume on the right side of the box, the pressure has increased.

By allowing the barrier to move, and for example attaching a weight to

it, we can extract work out of the system and restore it to the potential

energy of the weight. Isothermally moving the barrier to the location of

the left wall and using the ideal gas equation of state, the work extracted
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kg
kg

Figure 5.1. Illustration of the Szilard engine. The position of an ideal gas atom is mea-
sured followed by an installation of a movable barrier which divides the vol-
ume of the box in half. The atom is then allowed to relax isothermally to its
original equilibrium volume. In the process the barrier lifts a weight against
gravity performing kBT ln 2 of work in the weight.

is given by

Wext =

∫ V

V/2
pdV = kBT ln 2. (5.4)

In this example, we were able to extract work because we had informa-

tion on the position of the particle before the insertion of the barrier. We

can now be more quantitative on this by studying the role of mutual in-

formation in the operation of the Szilard engine. Since we assumed that

the measurement is perfect, the joint probability distribution is given by

p(left, left) = p(right, right) = 1/2 and p(left, right) = p(right, left) = 0, where

the the states are the system state and the measurement outcome as de-

fined earlier in this section. The system Shannon entropy is given by

H(X) = −
∑

x pX(x) ln pX(x) = ln 2, where x ∈ {left, right}. Similarly, we

obtain for H(Y ) = ln 2 and H(X,Y ) = ln 2. Therefore, by using Eq. (5.3)

or the fact that in a perfect measurement the mutual information is given

by min[H(X), H(Y )], we obtain 〈I〉 = ln 2. Since the work extracted was

given by kBT ln 2, the work and the mutual information are related in this

example by Wext = kBT 〈I〉.
From a more general point of view, in the case of the Szilard engine the

measurement was perfect, the process was quasi-static and the system

was a simplistic ideal gas system. In a more complex setup, the relation

between the information and work extraction may not be so simple. How-

ever, it can be shown that a general feedback system obeys the following
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generalized Jarzynski equality [38–40]

〈eβ(ΔF−W )−I〉 = 1. (5.5)

The equation above implies, using Jensen’s inequality, 〈β(ΔF −W )− I〉 ≥
0, which results to a fundamental bound for extracted work in the pres-

ence of information:

Wext ≤ −ΔF + kBT 〈I〉. (5.6)

Thus, if we have 〈I〉 of mutual information about the system, we can ex-

tract −ΔF +kBT 〈I〉 of work out of the system. Since without the informa-

tion the maximum available work is given by −ΔF , the information we

have on the system allows us to extract more work. Equation (5.6) can be

seen as a generalization of the second law of thermodynamics to feedback

systems, where information is a resource of work. If the initial and the

final states are the same, such as in the case of the Szilard engine, the

process becomes cyclic and the free energy difference ΔF vanishes. As a

result, we have made a cyclic process which extracts usable energy out of

a single heat reservoir. This is a violation of the second law and thus a

Maxwell’s demon mechanism, producing additional entropy somewhere,

should be present.

Returning to the original Maxwell’s demon, it obtains information I

about the individual atoms by measuring their velocities. Depending on

the measurement outcome, the demon either opens or closes the door be-

tween the two sides of the box. Because the demon had information I in

its use, it was able to perform the feedback by controlling the door and

creating a temperature gradient in the box. Both the Szilard engine and

the Maxwell’s demon can thus be referred to as information machines.

In modern literature Maxwell’s demon is often characterized as any feed-

back controller that utilizes information about the microscopic state of

the system at the level of thermal fluctuations. Due to the developments

in manipulation of microscopic systems, various modern realizations of

Maxwell’s demon setups exists, where both Eqs. (5.5) and (5.6) have been

experimentally studied. A selection of these setups are listed in the Intro-

duction chapter.

5.2 Information between two subsystems

In the previous section we studied the role of information between the

demon and the system to which the feedback was performed. However,
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since the demon was not included in the model, thermodynamics of the

demon itself, and that of the whole system-demon compound, were not

accessible. In this section, we include the demon into the general theoret-

ical framework and thus we will be able to discuss also the measurement

phase during which the demon obtains information about the system.

In the case of the original Maxwell’s demon, the measurement and the

feedback were both performed by the same entity, the demon. However,

in the Szilard engine it is not clear exactly how the measurement is done

and whether or not the feedback is carried out by the same entity. The

actual physical implementation of the entity measuring and performing

the feedback could consists of a measurement device, a memory and an

entity reading the measurement outcome from the memory and acting

accordingly. For the time being, let us assume that the measurement was

carried out by the demon which has an internal memory, and thus the

measurement device, the memory and the demon refer to the same entity.

These different terms could be interchanged depending on the point of

view, and for example in Publication III, the use of all these three terms

could be justified for the other correlated subsystem. The framework we

discuss next commonly refers to the outside entity as "memory", and thus

we will use this term [36,39,41].

By X we denote the system whose state x we wish to measure. Further-

more, by Y we denote the memory, which stores the measurement out-

come y of state x. We assume that the memory is initially detached from

the system and during the measurement the memory interacts with the

measured system storing the measurement outcome. Finally, the memory

is reset to its initial state, making the whole process cyclic. We study ther-

modynamics of information exchange in each step of the process. In Pub-

lication IV, we study an explicit model which is based on coupled quantum

dots, in which the results of this section are applied.

We consider the total system, including the system to be measured and

the memory, as one combined system, which helps us to write down the

thermodynamics from a more global perspective. The Shannon entropy

of the total combined system, 〈SX+Y 〉, is given by 〈SX+Y 〉 = −kBH(X,Y ),

where the only difference to the earlier Shannon information (Eq. (5.1))

is the scaling with the physical constant kB. Thus the entropies of the

systems X and Y are given by 〈SX〉 = −kBH(X) and 〈SY 〉 = −kBH(Y ),

respectively. By straightforward use of the definitions, the entropy 〈SX+Y 〉
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can be written as

〈SX+Y 〉 = 〈SX〉+ 〈SY 〉 − kB〈I〉. (5.7)

Analogous to the splitting of the entropy, we split the total energy 〈EX+Y 〉 =∑
x,y p(x, y)EX+Y into the system contribution 〈EX〉 =

∑
x pX(x)EX(x),

the memory contribution 〈EY 〉 =
∑

y pY (y)EY (y), and the interaction part

〈EI〉 =
∑

x,y p(x, y)EI(x, y). Here EX , EY and EI are the parts of the total

combined system Hamiltonian, which depend on the degrees of freedom

x, y and the terms containing both, respectively. Using the above splitting

of the energy and entropy, the non-equilibrium free energy

F =
∑
x,y

p(x, y)E(x, y) + kBT
∑
x,y

p(x, y) ln p(x, y) (5.8)

for the total combined system can be written as

FX+Y = FX + FY + 〈EI〉+ β−1〈I〉, (5.9)

where FX = 〈EX〉+ β−1
∑

x pX(x) ln pX(x) is the free energy of the system

and FY = 〈EY 〉+ β−1
∑

y pY (y) ln pY (y) is the free energy of the memory.

Outside of equilibrium no well established definition of free energy ex-

ists. The extension of the equilibrium Helmholtz free energy to non-

equilibrium by a straightforward application of the same formula, Eq.

(5.8), may seem too careless. However, the non-equilibrium free energy F
coincides with the known equilibrium free energy F in equilibrium. Fur-

thermore, it has been shown that the equilibrium free energy F is the

minimum of F , i.e. F [p(t)] ≥ F [peq(t)], and the minimum of F [p(t)] is ob-

tained for the equilibrium Boltzmann distribution peq(t) ∝ exp[−βEX(x)].

In addition, it has been shown that the entropy production ΔST between

two non-equilibrium states satisfies the non-equilibrium version of the

second law ΔST ≥W −ΔF . These facts together support the extension of

the free energy outside of equilibrium as F (Eq. (5.8)) [54].

Assume that the measurement is performed by manipulating an ex-

ternal parameter, which brings the system and the memory in contact.

During this measurement the memory interacts with the measured sys-

tem and stores the measurement outcome of x into the variable y. The

external work Wmeas, required to perform the measurement, is bounded

by Wmeas ≥ ΔFX+Y , because the entropy generated in the measurement

must be positive according to the second law, that is 〈SM 〉 = Wmeas −
ΔmFY+X ≥ 0, where Δm refers to the change in the measurement phase.
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If we further assume, as typically done in the literature, that the measure-

ment does not change the state of the system x during the measurement,

the measurement work satisfies

Wmeas ≥ ΔmFY + β−1Δm〈I〉+Δm〈EI〉, (5.10)

where we used the splitting of the total free energy, Eq. (5.9). In a mea-

surement, the measurement outcome y should become more correlated to

the state of the system x. Thus the mutual information 〈I〉 should in-

crease in the measurement. We note that Eq. (5.10) also allows for the

state x to change if its probability pX(x) during the measurement does

not change. Furthermore, we keep the interaction energy EI in the treat-

ment, even though it is usually assumed to be zero before and after the

measurement interaction. In many cases the interaction energy can be

considered small, especially when dealing with averages. However, when

considering single realizations and fluctuation theorems, the influence of

the interaction part may become significant.

In the feedback phase, the correlations built are used to extract work,

as we already saw in the example of the Szilard engine. We will assume

that during the feedback the memory is not altered. That is to say, the

free energy of the memory, FY , does not change in the feedback. The

entropy generated in the feedback, 〈SFB〉 = −Wext −ΔfbFX+Y ≥ 0, must

be positive, meaning that the work extracted is bounded by

Wext ≤ −ΔfbFX+Y = −ΔfbFX − β−1Δfb〈I〉 −Δfb〈EI〉, (5.11)

where Δfb denotes the change in the feedback. If the interaction energy

is once again neglected, the equation above coincides with the second law

of thermodynamics, Eq. (5.6), for feedback. The decrease of mutual in-

formation in the feedback, Δfb〈I〉 of Eq. (5.11), should be understood as

Δfb〈I〉 = −〈I〉 of Eq. (5.6), where 〈I〉 is the amount of mutual information

we have about the system.

In order to perform cyclic measurement-feedback operations, we need to

restore the memory and the system back to their initial states. This era-

sure process is associated with a positive generation of entropy 〈SER〉 =
Wer−ΔerFX+Y ≥ 0, where Δer denotes the change in the erasure process.

The erasure work is then bounded by

Wer ≥ ΔerFX+Y = ΔerFX +ΔerFY + β−1Δer〈I〉+Δer〈EI〉. (5.12)

Since the measurement-feedback-erasure process is cyclic, ΔmFX+Y +
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ΔfbFX+Y +ΔerFX+Y = 0, and thus

Wer +Wmeas −Wext ≥ 0. (5.13)

The equation above states what we already expect, namely that the work

needed for the measurement and the erasure processes exceeds the amount

of work which can be extracted in the feedback. Thus an information ma-

chine working in contact to a single heat reservoir cannot work in a way

that would result to a positive net energy gain.

There has been a long debate about what compensates for the work one

is able to extract using information, for example in the Szilard engine.

Szilard and Brillouin argued that the work is needed for the measure-

ment while Bennett and Landauer argued that the compensating work

is needed for the feedback [35, 71–73]. Bennett and Landauer considered

the case where the interaction energy EI is neglected. Furthermore, they

assumed that the memory is symmetric in the sense of an equivalent en-

ergy E for all states, i.e. EY (y) = E for all y. In addition, they assumed a

perfect measurement, where the mutual information obtained in the mea-

surement equals the entropy of the memory, Δm〈I〉 = Δm〈SY 〉, and there-

fore the RHS of Eq. (5.10) reduces to zero, i.e. Wmeas ≥ 0. By constructing

a reversible measurement, one could then obtain a situation where no

work is needed for the measurement. In this kind of device, the erasure

of the memory would be then the compensating part of the process. Fur-

thermore, Landauer and Bennett considered an erasure process of the

memory alone. That is to say, they assumed that the memory is not con-

nected to the system during the erasure and thus ΔerFX+Y = ΔFY . Fur-

thermore, since the memory was assumed symmetric, only the entropic

part changes and thus we arrive at the result Wer ≥ kBTH(Y ), which for

2-state (1-bit memory) yields the famous Landauer principle [74]

Wer ≥ kBT ln 2, (5.14)

which states that the erasure of one bit of information requires a mini-

mum of kBT ln 2 of work.

The famous Landauer’s principle is obtained in a special case of a sym-

metric memory and negligible interaction energy between the memory

and the system during the erasure. In general it is difficult to say what

part of the total process compensates for the extracted work. If the inter-

action energies are taken into account, the laws of thermodynamics do not

immanently forbid a process, where the lower bound of Wer in Eq. (5.12)

47



Stochastic thermodynamics of information

is zero. In this case, there could be a reversible erasure process, which re-

quires no work. In this kind of setup, the work extracted in the feedback

would be compensated in some other part of the process.

In Publication III, we study a physical model system, demonstrated and

explained in Fig 5.2. The setup is based on coupled quantum dots, where

the measurement and feedback are performed by tuning the coupling

strength between the measurement dot and it’s reservoir. Because the

marginal distributions pX and pY are symmetric in the setup, pX(x) =

pY (y) = 1/2 for all x and y, the free energies of the system and the

measurement dots do not change in the measurement and feedback, i.e.

ΔmFY = ΔfbFX = 0. Thus the sole effect of the measurement is to in-

crease correlation (mutual information) between the dots, which is used

in the feedback phase. The feedback phase can restore the setup back to

its initial state if the initial and final coupling strengths ΓY are set to the

same value. In this case there is no distinct erasure phase, but negative

entropy production in the system is compensated by positive dissipation

in other parts of the total system.

In Publication III and in Fig. 5.3, we show numerical results on the mea-

surement and feedback phases. In the measurement, a positive amount

of mutual information is obtained while the second law for measurement,

〈SM 〉 ≥ 0, is satisfied. In the feedback, both the bare entropy production

βQ̇FB and the coarse grained entropy production σFB, studied in the Pub-

lication in detail, are negative. However, the total entropy production is

positive and the second law for feedback is satisfied. Furthermore, in Pub-

lication III, we show that the integral fluctuation relations, for both the

measurement and the feedback entropies, 〈e−ΔSm〉 = 1 and 〈e−ΔSfb〉 = 1,

are satisfied in the setup.

5.3 Steady state autonomous Maxwell’s Demon

In the previous section, we studied correlations between two subsystems,

which were manipulated by controlling an external parameter. With suit-

able protocols these setups could be made to function as a Maxwell’s de-

mon device. In these setups, the measurement and feedback were con-

trolled and performed separately. In this section, we discuss setups, where

the demon acts independently, measuring and performing feedback with-

out any external control. These kind of setups are commonly referred

to as autonomous Maxwell’s demons [2, 21–23, 26, 37, 75]. Since there is
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(a)

μL μR

μY

εY

εX

ΓY

ΓX ΓX

U

(b)

QM

δIM δIFB

QFB

Γm
Y

Γf
Y

Figure 5.2. (a): The setup of coupled two-level quantum dots, the system dot X with en-
ergy εX and the measurement dot Y with energy εY , coupled to each other so
that the state (x, y) = (1, 1) has energy εX + εY +U . State x of the dot X can
change due to tunneling in or out from the left (L) and right (R) reservoirs,
which are in chemical potentials μL and μR = μL + Δμ, respectively, and
the coupling strengths are fixed to ΓX . Dot Y can change electrons with its
reservoir at a chemical potential μY . (b): In the measurement the coupling
strength ΓY is increased from Γi

Y to Γm
Y , increasing mutual information be-

tween the dots by δIM and dissipating βQM ≥ δIM as heat. In the feedback
the coupling strength Γm

Y is decreased to Γf
Y and δIFB of mutual information

is consumed, resulting to negative dissipation βQFB < 0, in an apparent vio-
lation of the second law. Thus the measurement dot can be made to function
as a Maxwell’s demon.
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Figure 5.3. On the left: Average dissipation 〈βQM 〉 and the change in mutual informa-
tion 〈δIM 〉 in the measurement as a function of the initial coupling strength
Γi
Y with three different biases, Δμ1 = 0.95U , Δμ2 = 0.75U and Δμ3 = 0.5U ,

assuming that the post measurement state is thermalized. The mutual infor-
mation obtained in the measurement is positive, 〈δIM 〉 > 0, showing that cor-
relations are built. The entropy production through dissipated heat, 〈βQM 〉,
is larger than the information obtained, ensuring the positivity of the total
entropy production, 〈SM 〉 = β〈QM − δIM 〉 ≥ 0. On the right: bare entropy
〈βQFB〉, coarse-grained entropy 〈σFB〉 and mutual information 〈δIFB〉 pro-
duction in the feedback at T = 0.1 k−1

B U . Since 〈βQFB〉 ≥ 〈σFB〉 ≥ 〈δIFB〉,
the negative entropy production is bounded by the change in the mutual in-
formation −β−1〈δIFB〉. Further details are presented in Publication III.

no external control, these setups could be realized by considering either

a relaxing or a steady state system. Here we are interested in a device

working in steady state non-equilibrium conditions, like the one we con-

sider in Publication IV.

We assume that the system of interest evolves under Markovian dy-

namics and use stochastic thermodynamics introduced in Chapter 2. The

probability distribution of state (xi, yi), pi ≡ p(xi, yi), follows the master

equation

ṗi = −
∑
f

Ji→f , (5.15)

where

Ji→f = ωf←ipi − ωi←fpf , (5.16)

is the current from (xi, yi) to (xf , yf ) and ωf←i is the transition rate from

(xi, yi) to (xf , yf ). The state x is the state of the system and y is the

state of the demon. The total entropy Stot can be written as the sum

of the total Shannon entropy, S = −kB
∑

i pi ln pi, and the entropy flow,

Sr = ln{
∏

ωf←i/ωf←i} [53]. We assume that the system and the demon

reservoirs are both at inverse temperature β. If the rates ω are local de-

tailed balance connected, the entropy flow is given by Sr = βQT , where

QT is the heat dissipated by the total combined system.
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The entropy flow Sr is often called the reservoir entropy, due to the con-

nection to the entropy increase of an equilibrium bath (βQT ). However,

this nomenclature may be misleading since if the rates are not LDB con-

nected, the entropies Sr and βQT differ in general. This will be exactly

the case later on, thus we refer to Sr as the coarse grained entropy and to

βQT as the bare entropy.

Standard stochastic thermodynamics approach gives the entropy pro-

duction rate as

Ṡtot =
1

2

∑
i,f

Ji→f ln

(
piωf←i

pfωi←f

)
= Ṡ + Ṡr, (5.17)

which is always non-negative by its mathematical construction [15,21,54].

As discussed in more detail, for example in Ref. [21], the total entropy pro-

duction of Eq. (5.17) can be divided into two non-negative contributions:

One describes the entropy production in the system

ṠX
tot =

1

2

∑
i,f

JX
i→f ln

(
piωf←i

pfωi←f

)
, (5.18)

and the other entropy production in the demon:

ṠY
tot =

1

2

∑
i,f

JY
i→f ln

(
piωf←i

pfωi←f

)
. (5.19)

Terms JX
i→f = J(xi,yi)→(xf ,yi) and JY

i→f = J(xi,yi)→(xi,yf ) are the system and

demon currents, induced by the transitions in the system and the demon,

respectively. Furthermore, we assumed that the dynamics are biparti-

tive, i.e. the system and the demon states cannot change simultaneously:

ωi←f = 0 if xi �= xf and yi �= yf .

The system entropy production rate of Eq. (5.18) can be further divided

into

ṠX
tot =

1

2

∑
i,f

JX
i→f{ln

(
ωf←i

ωi←f

)
+ ln

(
pX,i

pX,f

)
− ln

(
p(yi|xf )
p(yi|xi)

)
}

= ṠX
r + ṠX − İX ≥ 0,

(5.20)

where ṠX
r is the entropy flow from the system, ṠX is the change of the

system Shannon entropy, SX = −kB ln pX , where pX =
∑

y p(x, y) is the

marginal distribution, and İX is the change in mutual information I (Eq.

(5.3)) due to tunneling events in the system.

Similarly, the demon entropy production rate splits into

ṠY
tot =

1

2

∑
i,f

JY
i→f{ln

(
ωf←i

ωi←f

)
+ ln

(
pY,i
pY,f

)
− ln

(
p(xi|yf )
p(xi|yi)

)
}

= ṠY
r + ṠY − İY ≥ 0,

(5.21)
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where ṠY
r is the entropy flow from the demon, ṠY is the change of the

demon Shannon entropy, SY = −kB ln pY , İX is the change in mutual in-

formation I induced by tunneling events in the demon. Terms İY and İX

are the flows of mutual information produced by the system and the de-

mon, respectively, and quantify how much transitions in y and x increase

the correlation between x and y [21, 36]. The entropy flows ṠX
r and ṠY

r

are given by the dissipated heats, βQ̇X and βQ̇Y , from the system and the

demon, respectively, if the rates ω are local detailed balance connected.

In Publication IV, we study an electronic setup, in which the system is

biased by two reservoirs (the left and the right leads) at different chemical

potentials. The setup is illustrated in Fig. 5.4. More precisely, a single

electron transistor [76] acts as the system to be measured and a single

electron box acts as the demon, performing measurements and feedbacks.

The state x may change due to a tunneling event from both the reservoirs,

and thus the effective rate at which the state x changes is the sum of

the individual tunneling rates. This effective rate is not detailed balance

connected and thus the entropy flow ṠX
r of Eq. (5.20) is not given by the

dissipated heat βQ̇X .

The difference between the entropy flow ṠX
r (the coarse grained entropy)

and the bare entropy production βQ̇X could be expected in all systems

which are biased by a chemical potential difference. If the reservoirs are

at different temperatures, i.e. the system is temperature biased, the sum

rate will again break the local detailed balance connection, since there is

no uniform temperature for the LDB condition. In Publication IV, we show

that if the rates ω are not local detailed balance connected, the coarse

grained entropy Sr (denoted as σX in the Publication) is related to the

bare entropy through exponential averaging: 〈eSr−βQX 〉 = 1.

Equations (5.20) and (5.21) describe the entropy production in the sys-

tem and the demon and the dynamic flow of mutual information between

them. This equations could be applied to any bipartitive system evolving

under Markovian dynamics. However, here we are interested in steady

state dynamics, thus ṗi = 0 (Eq. (5.15)). In steady state, the joint dis-

tribution function p(x, y) do not change in time and thus SX and SY do

not change in the process. Furthermore, the total derivative of mutual

information vanishes and thus İX = −İY . Equations (5.20) and (5.21) are

then given by
ṠX
tot = ṠX

r + İY ≥ 0;

ṠY
tot = ṠY

r − İY ≥ 0.
(5.22)
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Figure 5.4. A schematic picture of a voltage biased single electron transistor (SET) (the
upper plate) capacitively coupled to a SEB detector (the lower plate), which
acts as the Demon in the setup. Without seeing the Demon, the observer sees
the SET system cooling even though the current runs through it. This would
be a violation of Joule’s law and the second law of thermodynamics. However,
the second law is retained by the heat dissipation in the Demon.

In publication IV, we show that by adjusting the tunneling resistance

(RD) between the demon and its reservoir, the flow of information İY be-

tween the system and the demon can be tuned. If the resistance RD is

made small, corresponding to a fast measurement and feedback, the in-

formation flow İY ≥ 0 increases. The entropic cost of sustaining the flow

of information is the dissipation of heat Q̇Y (denoted as Q̇D in the Publi-

cation) in the demon. Therefore, the efficiency εY = İY /βQ̇Y characterizes

the demon’s ability to produce information. Figure 5.5 shows that a lower

resistance RD, corresponding to a faster demon, results to a larger dis-

sipation Q̇Y and flow of information İY as well as to a higher efficiency

εD. If the demon resistance is made so low that the demon thermalizes,

the information flow coincides with the dissipation Q̇Y , corresponding to

the maximum efficiency εY = 1. This result is shown also analytically in

Publication IV.

The essential feature for the setup to work as a Maxwell’s demon is the

ability to produce negative entropy. Within a relatively large parameter

range, the system can produce negative coarse grained entropy ṠX
r and

also physically observable negative entropy in the form of cooling (βQ̇X <

0). Furthermore, the system’s efficiency to utilize the flow of information,

εX = −ṠX
r /İY , decreases in increasing the demon speed (increasing RD),

as shown in Fig. 5.5. In the publication we show that the efficiency of the
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Figure 5.5. (a): Entropy production rate in the demon βQ̇Y , the flow of information İY ,
and the coarse grained entropy production rate ṠX

r in the system as a func-
tion of the demon tunneling resistance (RD). Smaller resistance makes the
demon faster. In agreement with Eq. (5.22), the entropy production in the
demon exceed the flow of information, which in turn is the upper bound for
the negative entropy production in the system, βQ̇Y ≥ İY ≥ −ṠX

r (b): The
efficiency of information production, εY , its utilization, εX , and that of the
whole production-utilization, εT . In the fast Demon limit (RD << R), the
flow of information in the Demon equals the heat dissipation rate (εY = 1),
while in the slow limit the utilization of information flow becomes efficient
(εX = 1). Parameters in both (a) and (b) are those optimal for the maximum
cooling power, T = 0.08κk−1

B and eV/κ = 0.72, discussed in Publication IV

whole measurement-feedback -cycle is given by

εT = 2/(βκ)sXr , (5.23)

where κ is the coupling energy between the system and the demon and

sXr = ln[ω(1,0)←(0,0)/ω(0,0)←(1,0)] is the coarse grained entropy production in

the relaxation from state (0, 0) to (1, 0) or equivalently from (1, 1) to (0, 1).

The efficiency of the whole measurement-feedback -cycle is thus indepen-

dent of the demon speed, that is to say that εT does not depend on the re-

sistance RD. Therefore, the demon’s ability to produce information more

efficiently trades off to a decrease in the utilization of the information.

We note that the operation of the demon could have been studied using

the notion of an information reservoir, as done for example in Refs. [22,

27–29,37]. In this section the demon, which plays the role of information

reservoir for the system, was autonomous. For these kinds of setups, the

framework which we used, based on dynamic flow of mutual information,

is more transparent [21,36]. In the previous section, we wanted to focus in

the thermodynamics of the measurement and feedback, which are better

defined by considering the thermodynamic splitting of the total system

into subsystems. In both sections, the information reservoir point of view

would have changed some interpretations, however the important physics

would have remained the same. The framework we used based on entropic

flows and mutual information and the notion of information reservoirs are
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compared for example in Refs. [27–29].
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6. Summary and conclusions

The main focus of this work has been correlations in non-equilibrium ther-

modynamics of small systems. In particular, we have studied systems

with non-Markovian environments and information exchange in stochas-

tic thermodynamics. In Chapter 4, we extended the framework of stochas-

tic thermodynamics to non-Markovian dynamics, where the system and

the environment evolution are correlated. In Chapter 5, we formulated

influence of correlations between two systems coupled to each other and

to a thermal environment using information thermodynamics. We have

studied systems, in which the correlations were built using external pa-

rameters as well as systems which were correlated to each other at all

times and evolving under steady state non-equilibrium conditions.

In Publication I, we studied the dissipated work Wd = W −ΔF using a

single electron box, which was manipulated externally by controlling the

bias voltage of the box. Due to the small heat capacity of the island, the

energy dissipated by the tunneling electrons leads to temperature fluctu-

ations during the drive. This overheating effect is a stochastic process and

not controlled by an external control parameter. By performing numeri-

cal simulations and expanding the tunneling rates in temperature devi-

ation from the equilibrium temperature, we have shown that the work

fluctuation theory 〈exp[−βWd]〉 = 1 is not satisfied in the setup, since

the environment is not described by an ideal heat bath during the drive.

However, the integral fluctuation relation for the total entropy produc-

tion, 〈exp[−ST ]〉 = 1 is satisfied. We concluded that there exists additional

entropy production, which is not given by the dissipated work Wd, even if

the process starts from equilibrium.

In Publication II, we studied entropy production under non-Markovian

dynamics, in which the system and the environmental degrees of freedom

are correlated during the process. By using a simplified model, which is
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based on separation of time scales, we identified the sources of additional

entropy production caused by the non-equilibrium excitations in the envi-

ronment. The additional non-Markovian entropy production was studied

in the operation of the overheating single electron box, in which the re-

laxation time arguments can be realized. We showed analytically that the

additional entropy terms need to be included into the entropy production

in order to obtain the full entropy production which satisfies the integral

fluctuation relation. These additional terms require measurements of the

environmental degrees of freedom.

In Publication III we studied a setup of two coupled quantum dots,

where the correlation between the dots can be adjusted by changing the

coupling strength ΓY between the measurement dot and its reservoir. By

increasing the coupling strength ΓY , we can measure the state of the sys-

tem dot with the measurement dot. We studied analytically and numeri-

cally information gain and dissipation in the measurement. We have also

shown that the same system can work as a Maxwell’s demon setup, where

the information obtained in the measurement is utilized resulting to neg-

ative dissipation. The setup contains both the microscopic system and the

demon, and the measurement and feedback are performed separately, as

in the case of the Szilard engine.

In Publication IV, we studied an autonomous Maxwell’s demon setup, in

which a capacitively coupled single electron box, the demon of the setup,

measures and performs feedback on a single electron transistor. The mea-

surement and feedback are performed independently by the demon itself,

without any external control. The dynamic flow of information in this

non-equilibrium steady state setup can be formalized using information

thermodynamics. By changing the speed of the demon (tunneling resis-

tance between the single electron box and its reservoir), the amount of in-

formation produced and utilized, as well as their efficiency can be tuned.

In this way the properties of the demon can be used to control dissipation

in the setup.

In summary, stochastic thermodynamics and information thermodynam-

ics were studied analytically and numerically using physically feasible

model systems. The results presented in this thesis help to understand

the correlations in microscopic dynamics, the microscopic origin of ther-

modynamics, and especially the origin of entropy production. Further-

more, the results provide a step towards more accurate modeling, under-

standing and design of small scale devices, where dissipation and fluctu-
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ations play a major role.

Interesting research directions for the future include the setup of Publi-

cation IV in a quantum regime, where quantum effects create additional

correlations. In addition, the coupled quantum dot system could be used

to study non-Markovian dynamics, including different definitions of non-

Markovianity, using a setup in which the memory of dynamics can be

tuned. Work in these directions is in progress.
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Stochastic thermodynamics is a modern 
theoretical framework which extends the 
traditional thermodynamics to non-
equilibrium systems and processes, and is 
particularly useful in studying systems at 
microscopic scales. Information 
thermodynamics combines the 
developments in stochastic 
thermodynamics and information theory. It 
is used to study thermodynamics of 
measurement and feedback operations. In 
this thesis we study both stochastic and 
information thermodynamics using 
physically feasible model systems, based on 
single electron tunneling at low 
temperatures. The results provide a step 
towards more accurate modeling, 
understanding, and design of small scale 
devices, where dissipation and fluctuations 
play a major role. 
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