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1. Introduction 

1.1 Background 

Anthropogenic climate change is one of the great challenges of the current era. 

To combat this challenge, nations have set ambitious climate targets to mitigate 

and adapt to the consequences of climate change [1]. The energy sector is the 

largest segment of emissions [2]. To meet the ambitious targets for the energy 

sector, a large amount of carbon-neutral renewable energy production must be 

integrated into the power system. The most techno-economically affordable so-

lution to accomplish renewable integration is to increase system intelligence by 

irrecoverably interfacing information and communication technology (ICT) in-

frastructure with power systems to form a smart grid. With increased intelli-

gence in the grid, the efforts to maximise the capacity in grid planning can be 

shifted to optimisation, thus reducing the demand for new materials. Further-

more, increased intelligence can enable local energy communities and other 

flexibility solutions to support grid stability. 

Historically, power systems communication infrastructure has consisted of 

hardwired copper connections. The early applications mostly consisted of dedi-

cated connections between two devices. For instance, most protection relays 

were implemented to operate independently based on local grid measurements. 

For example, in substation automation, connectivity to current and voltage 

transformers and breakers was first hardwired and then implemented with 

wired Ethernet connections at the station and process bus, as portrayed in Fig-

ure 1. Earlier wireless technologies were not considered for power system appli-

cations due to a lack of reliability compared to wired connectivity. However, 

many proposals and validation studies of different wireless technologies for var-

ious power system applications still exist [3]. The main benefits of implement-

ing wireless technologies compared to wired ones include reduced cabling, ease 

of maintenance, and rapid deployment. 
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Figure 1. Substation automation architecture from hardwired to digital to wireless. 

The main requirements for communication of power system applications are 

latency and reliability. Depending on the application, the requirements can be 

vastly different. Power system applications can be divided roughly into three 

segments based on the type of communication requirements: monitoring, con-

trol, and protection, as illustrated in Figure 2. Monitoring requires connection 

to a massive amount of devices with low bandwidth for each device. Latency and 

reliability should remain at a moderate level for monitoring. On the contrary, 

control applications require high reliability to ensure the timely delivery of con-

trol signals and lower latency than monitoring. The device density of the control 

application and the required bandwidth is lower. Protection applications have 

the ultimate service priority due to their critical role in stabilising the grid and 

limiting the damage in case of faults. Along with the high service priority, relia-

bility requirements are ultrahigh, and latency requirements are extremely low. 

Protection applications' device density and bandwidth requirements are lower 

than control applications.  

 

 

Figure 2. A high-level overview of power system communication requirements. 

Since the communication requirements of monitoring and control applica-

tions are less strict than protection applications, prior wireless technologies 

such as fourth-generation cellular network (4G) could provide suitable commu-

nication network infrastructure. Similarly, for indoor applications, in  house-

holds, wireless technologies such as Bluetooth or Zigbee could meet the needs 

of the communication infrastructure [3].     
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Prior wireless technologies have yet to achieve protection applications' relia-

bility and latency requirements. The requirements are strict due to the time-

critical nature of the protection applications. Limiting the damage to the grid 

infrastructure and danger to society in case of a fault can depend on operation 

of the protection in tens or hundreds of milliseconds. As the prior wireless tech-

nologies have not achieved the communication requirements of protection ap-

plications, now the question remains: Can the fifth-generation cellular network 

(5G), which was announced at its launch to reach 1 ms latency [4], achieve 

them? 

1.2 Objectives and scope of the thesis 

According to the promised targets of 5G, it seems, in theory, to be suitable for 

the communication of protection applications. However, it needs to be clarified. 

Does 5G meet all the initially promised targets in practice since its implementa-

tion and rollout are conducted in several phases to ensure smooth integration 

with the existing wireless network infrastructure and a sustainable investment 

cycle? Typically, studies on the applicability of wireless technologies for smart 

grid applications have been conducted via pure simulation or by integrating 

simulated wireless networks into a real-time simulation of power systems. This 

approach lacks the accuracy of commercially available wireless networks, which 

the industry would use as the communication channel. This is the main motiva-

tion for this thesis; thus, the main research question is whether commercially 

available 5G is applicable for protection communication. The following subre-

search questions support this main research question: 

 

• What prior bottlenecks does 5G remove regarding deployment for pro-

tection communication? 

• What limitations does 5G have hindering its application on protection 

communication? 

• How could the identified limitations of 5G be addressed in protection 

communication? 

 

The focus of the thesis is communication in protection applications in medium 

voltage grids, with a special emphasis on three applications of line differential 

protection, intertrip protection, and fault indication. The scope is further nar-

rowed to focus on International Electrotechnical Commission (IEC) 61850-

based communication protocols of Generic Object Oriented Substation Event 

(GOOSE) and Sampled Value (SV) in the protection applications and usage of 

wireless 5G to transmit these protocols. In the case of line differential protec-

tion, the focus is on bidirectional routable SV communication between two pro-

tection IEDs and with intertrip protection on unidirectional trip command 

transmission routable GOOSE. The fault indication focuses on IEC 61850-9-2 

SV and GOOSE transmitted via a virtual private network (VPN) connection. In 

all these cases, only the communication section in focus has been transmitted 
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in a 5G network. Thus, the studies on the applicability of 5G for protection com-

munication are limited to this section of the communication network. The thesis 

is limited to commercially available 5G networks in Finland and performance 

measurements of the telecommunication providers commercially available ser-

vices in terms of wireless communication. While the power system part of the 

thesis is limited to controller-hardware-in-the-loop (CHIL) simulations in 

which hardware intelligent electronic devices (IEDs) and the 5G network form 

the system undergoing the test. 

1.2.1 Contributions of the publications 

The dissertation consists of seven publications holistically providing answers to 

the research questions of this thesis. The main content and contributions of 

these publications are summarised in this section. 

Publication 1 describes the potential challenges and opportunities of imple-

menting edge computing-supported smart grid protection applications. Fault 

indication is especially demonstrated to achieve decreased latency if edge com-

puting is employed. The main contribution is the discussion about various as-

pects of edge computing in the context of protection applications. Publication 1 

provides answers regarding edge computing on how 5G could remove prior bot-

tlenecks while highlighting potential limitations. Edge computing decreasing 

overall latency in the transmission of SV measurement data is highlighted by a 

combination of CHIL simulation and computational study.  

Publication 2 discusses edge computing and 5G standalone (SA) as a platform 

for smart grid applications. Suitable smart grid applications for edge computing 

with a special focus on protection applications are proposed. The pilot environ-

ment measurements compared the performance of 5G SA to non-standalone 

(NSA) for a fault indication. Publication 2 contributes to research questions on 

how 5G is improving compared to its predecessors and how the existing imple-

mentations of 5G are developing from NSA to SA. The discussion on suitable 

smart grid applications for edge computing also highlights the limitations of 5G 

edge in the context of smart grids.    

Publication 3 proposes a methodology to decrease packet loss of IEC 61850-

based communication in a 5G network by data compression. The methodology 

bundles data packets from several merging units horizontally and vertically to 

form larger data packets more suitable for the 5G network. One of the limita-

tions of 5G for protection applications is that small packets typical for protection 

communication are not the optimal size for a 5G network leading to unnecessary 

packet loss and a decrease in reliability. Publication 3 contributes to the re-

search question of how the limitations of 5G could be addressed.  

Publication 4 demonstrates the impacts of cyberattacks on substation and grid 

automation. Two cyberattacks exploit the process bus communication and one 

affects the priority of time synchronisation communication. The cyber-attacks 

are based on IEC 61850 communication protocols. Publication 4 assesses the 

impacts of cyberattacks on the electrical grid. Similar consequences could be 

attained if the 5G network does not meet the reliability and latency communi-

cation requirements and causes operation failure of protection applications. 
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This answers the research question on the limitations of 5G for protection ap-

plications.  

Publication 5 describes forensic methods that could be used to discover and 

analyse cyberattacks in substation and distribution grid environments. CHIL 

demonstrations with IEDs forming a part of a substation are deployed to cap-

ture digital IEC 61850 signal data and cyberattacks targeting it. Publication 5 

highlights that IEC 61850-based communication protocols are not inherently 

cybersecure by design, as they have been originally designed to be deployed in 

private networks without external connectivity. It is crucial to consider cyberse-

curity when deploying IEC 61850-based communication in a public network. 

Without 5G providing cybersecurity solutions, the lack of consideration for 

them in IEC 61850 could limit the applicability of protection applications on 5G 

networks.  

Publication 6 proposes a communication-free charge controller for electric ve-

hicles according to a fairness mechanism among the charging points. The main 

contribution is to highlight communication networks’ reliability and availabil-

ity. Depending on the geographic location, service provider, and infrastructure 

available in the area, the reliability requirements of the application might not be 

met, such as in the case of this publication with electric vehicle (EV) charging 

control. The intelligent and optimised operation must be achieved by local op-

timisation without coordination via a communication network. Publication 6 

provides a counterpoint to the main aim of the thesis.  

Publication 7 validated two approaches to prioritise protection communica-

tion in the 5G network. Due to the lack of recommendations for prioritisation in 

wireless networks and the need for granularity of network slicing, further ap-

proaches are required to improve the reliability of protection communication. 

One of the approaches prioritises all incoming traffic to the network at the net-

work switches, allocating the largest share of bandwidth for protection commu-

nication. In contrast, the other approach adjusts the amount of live video stream 

traffic in the network to provide a larger share of bandwidth for protection com-

munication. Publication 7 contributes to research questions on the limitations 

of 5G and how the limitations could be addressed. 

Contributions of the thesis based on publications and their novelty and meth-

odology are presented in Figure 3.  
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Figure 3. Contributions of the thesis based on publications, novelty, and methodology. 

1.2.2 Structure of the thesis  

The rest of the thesis is organised as follows. Chapter 2 provides an overview of 

IEC 61850-based protection communication and various protection applica-

tions with their communication requirements. Chapter 3 introduces 5G and its 

features, including network slicing, edge computing, and prior bottlenecks that 

5G aims to remove. Chapter 4 summarises the CHIL studies and relevant results 

of the publications. Finally, Chapter 5 provides the conclusions of the thesis. 
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2. IEC 61850-based protection commu-
nication 

 

This chapter discusses power system protection, relevant standards, and com-

munication requirements for protection applications. Section 2.1 describes 

power system protection in general. Section 2.2 describes IEC 61850 and espe-

cially its communication protocols. IEC 61850 defines communication proto-

cols for substation automation and is used in digitalised protection, especially 

in Europe. Protection applications are discussed in Section 2.3, which presents 

the communication requirements for selected protection applications.   

2.1 Power system protection 

Power system protection is the system that aims to detect faults in the electrical 

grid and limit the grid area and geographic area impacted by the fault. The main 

reasons to mitigate the impacts of faults in the grid are financial and societal 

aspects of safety and security. Faults can cause irreversible damage to the grid 

infrastructure and equipment connected to the grid, and repairing or replacing 

equipment can have enormous financial implications for the distribution sys-

tem operator (DSO). Electrical grid operation regulations determine penalties 

for the number and duration of interruptions in electricity supply to customers. 

At the same time, if faulty grid components come in contact with humans or 

nature, people can get seriously injured, even suffering fatal injuries.    

Protection is based on measuring selected grid parameters, such as voltage 

and current, and detecting anomalies and deviations in the measured values 

compared to the predefined operational range for each parameter. The meas-

ured parameters depend on the operated protection application. For instance, a 

simple overcurrent protection application requires current measurements from 

each phase. Protection follows five principles: reliability, stability, sensitivity, 

selectivity, and timeliness. Reliability means that the protection must always be 

operational, while stability means that protection must not react to the normal 

operation of the grid. Furthermore, protection must be sensitive enough to react 

even to minimal measurement changes. Protection must also disconnect only a 

minimal amount of the grid closest to the fault location and operate as fast as 

possible.  

The protection system includes measurement devices interconnected to the 

grid and devices that provide protection functionality. Finally, these devices 
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communicate the events in the protection to a control centre of the DSO for fur-

ther action or reporting. In a modern, digitalised, protection environment, the 

measurements from the grid are captured by merging units and transmitted to 

IEDs as IEC 61850-based communication protocol SV as illustrated in Figure 1. 

IEDs house the protection functionality and can be located along the power lines 

in the grid or centralised at the substation, depending on the requirements of 

the protection application. The IEDs exchange data on the grid protection status 

via IEC 61850 GOOSE communication protocol. They can transmit events and 

reports to the control centre level via IEC 61850 Manufacturing Message Spec-

ification (MMS) communication protocol. 

There are several protection applications, of which a subsection requires com-

munication while others can offer enhanced functionality when a communica-

tion channel is deployed. These applications include differential, intertrip, and 

distance protection. Differential protection compares measurements from at 

least two measurement points and trips the breaker if there is a difference in 

these compared values. Intertrip protection sends trip commands from one IED 

to another, opening the corresponding breaker immediately. Distance protec-

tion compares the impedance calculated based on current and voltage measure-

ments to a known line impedance; if the measured impedance is smaller than 

the known value, the trip command is sent to open the breaker. While distance 

protection does not inherently require a communication link, deploying one can 

increase its operational speed as a relay can communicate its status to relays 

close by, indicating a need for tripping or blocking. This thesis focuses on three 

protection applications implemented in the pilot environment: line differential 

protection, intertrip protection, and fault indication. 

2.2 IEC 61850 

IEC 61850 [5] is a substation automation standard commonly used at digital 

substations in Europe. The standard defines both data model and communica-

tion protocols for substation automation, which are separate. Thus, adding new 

data points and structures to the data model is possible without impacting the 

communication protocols. The data model and communication protocol devices 

are mapped using substation configuration language (SCL), which is also de-

fined in IEC 61850. The mapping is based on extensible markup language 

(XML) over several configuration files with a specific hierarchy. The separation 

of the data model and communication protocols and the hierarchical configura-

tion files enabling rapid additions of new devices to the system is seen as the 

main benefits of the standard, which IEC 61850 has expanded to encompass 

nearly the entire smart grid automation needs. 

IEC 61850 defines three communication protocols: SV, GOOSE, and MMS. 

Each of the protocols has a slightly different target communication type. SV is 

meant to transmit measurement signals continuously on the process bus level. 

GOOSE is for transferring sporadic, event-based data between IEDs at the pro-

cess bus and station bus levels. SV and GOOSE transfer time-critical data in a 

publisher-subscriber manner. MMS is a client-server-based protocol for station 
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bus communication. MMS is mapped on all Open Systems Interconnection 

(OSI) stack layers, while SV and GOOSE are layer-two traffic [6]. IEDs, the core 

equipment in a protection system, use all three IEC 61850 communication pro-

tocols for exchanging data. This thesis focuses on SV and GOOSE communica-

tion via wireless 5G.  

2.2.1 SV  

IEC 61850-5 [7] defines specific requirements for the latency and reliability of 

SV messages. The communication requirements for SV messages are tightly re-

lated to the requirements for GOOSE communication as SV messages can be 

used as data sources for protection functions, which communicate via GOOSE. 

Within a substation and one bay, the SV message latency requirement is less 

than 3 ms for the total transmission time, and between bays or substations, the 

requirement is less than 10 ms [7]. The required bandwidth for SV messages is 

high, as one IED can generate approximately 5 Mbps of SV data to the network 

[8]. Reliability is defined in IEC 61850-5 based on transmitting unwanted com-

mands and the missing transmission of wanted commands. Similar to total 

transmission time, SV message reliability follows GOOSE communication re-

quirements. Thus, missing commands should only occur with a probability of 

10-4 and transmission of unwanted commands with a probability of 10-8 [7]. As 

for SV communication’s recovery time, only a few consecutive samples can be 

lost [7]. SV communication does not include acknowledgement messages by the 

receiver, but lost samples are overwritten by the next successfully transmitted 

sample [8]. Overall, it is far worse for SV messages to be excessively delayed 

than completely lost during transmission since the next arriving SV messages 

can replace the lost message. 

2.2.2 GOOSE 

Similar to SV communication, requirements for GOOSE communication are de-

fined in IEC 61850-5 [7]. The total transmission time of GOOSE messages de-

pends on the application. For trip messages within a substation and the same 

bay, the total transmission time is less than 3 ms, and within bays or substa-

tions, it is less than 10 ms [7]. For other fast messages, the total transmission 

time is less than 20 ms [7]. For communication between substations, several 

total transmission times are defined, ranging from 4 ms for trip signals to be-

yond 20 ms for normal state-based applications [9]. Therefore, the maximum 

delay of trip signals is 3 ms, and other GOOSE messages range from 10 ms to 

100 ms [8]. The reliability requirements for GOOSE messages are the same as 

those introduced above for SV. The recovery time for GOOSE message-based 

applications is 8 ms, and for communication is 4 ms [7]. Similar to SV, GOOSE 

does not include acknowledgement messages by the receiver and thus has a re-

transmission system for the messages based on time intervals defined in IEC 

61850-7-2 [10]. While the priority requirement for GOOSE messages is high in 

the case of trip commands, the required bandwidth is low as in steady-state, and 
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one IED transmits approximately one Kbps of GOOSE traffic as a heartbeat sig-

nal, which increases as the state changes to a burst of messages approximately 

1 Mbps [8]. 

2.3 Communication requirements of protection applications 

Communication requirements of different protection applications depend on 

the type of communication required to operate the application. The simplest ap-

plications, which operate on just one IED, have operational time requirements 

that only depend on the internal operation of the IED. Differential protection 

applications require an exchange of measurement data between two locations 

in the grid. A bidirectional communication link between the IEDs is required to 

facilitate this measurement exchange. Intertrip protection requires a monodi-

rectional communication link to transmit the trip signal from one IED to an-

other. Communication link requirements of fault indication depend on the type 

of system implemented. For the fault indication in this thesis, the communica-

tion link requirement is bidirectional: uplink for transmitting measurement 

data and downlink for trip signals. 

Each of the protection applications has its communication requirements, 

which are defined by various sources such as IEC 61850 [5] and International 

Council on Large Electric Systems (CIGRE) Technical Brochure (TB) 192 [11]. 

Also, depending on the country, protection systems are implemented according 

to different standards, the country’s grid codes [12-14], and the technical in-

structions of grid operators [12]. The grid codes and technical instructions typ-

ically outline an overall fault clearance time within which the whole operational 

chain must occur, from detecting the fault to clearing it. Therefore, there can be 

drastic changes in the implementation and requirements of specific protection 

applications depending on the geographic location. To further increase the com-

plexity of the communication requirements, the specific numerical values de-

termined for parameters, such as latency, vary depending on the physical loca-

tion of the protection equipment and their relational distance and location 

within the protection system. For instance, latency requirements can range from 

intrasubstation 3 ms to intersubstation 20 ms [9]. DSO-specific requirements 

for total operational time of protection, including the customer’s network, can 

be 100 ms for medium voltage grids [12]. 

2.3.1 Line differential protection 

Line differential protection operates by exchanging current measurements be-

tween two IEDs. If either of the IEDs independently detects a difference in the 

current measurements, they open the corresponding breaker. In this thesis, the 

current measurement exchange is transmitted using routable SV messages. 

Routable messages are Internet Protocol (IP) level traffic, thus not requiring 

tunnelling in the wireless network. The communication setup for line differen-

tial protection via 5G is depicted in Figure 4.   

Communication requirements for this communication link are derived from 

IEC 61850 and its requirements for SV communication. The transfer time for 
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SV communication within a substation is less than 3 ms and outside a substation 

less than 10 ms [7]. Similarly, other requirements for SV messages are described 

in subsection 2.2.1. According to TB 192 [11], propagation time for line differen-

tial protection must be less than 10 ms, and jitter must be less than 10 ms [11]. 

The required bandwidth is typically 64 Kbps, while probability of operation loss 

should be less than 10-6 in normal situations and less than 10-5 in fault situations 

[11]. Furthermore, TB 192 recommends using a licensed radio link as a commu-

nication channel only if the communication channel delay remains under the 

relay’s delay compensation adjustment range [11].      

 

 

Figure 4. Line differential protection communication via 5G.  

2.3.2 Intertrip protection  

Intertrip protection communicates a trip command from one IED to another, 

opening the breaker immediately. In this thesis, the trip command is transmit-

ted using a routable GOOSE message. The communication setup for intertrip 

protection via 5G is depicted in Figure 5. Compared to the setup of line differ-

ential protection in Figure 4, the intertrip protection uses the same physical 

IEDs, but one of the IEDs is triggered to transmit the trip command to the other 

IED, which opens the connected breaker.    

Communication requirements for GOOSE messages are derived from IEC 

61850-5. Within the substation, transfer time is less than 3 ms, and outside the 

substation, is less than 10 ms for trip commands [7]. Similarly, other require-

ments for GOOSE messages are described in subsection 2.2.2. According to TB 

192 [11], propagation time is less than 30 ms for intertrip, while jitter and sym-

metry are not critical. Furthermore, the bandwidth requirement is low, less than 

ten Kbps, and probability of operation loss should be less than 10-5 in normal 

situations and less than 10-4 in fault situations [11]. The requirements for the 

missing trip and unwanted commands are higher for intertrip than line differ-

ential. Using a licensed radio link as a communication channel is acceptable for 

intertrip [11].  According to IEC 60834-1, total operating time excluding com-

munication channel should remain at 10 ms, and the probability for unwanted 

commands is less than 10-8, while the probability for missing commands is less 

than 10-4 [13].   
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Figure 5. Intertrip protection communication via 5G. 

2.3.3 Fault indication  

Virtual fault passage indication is not directly a protection application, but a 

protection-related application in this thesis is operated by directional overcur-

rent protection. Current and voltage measurements are sampled by merging 

units and transmitted as SV messages to an edge device hosting the protection 

application. The edge device combines directional overcurrent protection re-

sults to assess which grid section the fault is located in. Once the grid section is 

known, the edge device sends trip commands as GOOSE communication via 

merging units to the appropriate breakers. In this case, both SV and GOOSE 

communication is transmitted in a VPN tunnel when in the wireless communi-

cation channel. The communication setup for fault indication via 5G is depicted 

in Figure 6. Unlike line differential and intertrip protection setups in Figures 4-

5, merging units record SV streams of current and voltage, and the fault indica-

tion operates on the edge device.  

Communication requirements for the fault indication can be derived from SV 

and GOOSE communication requirements in IEC 61850. For GOOSE commu-

nication, the transfer time must be less than 10 ms outside a substation and less 

than 3 ms within a substation, which is also applied to the SV messages [7]. SV 

communication requires high bandwidth and priority and can sustain a few lost 

samples [8]. The probability for missing commands is 10-3 and 10-4 for unwanted 

commands [13].    

  

 

Figure 6. Fault indication communication via 5G.   
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3. Protection communication via 5G 

This chapter introduces 5G and its key concepts in Section 3.1. Section 3.2 de-

scribes what 5G could provide for protection communication. Section 3.3 re-

sponds to one of the subresearch questions of this thesis by discussing the chal-

lenges that remain with 5G. Finally, Section 3.4 outlines possible solutions to 

combat challenges when applying 5G for protection.     

3.1 5G introduction 

This section explains the key concepts of 5G, including NSA and SA, network 

slicing, edge computing, and Ultra-Reliable Low Latency Communication 

(URLLC). Moreover, 5G targets at launch are highlighted, and the prevalence of 

5G deployments worldwide is mentioned.  

3.1.1 5G non-standalone and standalone 

5G is cellular technology developed between 4G Long Term Evolution (LTE) and 

5G-Advanced/6G. It employs a higher frequency range than its predecessor, 

reaching a millimetre wave frequency band on the electromagnetic spectrum. 

More data can be sent simultaneously with higher frequency, but the distance 

the data can reach before fading becomes shorter. Thus, 5G deploys small cell 

base stations in the mmWave range, which cover smaller geographic areas with 

higher density. 

5G is not deployed in a vacuum but must integrate into legacy cellular net-

works smoothly. Various deployments have been suggested [14], and they can 

be divided into non-standalone and standalone solutions. NSA means that the 

5G radio access network (RAN) is integrated into the 4G core enabling early de-

ployments on top of existing 4G LTE infrastructure while the 5G infrastructure 

investments are ramping up. Therefore, NSA only includes some of the features 

and performance capabilities of 5G targets. SA is a fully 5G-based solution with 

a 5G RAN and core. 

3.1.2 Network slicing 

5G introduces network slicing, which enables dividing 5G RAN into independ-

ent slices. Each slice has its parametrisation for the communication channel, 

and adjacent slices can be optimised for different types of signal transmission 

without disturbing one another. The idea is to offer options for end users who 
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might not have the capacity or business case to purchase entire wireless net-

works but could subscribe to a slice of the existing 5G network. Network slicing 

can be more cost-effective, especially if the end user would have been required 

to invest in ICT infrastructure for the whole network. The end user of the slice 

can decide, with the support of the telecommunication operator, the type of ser-

vices and optimisation to be deployed on the slice. 

3.1.3 Edge computing 

Apart from network slicing, 5G also brings edge computing to the forefront. 

Edge computing is not a new concept, but rather further development of cloud 

computing. While cloud computing shifted operations from the network or 

physical locations close to the sensors to the cloud, edge computing brings the 

computing power for operations to the network's edge from the core. If edge 

computing is used, all the signals do not need to be transmitted to the network’s 

core, but only to the edge, decreasing the signal transmission time. There could 

also be a separation between the data that is processed locally, at the edge, and 

in the cloud to decrease the amount of data sent to the cloud that requires spe-

cialised hardware for preprocessing at the physical location of the sensor. In the 

context of this thesis, the edge is assumed to be located at a 5G base station.  

3.1.4 5G use cases 

5G emphasises more industrial applications than the consumer cell phone 

market compared to prior cellular networks. Therefore, three main use cases 

have been defined for 5G to support industrial end users in identifying their re-

quirements. These use cases are associated with a service portfolio optimised 

for the specific needs of each of the use cases. The use cases are enhanced Mobile 

Broadband (eMBB), URLLC, and massive Machine Type Communication 

(mMTC). eMBB service selection is focused on control applications, which re-

quire medium latency and bandwidth compared to URLLC and mMTC. URLLC 

targets time-critical applications offering low latency and high reliability. 

mMTC serves mostly Internet of Things (IoT) and monitoring applications, 

which have massive amounts of sensors or data collection points in the system 

transmitting data to a centralised location such as the cloud. The characteristics 

of each use case are illustrated in Figure 7. The use cases are employed together 

with network slicing, and the end user can select a service portfolio associated 

with one of the use cases for their slice. 
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Figure 7. 5G use case characteristics adapted from [15]. 

The 5G use cases achieve the different characteristics by allocating compo-

nents of the RAN and core to different locations ranging from edge via local data 

centres to the cloud. Depending on how far the application is operated deter-

mines the expected latency. For instance, mMTC use case operations are con-

centrated in the cloud and URLLC on the edge. The allocations are depicted in 

Figure 8.   

 

 

Figure 8. Allocation of 5G components mapped to the edge, local data centre, and cloud adapted 
from [16].  

3.1.5 5G promises at launch 

At its launch, several ambitious targets were announced for 5G. Like all prior 

cellular networks, 5G also promised faster download speeds than 4G LTE -  up 

to 10 Gbps [4]. Furthermore, 5G was the first cellular technology to specifically 

target industrial applications and end users rather than consumer cell phones. 

To enable industrial applications, many of which had previously used wired con-

nectivity, 5G promised 1 ms latency [4]. 5G also aims to support the connectivity 

of a massive number of devices, enabling extensive deployments of IoT solu-

tions.   

3.1.6 5G deployment in the world 

5G was launched by the 3rd Generation Partnership Project (3GPP), with the 

first release of standardisation of the technology in 2017. Since then, telecom-

munication operators have been investing in various deployments. According to 

the Global mobile Suppliers Association (GSA), by the end of March 2023, 40% 
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of countries and territories globally have deployed 5G access and 46% of tele-

communication operators that have deployed 5G are investing or deploying 5G 

SA [17]. Compared to the telecommunication operators, which have commer-

cially launched 4G LTE, only 14% are investing or deploying 5G SA by the end 

of March 2023 [17].  

3.2 5G-supported protection communication  

While 4G LTE is suitable for most smart grid applications using communication 

[3], most protection applications have communication requirements that 4G 

LTE does not meet. Due to the 5G targets announced at its launch, especially 1 

ms latency and URLLC use case and associated service portfolio, 5G is a poten-

tial technology to meet the requirements of protection applications. 

This section highlights the benefits of using 5G for protection communication 

from the perspective of 5G SA, network slicing, edge computing, and 5G use 

cases, especially URLLC, based on the introduction in Section 3.1.  

3.2.1 5G SA 

5G SA improves the latency and reliability of cellular networks compared to 5G 

NSA and 4G LTE. Latency decreases from 4G LTE to 5G SA by tens of millisec-

onds. These latency and reliability limitations have been the main challenges 

with using prior cellular technologies for protection communication. Most pro-

tection applications require a latency of a few milliseconds combined with ul-

trahigh reliability. Typically, even if wireless technologies have met the latency 

requirement, they have occasionally lacked reliability and vice versa. Thus, 5G 

SA creates an intriguing opportunity as the deployment of 5G is capable of meet-

ing the millisecond range latency requirements.    

3.2.2 Network slicing 

Traditionally, if utilities have used wireless technologies, they have built private 

networks, which require large investments and skills in the operation of com-

munication networks. 5G, with all its services and features, requires increased 

knowledge of communication networks. At the same time, investing heavily in 

new wireless networks each decade can overwhelm the budget of a utility when 

the typical lifecycles of grid components can be 25 to 40 years or more. Network 

slicing allows utilities to subscribe to an optimised slice selection for their oper-

ations and defines the telecommunication operator service requirements for 

each slice.  

Protection communication and substation automation have various types of 

communication traffic with highly heterogenous communication requirements. 

Thus, network slicing offers a standard way for utilities to define specific slices 

for each communication type, such as IEC 61850-based MMS, GOOSE, and SV 

traffic. Slicing allows the optimisation of highly granular slices for each substa-
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tion communication traffic type rather than optimising only one type of com-

munication traffic in the utility’s network and hindering the transmission of 

other types.  

3.2.3 Edge computing 

Edge computing and its capability to decrease latency compared to cloud com-

puting are highly relevant for protection communication. Moreover, edge com-

puting releases protection functionality from its hardware confines located next 

to the sensors in the grid to a virtualised software running on the edge. With the 

decreased latency and computation location at the edge nearer to the physical 

equipment, it is possible to reimagine protection functionality and architecture 

that is not limited to individual physical devices.  

Publication 1 highlights that the virtualisation of grid applications is not new 

but has already been proposed with cloud computing [18]. The concept has  

gained support due to edge computing, and several applications have been sug-

gested to be implemented on edge, although less time critical than protection, 

such as condition monitoring [19, 20], surveillance [21], and smart metering 

[22]. Furthermore, fault detection at the edge has been proposed for transmis-

sion grids [19, 20, 23], but not for medium voltage distribution grids which is 

the focus of this thesis. Publication 2 outlines that suitable protection applica-

tions for edge could begin with applications requiring communication, such as 

permissive and blocking distance protection, intertrip, and differential protec-

tion. Suitable protection applications could also be assessed holistically, allocat-

ing backup protection to be coordinated from the edge. Further details of the 

benefits are discussed in Publication 1.  

3.2.4 5G use cases: URLLC 

Each service portfolio is relevant for smart grid applications: eMBB for control, 

mMTC for monitoring, and URLLC for protection applications, illustrated in 

Figure 9. Of the 5G use cases and associated service portfolios, URLLC is the 

most prominent for protection applications due to its requirements of low la-

tency combined with high reliability. Low latency is needed to transmit the pro-

tection data within an adequate time, according to IEC 61850. While high relia-

bility is crucial since a fault can occur at any moment, the network must always 

be available. For instance, in the event of a fault, an IEC 61850 GOOSE message 

is sent to trip a breaker; since GOOSE protocol does not include a return confir-

mation message, lack of reliability could prevent the trip signal from reaching 

the receiver.  
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Figure 9. 5G use cases with associated power systems applications. 

3.3 Challenges with 5G-supported protection 

Sections 3.1 and 3.2 described the promises, targets, and benefits of 5G for pro-

tection communication. However, 5G has not developed without its challenges, 

especially in practice, which is the focus of this thesis. This section explains the 

challenges with 5G as a communication medium for protection.   

3.3.1 Optimisation of packet size 

In previous measurement campaigns of commercial 5G networks [14], one of 

the challenges that has appeared is the optimisation of packet size for the com-

munication network. IEC 61850-based GOOSE and SV packets appear to be too 

small compared to the assumed optimal packet size for a 5G network. This dis-

parity could be due to 5G, in general, targeting high-definition video live stream-

ing applications, which incur large packet sizes, thus 5G is optimised for large 

packet sizes. A consequence of small packet size can be increased processing 

since there are relatively more packets, but each packet contains very little in-

formation. This processing of small packets might cause packet loss at the net-

working devices. Publication 3 outlines that increasing processing events in-

creases the probability of packet loss. 

Standards such as IEC 61869-9 recognise the small packet size of SV traffic 

and include approaches to combine several consecutive measurement samples 

in the same packet. However, it is impossible to indefinitely combine measure-

ment samples into the same packet as overly long delays or intervals between 

the received SV packets by an IED can impact the operation and accuracy of 

protection functions. Faults in the power system also include minor events that 

do not require interrupting the power supply, such as a small tree branch falling 

on overhead lines. Thus, a too-long delay in receiving the next measurement 

samples can cause incorrect operations that interrupt the power supply when 

unnecessary or forgo interruption when necessary. 
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3.3.2 Network slicing granularity 

While the initial concept of network slicing is suitable for the heterogenous com-

munication traffic of protection systems and substation automation, its applica-

bility relies heavily on the extreme granularity of the slices. Each communica-

tion traffic type at the substation should be allocated its own slice and services 

specifically optimised for it. Network slicing with adequate granularity for pro-

tection communication could be based on IEC 61850 communication protocols 

as separate slices.   

This granular slicing might have been the aim of the launch of 5G and network 

slicing. Still, based on 5G development and deployment, most telecommunica-

tion operators will have the capacity to offer one slice per vertical or end user 

rather than several slices [24, 25]. Therefore, network slicing might lack the 

granularity protection applications require and be suboptimised for only some 

communication traffic types in the slice. If other traffic is on the same slice as 

the protection communication, delays and packet loss might increase [26].   

3.3.3 Edge computing concerns 

Edge computing is highly interesting for protection systems as it allows novel 

functionalities and improved predictive maintenance. At the same time, edge 

computing increases the protection system’s complexity and collaboration with 

the telecommunication provider. Since the edge computing concept is still de-

veloping, Publication 1 describes in detail several aspects utilities need to con-

sider when assessing the applicability of edge computing, which are summa-

rised in the following. 

Edge computing can involve a utility deploying the applications on edge at the 

premises of the telecommunication operator either as software running on a 

server provided by the telecommunication operator or as hardware installed on 

the premises. In either software or hardware, accessibility should be included in 

the service level agreement (SLA) between the utility and the telecommunica-

tion operator. An accurate and reliable time synchronisation signal is crucial for 

the utility, and its importance increases if the measurement sampling and pro-

tection functionality are operated on different devices. A clock could already be 

available on the edge for the other operations, and a time synchronisation signal 

could be derived from there. However, suppose the accuracy of the origin source 

or used time synchronisation signal profile fails to meet the utility's require-

ments. In that case, edge computing's profitability diminishes as the utility must 

bring its clock to the edge.  

Latency can remain a challenge; while the edge is closer to the end user than 

the cloud, it might still take subseconds to a second for a computation depend-

ing on the application and infrastructure. Thus, edge computing could only 

work for applications with second-scale latency requirements, such as anti-is-

landing protection, and not for line differential protection. Some low-latency 

applications might be implemented in the cloud, especially if they are intended 

for global optimisation. On the other hand, transmitting unnecessary data to the 

cloud should be avoided and instead preprocessed at the edge. Data reduction 
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might not be possible for all power system measurements, such as phase angles, 

but some compression methods are discussed and presented in Publication 3.  

A crucial part of the SLA is quality of service (QoS) monitoring and agreement 

on actions to be taken if the SLA’s limits cannot be upheld. For utilities, historic 

QoS monitoring is not relevant, but real-time or predictive monitoring is. An-

other relevant part of SLA is maintenance, as a utility’s expenses can increase if 

it must do regular maintenance at the edge sites in addition to their grid assets. 

The maintenance can be outsourced to the telecommunication operator if ge-

neric hardware is used for the applications. Virtualisation of protection applica-

tions could decrease the physical visits at the edge and enable hot-swapping of 

the application during maintenance or for redundancy.  

The last crucial aspect is the implementation of security at the edge. Protection 

applications as part of operational technology (OT) networks can be vulnerable 

to cyberattacks, and their normal functionality can be used for malicious means. 

Consequences of cyberattacks on the power grid can be severe, as described in 

Publication 4, and difficult to detect with an insignificant increase in traffic, as 

described in Publication 5. Thus, edge should include defence mechanisms 

against cyberattacks without requiring an extensive increase to the computa-

tional capacity that increases latency.  

3.3.4 5G deployments around the world 

5G deployments are at varying degrees around the world. This dilemma adds 

additional complexity to the application of 5G for protection communication. In 

countries that have already implemented 5G, 5G SA networks are available with 

URLLC and edge computing services. Thus, protection applications can be im-

plemented using 5G. Countries that lag behind in their 5G investment and im-

plementation are also hindered in the use of 5G for protection communication. 

Therefore, it is crucial to consider which applications are implemented on edge 

and which on physical equipment while also integrating selectivity and redun-

dancy to this assessment as explained in Publication 1. Applications operating 

on physical devices without communication requirements are equally important 

for manufacturers to keep in their product catalogues since communication net-

work infrastructure could be limited depending on the country of implementa-

tion. Publication 6 provides an example of a noncommunication-based EV 

charging control algorithm receiving the relevant information for voltage and 

sensitivity analyses from the local measurements at the EV charging station due 

to a lack of reliable communication infrastructure.  

3.4 Solutions to 5G challenges 

Section 3.4 will suggest some solutions and considerations to the challenges of 

applying 5G on protection communication outlined in the previous section. All 

the presented solutions and considerations aim to enable utilities to use 5G for 

protection communication when suitable.      
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3.4.1 Packet aggregation 

This subsection describes approaches to aggregate SV message packets to in-

crease packet size to be more optimal for 5G networks based on prior literature 

and the proposed method from Publication 3. 

Related literature 

SV message compression has been addressed by IEC 61869-9 that defines 

standard sampling rates for compressing consecutive SV measurement sam-

ples. The standard compression for protection applications is two consecutive 

samples in the same Ethernet frame, which increases the latency of the first 

sample compared to the second sample in the frame. In [27], SV packets are 

compressed even more than in IEC 61869-9 by removing redundant data asso-

ciated with each sample and only including this information in the aggregated 

packet. In [28], measurement samples are suggested to be transmitted as peri-

odic GOOSE messages. Both approaches require knowledge of substation auto-

mation standards, which ICT engineers might not have. Typically, GOOSE mes-

sages are used to indicate sporadic events in the system, such as faults; thus, 

changing the nature of GOOSE messages to periodic might increase delays in 

response to faults. Publications 4-5 describe how GOOSE messages can be ma-

nipulated in a false data injection attack, which can be difficult to detect due to 

a lack of changes in the overall traffic at a substation. Implementing all process 

bus communication with GOOSE exposes more data and functionalities to these 

attacks. 

Proposed methodology 

This data aggregation approach does not format the data within the SV packets 

but focuses instead on the Ethernet headers of the packets. By aggregating a 

larger amount of data under the same Ethernet header, the packets transmitted 

in the wireless channel are larger, thus decreasing packet loss and requiring less 

bandwidth. The aggregated packet has TLV (Type, Length, Value) headers con-

sisting of the information from the original packets, including the number of 

original packets, destination, source Media Access Control (MAC) address and 

indexes, and payload.  

Since the SV packets are not reformatted, this approach can be used for hori-

zontal and vertical data aggregation. Horizontal aggregation takes packets from 

multiple merging units or IEDs to be aggregated, and vertical aggregation com-

presses several consecutive packets under the same Ethernet header, similar to 

IEC 61869-9. The aggregation is implemented at the networking devices, and 

therefore is only operational when the packets are in the wireless network.  

3.4.2 Traffic prioritisation in a slice 

This subsection explains methods to prioritise protection communication traffic 

at a substation based on prior literature and the proposed method from Publi-

cation 7. 
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Related literature  

Prioritisation of critical traffic flows has been recommended in IEC 61850-90-4 

[8], but as the recommended techniques are for wired connectivity, they are not 

appropriate for wireless networks. Many techniques, including Hierarchical To-

ken Bucket (HTB), have existed for decades and are now experiencing a renais-

sance thanks to the ultrahigh reliability requirements of URLLC [29]. Prior ap-

proaches to prioritise smart grid communication suggested solutions for Cogni-

tive Radio-based communication a decade ago [30-32]. Many prior prioritisa-

tion methodologies do not assign the highest priority to protection communica-

tion, but instead assign priority to smart meters [32] or lump protection com-

munication together with all substation automation [30, 31]. Since then, sched-

uling algorithms for prioritisation have been proposed for LTE [33] and URLLC 

[34]. However, they fail due to a lack of insight into smart grids assigning the 

highest priority to demand response [33] and idealistically assuming each 

neighbourhood would include services ranging from Supervisory Control And 

Data Acquisition (SCADA) to load control and video surveillance [34].  

Prioritisation can also be studied from the perspective of individual traffic 

sources, such as video streaming for surveillance, thermal imaging, or image 

processing-based detection at substations. In [35], adjusting the bit rate of the 

encoder output is proposed for video monitoring at the substation, but since the 

study was conducted over two decades ago, its focus was fibre networks. Fur-

thermore, the lack of realistic communication traffic types limits [35] as only 

two traffic types of a video stream and alarms are considered. Conversely, [36] 

proposes an event-based video stream triggered by GOOSE messages. However, 

similar to packet size optimisation by switching to GOOSE from SV, exposing 

GOOSE communication to video streaming can expose process bus communi-

cation to cyberattacks, as described in Publication 4. 

Proposed methodology 

The proposed methodology attacks prioritisation from two angles: prioritising 

all traffic and dynamically adjusting individual traffic sources. The  challenge of 

the prioritisation is to optimise the use of limited bandwidth while granting the 

highest priority to protection communication. Therefore, the overall prioritisa-

tion of all traffic is given by 

 

𝐵 =  𝑥1𝑓1  +  𝑥2𝑓2  + ⋯ +  𝑥𝑛𝑓𝑛                                    (3.1) 

  

subject to 

 

𝐵 = 1                                                            (3.2) 

 

1 ≥  𝑥1  ≥  𝑥2  ≥ ⋯  ≥  𝑥𝑛  ≥ 0                                     (3.3) 

 

where B is bandwidth capacity, x is priority indication as a weight, and f is the 

amount of traffic per traffic type. Since the prioritisation targets industrial ap-

plications, it is appropriate to rank the traffic flows based on their priority lead-

ing to potentially dropping all of the least prioritised traffic.  
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The other angle to prioritisation is to adjust individual traffic sources, which 

can be given by  

 

𝑓𝑠𝑜𝑢𝑟𝑐𝑒 = 𝐵 −  𝐶𝑇                                               (3.4) 

 

subject to 

 

𝑓𝑠𝑜𝑢𝑟𝑐𝑒_𝑚𝑖𝑛 ≤  𝑓𝑠𝑜𝑢𝑟𝑐𝑒  ≤  𝑓𝑠𝑜𝑢𝑟𝑐𝑒_𝑚𝑎𝑥                            (3.5) 

 

where CT is the total unavailable bandwidth at the moment T. As a result of 

(3.4), traffic generated by individual traffic sources is inversely correlated with 

unavailable bandwidth. Prioritisation according to (3.1) and (3.4) can be com-

bined by 

 

𝐵 =  𝑥1𝑓1  +  𝑥2𝑓2  + ⋯ +  𝑥𝑛(𝐵 −  𝐶𝑇)                      (3.6) 

 

In this case, (3.6) assumes that only the last traffic source can be individually 

controlled, while the rest of the traffic types are prioritised by (3.1). Practical 

implementations of the proposed methodology using HTB [37] and uplink bit 

rate adaptation of live video stream are further described in Publication 7. 

3.4.3 Computational edge scenarios 

To assess the circumstances and suitability of edge computing for fault indica-

tion, Publication 1 includes a computational study of two edge computing sce-

narios in urban and rural settings. Parameters for each scenario are derived 

from public information on distribution grids in Finland and are presented in 

Table 1. The assessment focuses on two key performance indicators (KPIs) of 

total uplink traffic rate and a minimum number of edge devices required to pro-

cess the measurement data from merging units. 

Table 1. Computation edge scenario parameters. 

Case Network 
length 
[km]  

Number of feeder 
lines at a substa-
tion (average) 

Number of secondary 
substations per feeder 
line (average) 

Number of 
substa-
tions 

Number of 
secondary 
substations 

Rural 2000 6 6 8 1226 

Urban 6400 8 8 25 1983 

 

The number of merging units was derived from the parameters in Publication 

1 by 

  

𝑛𝑀𝑈 =  𝑛𝑃𝑆 × [𝑛𝐹𝐿  +  𝑛𝐹𝐿  × 2 ×  𝑛𝑆𝑆]                                   (3.7)  

 

where nMU is the number of merging units, nPS number of primary substations, 

nFL number of feeder lines at a substation on average, and nSS number of sec-

ondary substations. According to the commercial merging units [38], the uplink 

traffic rate for a merging unit is set at 4 Mbps and downlink at 24 Kbps. There-

fore, the total uplink traffic rate for the edge scenarios is derived from (3.7) by 
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𝑟𝑡𝑜𝑡𝑎𝑙_𝑈𝑃 =  𝑛𝑀𝑈 ×  𝑟𝑈𝑃𝑝𝑀𝑈                                       (3.8) 

 

where rtotal_UP is the total uplink traffic rate, and rUPpMU is the uplink traffic rate 

per merging unit. Moreover, each edge device is assumed to process data traffic 

from 20 merging units [39]. Based on this result, the minimum number of edge 

devices is derived from (3.7) by  

 

𝑛𝐸𝐷_𝑚𝑖𝑛 =  ⌈
𝑛𝑀𝑈

20
⌉                                                 (3.9) 

 

where nED_min is the minimum number of edge devices required to process the 

data from the merging units. Based on (3.7-3.9), a step function was formed to 

indicate the total uplink traffic rate to the number of merging units. The results 

of the computational study are presented in Table 2. 

Table 2. Computational study results for rural and urban edge scenarios. 

Case Number of merging 
units 

Total uplink traffic rate 
[Gbps] 

Minimum number of edge de-
vices 

Rural 624 2.5 32 

Urban 3400 13.6 170 

 

Depending on the scenario, different aspects arise as the KPI for the profita-

bility of virtualising fault indication to a device located at the edge. For the urban 

scenario, the total uplink traffic rate is the KPI since a humongous amount of 

traffic requires equal processing capacity at the edge, especially when services 

such as redundancy and offloading are included. For the rural scenario, the 

small number of merging units is the main KPI leading to a lack of density and 

nonprofitability. In the rural setting, a solution could be sharing edge compu-

ting resources among several end users. Even then, if geographic distances be-

tween the merging units and edge are too great, increased latency could hinder 

edge computing-based operations.    
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4. Hardware-in-the-loop studies and dis-
cussion 

This chapter summarises the results of the CHIL studies and discusses the main 

observations from the publications. This chapter aims to present the outcomes 

of the publications holistically rather than going through individual simulation 

results separate from the big picture. Section 4.1 describes the CHIL methodol-

ogy, including prior implementations of similar methodologies. Section 4.2 

summarises the results of the CHIL studies. Section 4.3 discusses the applica-

bility of 5G as a communication medium for protection applications, which is 

the main research question of this thesis. 

 

4.1 CHIL methodology 

This section describes the CHIL methodology used in Publications 1-5 and 7 and 

related prior literature. CHIL is a subcategory of hardware-in-the-loop (HIL), 

in which the hardware connected to the simulation is a control device. 

4.1.1 Related literature 

The power system and communication network cosimulation concept is well es-

tablished and aims to uncover codependencies between the two systems. More-

over, cosimulation in [26, 40-50] has studied protection applications using 

communication infrastructure. Various wireless technologies have been ex-

plored for protection applications, including CR [40], Wireless Local Area Net-

work (WLAN) [41], custom channel [42], LTE [43, 44], Zigbee [45], WiFi [46, 

47], and global system for mobile communications (GSM) [48]. [26, 49] have 

implemented a testbench with ABB RED670 IEDs for GOOSE and SV commu-

nication testing but do not mention the communication technology used in de-

tail. Specifically, 5G networks have been studied related to GOOSE and SV com-

munication [50, 51] and to routable GOOSE communication for logic selectivity 

and loss-of-mains protection [52]. However, none of [50-52] use hardware 

IEDs, but instead use software implementations. Furthermore, [50, 51] used 

simulated 5G networks [50] and prototype implementation of 5G core networks 

[51], which do not accurately portray the performance and development status 

of commercial 5G networks. 
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4.1.2 Methodology  

The CHIL methodology studied the latency and reliability of three selected pro-

tection applications: line differential protection, intertrip protection, and fault 

passage indication. Latency was measured as the round loop time of the full 

CHIL operational chain from measurements to protection operation notifica-

tion. Reliability was studied statistically based on successful protection opera-

tions to faults triggered. Simplistic grid models were simulated on the real-time 

simulation providing the power system to the CHIL. The system under test 

(SuT) consisted of medium voltage grid protection devices exchanging data 

through commercial 5G networks operated by mobile network operators in Fin-

land. Commercial 5G networks were used in the implementation since they pro-

vide a realistic picture of the existing and developing 5G networks compared to 

pure simulation. A detailed description of the experimental setup is described 

in Publications 1-3 and 7. The CHIL setup is depicted in Figures 10-12. 

 

 

Figure 10. CHIL experimental setup.  

 

Figure 11. 5G networks in the system under test in Otaniemi, Espoo, Finland [53].  



Hardware-in-the-loop studies and discussion 

39 

 

Figure 12. IEDs and merging units in the system under test at VTT IntelligentEnergy testbed [53]. 

4.2 Summary of the CHIL results 

This section summarises the results of the CHIL studies. The results are ad-

dressed in terms of latency and reliability. 

There is a huge disparity between 5G NSA and 5G SA, and it is apparent that 

using a fully-fledged 5G network (SA) significantly improves reliability and la-

tency. In Figure 13, a drastic decrease in the successful operations of the protec-

tion can be seen for 5G NSA when the SV delay parameter controlling the buffer 

size at the receiver of the edge device is set to the default value of 100% [54]. On 

the contrary, in the SA network, 99.9958% of the faults are successfully pro-

tected, meaning the edge device received the SV messages from the merging 

units within the appropriate time frame, and there was no significant packet loss 

either. Thus, regarding reliability, 5G SA could be used for fault passage indica-

tion type of applications. Similarly, for latency, when round-trip times in NSA 

and SA networks are compared, the spread of round-trip times in Figure 14 for 

NSA is larger than in Figure 15 for SA. While absolute numbers of round-trip 

times cannot be directly compared due to different SV delay values, overall the 

round-trip time in SA networks tends to lean towards the shorter times and re-

main in the same range as the latency requirements for outside a substation.  
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Figure 13. Percentage of successfully protected faults in NSA and SA compared to SV delay. 

 

 

Figure 14. Histogram of round-trip times [ms] to protected faults in NSA. 
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Figure 15. Histogram of round-trip times [ms] to protected faults in SA. 

The application studied in Figures 13-15 is a virtual fault passage indication in 

which the directional overcurrent protection is operated on an edge device in 

the local 5G network. In terms of reliability, virtualising applications in separate 

edge devices in a SA network is satisfactory. However, depending on the geo-

graphic locations and distance, latency could increase beyond an appropriate 

level. In the case of Figure 15, the round-trip times are at a level in which the 

applications remain operational.  

Prioritising overall traffic flows and live video streaming as an individual traf-

fic source improves reliability but has no impact on latency based on the results. 

In Figure 16, when overall prioritisation (HTB) is used, the percentage of suc-

cessfully protected faults remains at a similar level between 99.5–100%. With-

out prioritisation, the percentage of successfully protected faults decreases 

when more traffic is added to the network, as indicated by the four test cases in 

Figure 16. On the contrary, prioritisation does not impact latency; as seen in 

Figure 17, the histograms of prioritised and non-prioritised round-trip times re-

main at the same frequencies.   
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Figure 16. Percentage of successfully protected faults with and without HTB at various loads. 

 

 

Figure 17. Histogram of round-trip times [ms] to protected faults with and without HTB. 

The impact of individual traffic source control for prioritisation is the same 

regarding latency. In Figure 18, the round-trip times remain at similar levels 

irrespective of the change in video traffic in the network. On the other hand, 

reliability is drastically impacted, as illustrated in Figure 19. Without the HTB 

prioritisation lowering the amount of video traffic in the network from 5 Mbps 

to 3 Mbps, the absolute number of unsuccessfully protected faults dropped by 

roughly 95%. When the HTB prioritisation is applied simultaneously, the drop 

in the absolute number of unsuccessfully protected faults is lower. In addition, 

it can be observed that the amount of video traffic causing the least unsuccess-

fully protected faults is 3 Mbps for this particular wireless network.      
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Figure 18. Histogram of round-trip times [ms] to protected faults on different levels of video traffic. 

 

 

Figure 19. An absolute number of unsuccessfully protected faults on different video traffic levels 
with and without HTB prioritisation from Publication 7. 

4.3 Discussion on applicability of 5G for protection 

Based on the work presented in this thesis, it is clear that 5G SA can be applica-

ble for protection communication, but not without caveats. The suitability of 5G 

depends largely on each protection application's communication and opera-

tional requirements, which can involve several standards, recommendations, 

and grid operator-specific requirements. Therefore, 5G could be deployed for 

some applications, such as fault passage indication supported by edge compu-

ting, while not yet for others.  

The biggest hindrance to the applicability of 5G for protection communication 

is reliability. Variability of latency and jitter, which naturally occurs in wireless 

networks compared to wired connections, should be mitigated to improve reli-

ability. Furthermore, other network challenges, such as packet loss, should be 

equally mitigated by developing the networks and implementing compression 

techniques for the protection data, as demonstrated in Publication 3. With the 
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existing solutions, the timing of protection operating and network problems oc-

curring is a coincidence, meaning that during a testing phase, the problems in 

the network might always occur at a different time from the operation of pro-

tection. Thus, the protection would always work, while in other cases, the net-

work problems could occur at the same time as the protection communication, 

thereby incapacitating the protection application. Therefore, it is recommended 

when assessing the suitability of wireless technologies for protection in a spe-

cific case to holistically investigate the operation of the protection system, ac-

counting for selectivity and backup protection.  

  Furthermore, the geographic location of the protection system overall and 

each sensor is crucial. Suppose the location does not have reliable and main-

tained communication networks, and telecommunication providers don’t offer 

wireless connectivity for industrial applications. In that case, there is no sense 

in implementing protection communication over 5G in such a location. How-

ever, grid operators are not limited to public networks. In some cases, operating 

a private network or purchasing it as a service from a telecommunication pro-

vider could be a suitable option. Similarly, great geographic distance between 

the communicating devices or between the equipment in the field and at the 

edge could increase the latency beyond the requirements, as shown in the rural 

scenario of Publication 1.    

Apart from geographic location, the cyberphysical location is equally im-

portant when protection applications are virtualised and operated on an edge. 

Cybersecurity is critical when assessing if protection applications could be de-

ployed on edge. As the edge computing offerings and virtualisation of protection 

applications are still developing, each implementation needs to be assessed case 

by case to meet the technical requirements and offer a profitable business prop-

osition. If grid operators are expected to bring their clock to the edge, do mainte-

nance on edge, and potentially acquire additional computing power for security 

solutions, the business proposition might fall short. 

Overall, it is crucial to consider protection holistically as a system encompass-

ing all the protection-related equipment and not only individual applications. 

As this system is one of the backbones of modern society by ensuring a reliable 

power supply large parts of the world depend on, protection must consist of var-

ious applications with different levels of communication requirements, includ-

ing devices capable of operating alone with no connectivity. While increased lev-

els of connectivity can provide great benefits as novel protection and predictive 

maintenance applications, critical infrastructure also requires simple manually 

operated breakers and IEDs to ensure the lights stay on. 
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5. Conclusions and future work 

At its launch, 5G promised extremely low latency and high reliability, which are 

also the main communication requirements of power system protection. Wire-

less 5G offers intriguing services and solutions, including edge computing sup-

port and network slicing. This thesis explores the applicability of 5G for protec-

tion communication, mainly through practical CHIL demonstrations. This main 

objective is to investigate through subresearch questions on prior bottlenecks 

5G removes and limitations of 5G in terms of protection applications. Further-

more, the thesis proposes solutions to address the identified limitations.   

Initially, 5G was deployed as NSA with a 4G LTE core to smooth the transition 

from 4G LTE to 5G and enable 5G rollout before large investments to 5G core. 

However, with the deployment of 5G SA, the latency and reliability were brought 

to more suitable levels for the strict communication requirements of protection. 

The first contribution of this thesis was a demonstration of successful fault in-

dication in a commercial SA network in Publication 2. In the SA network, the 

fault indication application could be used reliably at its default buffer size, and 

latency was decreased.  

The services enabled by 5G were investigated, including network slicing, 

which would allow splitting the communication channel into independent par-

allel paths with separate communication services and optimising the channel. 

The slices could be organised according to the IEC 61850 communication pro-

tocols: MMS, GOOSE, and SV. However, with Publication 7, concerns about the 

lack of granularity of slicing were highlighted, and prioritisation in a slice was 

proposed. The second contribution of this thesis is the investigation of network 

slicing granularity and the prioritisation approaches to improve the transmis-

sion of protection communication at the substation relative to other communi-

cation traffic types, including live video stream.  

Another service supported by 5G that was studied was edge computing, which 

could enable new virtualised applications of protection systems to be flexibly 

located at an edge detached from physical sensors. The third contribution of this 

thesis was an investigation of various aspects that should be considered when 

assessing the implementation of virtualised protection applications on edge in 

Publication 1. Moreover, in Publication 1, some aspects were studied through 

CHIL simulations and computational scenarios to provide a practical under-

standing of virtual fault passage indication on edge. Cybersecurity concerns of 

deploying protection applications on edge were highlighted in Publication 1. 
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Publication 4 showcased the impacts of cyberattacks on power system protec-

tion, and Publication 5 presented forensic methods to discover and analyse 

them. 

Limitations of 5G were noted for lack of granularity in slicing, and the optimal 

packet size seemed larger than SV messages leading to unnecessary packet loss. 

The fourth contribution of this thesis was an investigation of SV message com-

pression in Publication 3. The methodology proposed to combine several SV 

packets under the same header since the transmission in the wireless network 

decreased the packet loss without significantly increasing latency.  

While 5G is a promising communication technology for protection, it still re-

quires more development in improving reliability and mitigating occasional 

high latency peaks. Even if 5G offerings, including network slicing and edge 

computing, could enable novel, virtualised, protection applications, the protec-

tion system should be assessed holistically, including applications and equip-

ment not requiring communication to ensure power system operation during 

network problems, as highlighted in Publication 6.           

Future work of applicability to cellular technologies for protection communi-

cation still holds several research challenges. Protection applications using 

wireless technologies should be studied with all the protection applications in a 

particular grid subsection to investigate which applications could be virtualised 

and which remain on physical devices. The impact of selectivity, redundancy, 

and backup protection on the applicability of wireless technologies for protec-

tion communication could be considered. At the same time, a timeline of indi-

vidual fault events and their correspondence with wireless network problems 

could be investigated to derive probabilities for unsuccessful protection events 

due to network problems. Finally, the limitations of 5G could be further inves-

tigated in conjunction with proposed 6G features to push for 6G standardisation 

to include solutions to the limitations of 5G for protection communication.    
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