
Computer Physics Communications 142 (2001) 396–400
www.elsevier.com/locate/cpc

Quantized circulation in dilute Bose–Einstein condensates
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Abstract

We compute using a microscopic mean-field theory the structure and the quasiparticle excitation spectrum of a dilute, trapped
Bose–Einstein condensate penetrated by an axisymmetric vortex line. The Gross–Pitaevskii equation for the condensate and the
coupled Hartree–Fock–Bogoliubov–Popov equations describing the elementary excitations are solved self-consistently using
finite-difference methods. We find locally stable vortex configurations at all temperatures belowTc.  2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction

The long anticipated Bose–Einstein condensation
in dilute, weakly interacting atomic gases was finally
accomplished in 1995 [1–4]. Recently, the creation
of quantized vortices in harmonically trapped Bose–
Einstein condensates (BECs) was reported [5,6]. The
commonly employed Gross–Pitaevskii (GP) equation
has been successful in describing properties of BECs.
However, it neglects the noncondensed gas component
always present in such systems due to the interactions.
Using the Hartree–Fock–Bogoliubov (HFB) quasipar-
ticle formalism [7], this limitation of the GP approach
is surpassed with the cost of computing the excita-
tion spectrum of the system in a mean-field approx-
imation. This, in turn, involves finding a large num-
ber of eigensolutions to a system of coupled partial
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differential equations. The computational challenge
is further aggravated by the self-consistency require-
ment implying use of iteration in solving the equa-
tions.

Altogether, there exists a number of approximative
theoretical methods for studying the properties of
inhomogeneous BECs [8]. The mean-field description
was originally due to Bogoliubov [9]. It has been used
widely, starting in 1996 by Burnett and co-workers,
to numerically study trapped condensates [10,11]. The
self-consistent Popov version of the HFB formalism
has also been used to investigate the microscopic
structure of quantized vortices in BECs [12,13].

In this paper, we describe the computational tech-
niques used by us in finding self-consistent solutions
to the coupled HFB–Popov and GP equations describ-
ing dilute Bose–Einstein condensates. In Section 2,
we present the mean-field equations for a harmon-
ically trapped condensate with an axial vortex line.
Section 3 focuses on the computational aspects in-
volved.
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2. Cylindrical condensate and an axisymmetric
vortex line

We consider a harmonically trapped, dilute and
weakly interacting BEC with a quantized, axially sym-
metric vortex line located along thez-axis of a cylin-
drical coordinate systemr = (r, θ, z). The trapping po-
tential is assumed to have the formVtr(r) = 1

2Mω2r2,
whereM is the atom mass andω is the radial trap-
ping frequency. The vortex line is described through
the complex phase factor of the condensate wavefunc-
tion φ(r) = φ(r)eimθ , where the integerm denotes the
number of circulation quanta in the vortex. Here we
restrict to singly quantized vortices withm = 1. The
formalism we present is the Popov approximation to
the Hartree–Fock–Bogoliubov mean-field theory [7].

The condensate wavefunctionφ(r) and the chemi-
cal potentialµ satisfy the generalized GP equation [7]
[H0(r) + g

∣∣φ(r)
∣∣2 + 2gρ(r)

]
φ(r) = µφ(r), (1)

where ρ(r) is the particle density of the noncon-
densed gas, the single particle HamiltonianH0(r) =
−h̄2∇2/2M +Vtr(r), andg is the interaction coupling
constant.

The quasiparticle amplitudesuq(r), vq(r) and the
excitation eigenenergiesEq are obtained from the
coupled differential equations [7]

L(r)uq(r) + gφ2(r)vq(r) = Equq(r),

L(r)vq(r) + gφ∗2
(r)uq(r) = −Eqvq(r),

(2)

where L(r) ≡ H0 − µ + 2g|φ(r)|2 + 2gρ(r). The
eigensolutions of Eqs. (2) self-consistently determine
the noncondensate densityρ(r) via the equation

ρ(r) =
∑

q

[(∣∣uq(r)
∣∣2 + ∣∣vq(r)

∣∣2)n(Eq) + ∣∣vq(r)
∣∣2].

(3)

Above, q labels the set of radial, angular, and axial
quantum numbers (qr , qθ , qz) and n(Eq) =
(eEq/kBT − 1)−1 is the Bose–Einstein distribution
function containing explicitly the temperature depen-
dence of the system. It is worth noting the symme-
try property of the solutions to the HFB–Popov equa-
tions: (uq, vq ,Eq, qθ) ↔ (vq , uq,−Eq,−qθ ), which
may be used to slightly reduce the computational ef-
fort.

3. Numerical techniques

The nonlinear GP equation requires a numerical so-
lution for inhomogeneous systems. A very large num-
ber of eigensolutions has to be computed in order to
calculate the sum in Eq. (3) with sufficient accuracy.
Furthermore, the requirement of self-consistency in-
creases the computational challenge.

The procedure for solving Eqs. (1)–(3) is summa-
rized below:
• obtainφ(r) andµ from the Eq. (1),
• calculate the eigensolutionsuq , vq , and Eq from

Eqs. (2),
• compute the noncondensate densityρ(r) from

Eq. (3),
• iterate the process untilφ(r) and ρ(r) have con-

verged to predefined accuracies.
Due to the cylindrical symmetry, the quasiparticle

amplitudes can be separated to radial, angular and ax-
ial factors and, consequently, Eqs. (1)–(3) reduce to
solving computationally only the corresponding radial
equations. Dirichlet boundary conditions are set on the
boundaries of the computational region. The conden-
sate wavefunction vanishes also on the vortex axis due
to requirement of continuity. Periodic boundary condi-
tions are imposed in the axial direction, thus modeling
a system in the limit of a very weak axial trapping po-
tential.

The noncondensate densityρ(r) and the condensate
wavefunctionφ(r) are first initialized, either using an
educated guess or data obtained from previous compu-
tations. After an appropriate scaling of variables, the
GP equation for a fixed value ofµ is solved on an
evenly distributed real-space lattice, employing a re-
laxation method. A central finite-difference discretiza-
tion formula is applied to approximate the derivative
operator. In order to accelerate the convergence, we
use overrelaxation by choosing

φnew
i (r) = sφi(r) + (1− s)φi−1(r), (4)

where i labels the iteration cycle ands > 1 (s < 1)

is the over(under)relaxation parameter. After the con-
densate wavefunctionφ(r) has converged to the so-
lution, see Fig. 1, the total particle numberN =∫ [|φ(r)|2+ρ(r)]dr is computed. The chemical poten-
tial is then increased or diminished accordingly, and
φ(r) is recomputed. The procedure is repeated untilµ

is consistent with the fixed particle number.
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Fig. 1. Computed radial density distribution of the condensate
particles for a singly quantized vortex configuration atT = 50 nK.
Particles are radially confined by a harmonic trapping potential. The
condensate circulates around the cylinder axis and vanishes in the
vortex core. The computations are performed with the same physical
parameters as in Refs. [12,13].

Most of the CPU time is consumed in the computa-
tion of the matrix eigensolutions of the HFB–Popov
equations. We use high-order finite-difference dis-
cretization, combined with a fast band-matrix solver to
compute the quasiparticle eigenstates. The discretiza-
tion yields a nonsymmetric matrix with bandwidth
2j − 1, wherej is the order of the finite-difference
formula used. We solve the matrix eigenvalue problem
using theARPACK software [14] which implements an
implicitly restarted Arnoldi method.

In order to computeρ(r) with high accuracy,
see Eq. (3), also the contributions of high-energy
quasiparticle states have to be included. We take
into account the contributions of states withEq >

45h̄ω by using for them a local-density approximation
(LDA) [15]. In the LDA, the system is treated locally
as if it were homogeneous. At low temperatures (T �
Tc/10), the contribution of the LDA toρ(r) becomes
negligible, but for increasing temperature, the domi-
nant contribution to the noncondensate density is
given by the LDA. Fig. 2 shows the temperature
dependence of the total particle number as a function
of the radial distance from the vortex axis.

All equations are treated on an evenly spaced grid.
Typically, we use an eleven-point finite-difference for-
mula to discretize the HFB–Popov equations. This
is found to be rather optimal in view of accuracy
and computing time, which grows with increasing

Fig. 2. Temperature dependence of the total particle density as
a function of radial distance from the vortex axis. Below the
Bose–Einstein condensation temperatureTc ≈ 1 µK, the number
of particles in the condensate increases rapidly with decreasing
temperature. Note the finite noncondensate density on the vortex
axis. It is precisely this finite quantum depletion out of the
condensate which renders the vortex locally stable even in theT = 0
limit.

bandwidth of the discretization matrix. Depending on
the system, we need to calculate some 50 lowest
eigensolutions for each(qθ , qz)-combination. In to-
tal, this amounts to 104–105 eigenvalues to be com-
puted. However, since the execution time forARPACK

grows rapidly with the number of requested eigenso-
lutions, we only compute some 20 of them at a time.
The relative accuracy inEq is 10−4–10−7, the high-
lying states being the most precise. Part of the com-
puted quasiparticle excitation spectrum is displayed in
Fig. 3.

To obtain smooth convergence, we employ under-
relaxation, see Eq. (4), in updatingρ(r) between the
iteration cycles. As the lowest quasiparticle energyE0

tends to zero for decreasing temperature, the value of
the sum in Eq. (3) becomes highly sensitive to changes
in E0, due to the large derivative of the Bose factor at
E0. Consequently, the iteration may diverge unless the
equilibrium value is approached ‘adiabatically’. Gen-
erally it takes 5–20 iterations to find a self-consistent
solution for a given temperature. The criterion for ter-
minating the iteration is that the maximum relative
change inρ(r) andφ(r) are smaller than predefined
error tolerances.
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Fig. 3. Part of the quasiparticle excitation spectrum forqz = 0 (•)
and qz = 1 (◦) as a function of the angular-momentum quantum
number,qθ . The lowest collective mode(�) is positive, which
implies the vortex to be locally energetically stable. This particular
state makes the iteration a delicate process due to the sensitive Bose
factor, n(E0), at low temperatures. The lowest mode is intimately
related to the vortex precession around the vortex axis found in the
experiments [17,18].

The justification for the methods described above
has been verified using various validity checks. The
ground-state solution forφ(r) can be explicitly
checked to satisfy the GP equation with subsequent
numerical differentiation; the condensate wavefunc-
tion φ(r) is also obtained from the HFB–Popov equa-
tions withEq = 0. Furthermore, independent solutions
of both the HFB–Popov and GP equations have been
computed using shooting methods. The correct con-
vergence ofφ(r) andρ(r) is inspected both visually
and using different initializations and convergence cri-
teria.

4. Discussion

In conclusion, we have computed the structure and
the excitation spectrum for a vortex line in a di-
lute atomic Bose–Einstein condensate using a self-
consistent microscopic theory. An efficient numerical
scheme is employed. Further advance could be ob-
tained by applying the parallel version ofARPACK

software. We find locally energetically stable configu-
rations for all temperatures belowTc, implying that the
vortex state is (meta)stable within the self-consistent

theory used [13]. This result demonstrates the self-
stabilizing mechanism of the noncondensed gas al-
ways present in an interacting system. However, this
effect only appears within the self-consistent theories.
If the noncondensate is neglected as in the Bogoli-
ubov approximation, negative quasiparticle excitation
energies emerge, implying local energetic instability
of the vortex state [16]. The fact that the recent ex-
periments [17] support the prediction of the nonself-
consistent theories could be due to an insufficient ther-
malization in the vortex core. To improve comparison
with experiments, a fully 3D computation would have
to be performed. The method could also be applied,
e.g., to multi-component spinor condensates.
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