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1. Introduction

1.1 Motivation

In recent years, the interest in wireless Internet of Things (IoT) and Ambi-
ent Intelligence has increased significantly [1]. There are more and more
applications for embedded or wearable sensing devices forming a personal
area network. For example, the sensing devices could be monitoring the
environment, like the temperature, humidity or the level of lighting, or are
gathering information about the vital statistics of the user, like the heart
rate, body temperature or respiration rate. Due to the embedded nature of
these devices, they are often limited in their computational, communication
and power resources [1, 2]. Therefore, ambient backscatter communication
(AmBC) is seen especially effective in addressing the communication and
energy consumption issues for low-power IoT devices [3, 1]. In backscatter
communication, wireless nodes are communicating without any active
radio frequency (RF) components. Instead of generating the RF signal at
the node itself, the devices are capable of reflecting the incoming RF signal
back to the receiver, effectively becoming a modulator by changing the
amount of reflection [4, 5]. However, a major challenge is the presence of
the ambient signal at the receiver which interferes with the backscattered
signal.

Ambient Intelligence is based on collecting and using data from dis-
tributed sensing devices. While IoT has made it possible for things and
people to interact with each other any time and any place, at the same
time the security of IoT devices has become a concern [6, 7]. As the devices
are communicating with each other or to some coordinator, it is important
that the devices can trust each other. There should be sufficient protection
against confusing with other users’ devices or active eavesdropping.

The use of cryptographic methods in order to enforce security for the
connected devices is the conventional method. Due to the limitations in
electrical and computational power, this makes it difficult to implement
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and use complex security methods. Traditional security schemes are based
on public key cryptography to support confidentiality, data integrity and
authentication [8, 9, 10]. Public key cryptographic methods are asym-
metric as they use a public key to encrypt messages and a private key
to decrypt them [11]. Asymmetric cryptography has high energy and im-
plementation costs, as these methods rely on computational hardness to
provide security [12, 9].

A symmetric encryption method uses the same key for encryption and
decryption, but this raises the question of key distribution, as both parties
must have the same key [13]. Preconfiguring the secret keys, for example,
at the time of manufacturing the devices, does not scale well; adding
and removing devices may require updating the existing keys. Another
solution is to use a configuration system to deliver the keys to the devices,
but this approach is vulnerable to eavesdropping during the configuration
phase [14]. Due to the broadcast nature of wireless channels, this is
especially problematic for wireless IoT devices.

Alternatively, the secret key is distilled from the environment, e.g. using
the wireless channel as a source of randomness for secret key generation.
As wireless channels change in time, exploiting the randomness of the
fading channel provides information-theoretic security [15, 9, 2]. The
information for creating secret keys is extracted from random spatial and
temporal variations of the reciprocal wireless channel [10]. Even if the
eavesdropper has unlimited computational power, the same randomness of
the radio channel limits the information that an eavesdropper can get at
the bit level [9, 13].

1.2 Objectives and Scope

The scope of this thesis is on secure communication between IoT or personal
area network devices. Motivated by the importance of the security of
connected devices, this thesis studies both secret key agreement between
the connected devices and enhancing robustness of the communication link
in an AmBC setting. The aim is to investigate and develop a backscatter
device that mitigates the interference from the ambient transmitter and to
develop a method for secret key agreement that is suitable for IoT devices.

The building blocks forming the scope of this thesis are shown in Fig. 1.1.
The legitimate users use a key agreement protocol to obtain a shared secret
key, or they can use a learning based data obfuscation method to conceal
their communication. The secret key is obtained using wireless channel
as a source of randomness for key distillation and the users are using
backscatter communication when communicating with each other. The
figure is revisited in later chapters when each building block is discussed
in more detail.
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Figure 1.1. The scope of this thesis and the corresponding building blocks.

1.3 Contributions and Structure of the Thesis

This thesis contributes to secure IoT device communication in an AmBC
setting. The contributions are a novel two-way secret key agreement pro-
tocol, which provides complementary performance compared to protocols
known in the literature and a backscatter device design that decreases
substantially the direct path interference from the ambient transmitter.
In contrast to similar protocols known in the literature, the secret key is
gathered from error corrected parity bits, and not from legitimate users’
original bit strings. We analyse secret key generation between ambient
backscatter devices and show that the distance from legitimate users to
an eavesdropper is not alone a sufficient security guarantee. This is in
contrast with previous secret key generation methods where the distance
is the only safeguard and privacy amplification removes any information
that the eavesdropper overheard during the error correction phase.

The thesis is organized as follows. Chapter 2 provides an overview of
backscatter communications and introduces the corresponding modula-
tor and receiver components. Chapter 3 discusses secret key agreement
and key growing protocols and defines perfect and information-theoretic
security for one-way and two-way protocols. In addition, two common
key agreement models are discussed as well, the satellite setting and the
quantum key distribution (QKD) setting. The use of a wireless channel as
a source of randomness, and how to extract raw key material from channel
measurements are reviewed in Chapter 4. Furthermore, the properties
of a wireless channel which enable the randomness extraction are also
discussed in Chapter 4.

Chapter 5 presents the author’s backscatter device designs. Chapter 6
presents a novel two-way secret key agreement protocol and the corre-
sponding secret key rate analysis both in the satellite setting and in the
QKD setting. All building blocks from Fig. 1.1 are tied together to secure
IoT communication in AmBC setting in Chapter 7. Finally, conclusions
and potential avenues for future work are given in Chapter 8.
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1.4 Summary of the Publications

This thesis consists of an introductory part and six original publications.
In Publication I the link budget of a backscatter radio system is analysed
and Publication III proposed a method to substantially decrease the
direct path interference signal from the ambient transmitter. In Publica-
tion II we introduced a new secret key agreement protocol and analysed
its performance in the QKD setting. The same protocol is analysed in the
satellite setting in Publication V. Publication IV proposed a distributed
machine learning scheme to address the security aspects of distributed
sensing devices using AmBC. In Publication VI we proposed and analysed
a secret key agreement method for ambient backscatter devices.

Publication I conducts a comprehensive study including measurements
in different propagation environments, and a thorough simulation to val-
idate backscatter radio system’s link budget. The measurements were
done in an anechoic chamber, indoors in a corridor, and outdoors in a
parking lot using our own backscatter modulator. The results confirm the
link budget equations in a backscatter system with trivial error between
measurements and simulation.

In Publication II we proposed a new two-way secret key agreement
protocol based on advantage distillation, and collecting secret key from
parity bits. Two-way protocols are known to provide secret key rates
for considerably higher quantum bit error rates (QBER) than one-way
protocols. However, when QBER is low, only modest key rate gains have
been achieved, and this has been one of the major obstacles to using two-
way protocols. Under the assumption that the eavesdropper can only
perform individual symmetric attacks, our protocol achieves a secret key
rate that is higher than the information-theoretical bound limiting the
performance of any one-way protocol.

Publication IV investigates the performance of the machine learning
based distributed data obfuscation scheme with respect to communica-
tion range, impact on challenging communication environments, power
consumption, and the backscatter hardware prototype. The author’s con-
tribution to Publication IV was to design the backscatter devices and
antennas used in the experiments.

In ambient backscatter communications, the direct signal from the
ambient transmitter can be several orders of magnitude stronger than
the backscattered one. In Publication III we proposed a polarization-
conversion based method to substantially decrease the direct path interfer-
ence from the ambient transmitter. The backscatter device changes the
polarization of the ambient signal from linear to circular. The receiver an-
tenna is a circularly polarized patch antenna with a 180◦-hybrid to obtain
the difference between the left- and right-hand polarized fields. Ideally,
this receiver antenna and 180◦-hybrid combination would completely re-
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move the linearly polarized direct path and reflected components. We
showed that in an anechoic RF chamber, our proposed set-up could achieve
more than 25 dB isolation between the backscattered component, and the
ambient component for narrowband signals.

The secret key agreement protocol introduced in Publication II is con-
sidered in the satellite setting in Publication V. In the satellite setting
the legitimate users and an eavesdropper each decode bits from noisy
signals received from a source in their environment. A key agreement
protocol in the satellite context could be used to provide secret keys to IoT
type devices, which are often limited in computational or electric power.
We analysed the mutual information acquired by the eavesdropper from
exploiting the original eavesdropped information together with the infor-
mation leaked during the distillation protocol, as well as the achieved
key rate. Comparing with the Parity-Check Protocol (PCP) known in the
literature, our protocol provides complementary performance.

In Publication VI we analysed secret key generation between ambient
backscatter devices where the channel between an ambient transmitter
and the backscatter devices is used as a source of randomness. We analysed
the eavesdropper’s mutual information based on fundamental principles,
and we used state-of-the-art wireless channel models from the 3rd Gen-
eration Partnership Project (3GPP) to model the radio channel between
an ambient transmitter and the backscatter devices. We show that even
in non-line-of-sight channels the distance from legitimate users to an
eavesdropper being larger than a few wavelengths is not alone a sufficient
security guarantee. This is in contrast with previous secret key generation
methods, where the distance is assumed to prevent the eavesdropper from
having any information about the key prior to error correction. Our simu-
lations show that a distance based approach is too optimistic, and there
is a possibility that the eavesdropper still knows a substantial part of the
final key. We show how the legitimate users can estimate the eavesdrop-
per’s knowledge, and trade off between the achievable key rate and the
eavesdropper’s knowledge of the final key.
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2. Backscatter Communications

2.1 Introduction

In backscatter communication wireless nodes are communicating without
active RF components [3]. This concept was first introduced by Stockman
in 1948 [16]. It has since been studied and used in low-power and short-
range wireless communication systems, for example in radio-frequency
identification (RFID) technology. The principal idea in backscatter com-
munication is to modulate the incoming RF signal and reflect it back to
the receiver instead of generating the RF signal locally [4, 5]. Detect-
ing the backscattered signal at the receiver may be a challenging task
as the backscattered signal levels are usually very low and the signal
source whose signal is backscattered is present at the receiver causing
interference.

The lack of active RF components decreases the number of components
which in turn decreases costs and energy consumption. The decreased
energy consumption makes energy harvesting methods a viable solution to
power the devices. Backscatter communication is therefore an appealing
physical layer communication building block for low power IoT devices, as
shown in Fig. 2.1.

2.2 Backscatter Communication Systems

Three types of different backscatter communication system configurations
are considered in the literature [17], [1]. These configurations are monos-
tatic, bistatic collocated and bistatic dislocated backscatter communication
systems.
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Figure 2.1. Backscatter communication as a physical layer communication method in the
scope of secure AmBC.
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Figure 2.2. Three main configurations of backscatter communication system.
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2.2.1 The Monostatic Backscatter Communication System

The transmitter and the receiver share a common antenna in the monos-
tatic backscatter communication system (MBCS). This architecture has
two main components: a backscatter device, and a reader as shown in
Fig. 2.2, part (a). The backscatter device modulates the received RF signal
from the reader and reflects the modulated signal back to the reader. As
the link from the RF source to the device, and the link from the device back
to the reader are identical paths, the slow fading phenomena may cause
severe path loss to the received signal. The received modulated backscatter
power PR at the reader is given by a linear-scale link budget [17]:

PR =
PTG

2
TRG

2
BCλ

4X2M

(4πr)4Θ2B2FMBCS
, (2.1)

where PT is the power of the unmodulated carrier transmitted from
the reader, GTR and GBC are the load-matched free-space gains of the
full-duplex antennas of the reader and the backscatter device. The polar-
ization mismatch is X, M is the modulation factor, Θ implies the on-object
gain penalty of the backscatter device, B indicates the path-blockage loss,
FMBCS is the monostatic backscatter fade margin, and r is the distance
between the reader and the backscatter device.

While this configuration has a drawback of self-interference, the MBSC
architecture is predominantly used in commercial RFID readers. The
monostatic configuration suffers also from round-trip path loss [18], and
if the backscatter device is located far from the reader, it experiences
higher outage probability due to signal loss between the reader and the
backscatter device [1].

2.2.2 The Bistatic Collocated Backscatter Communication
System

The transmitter and the receiver are separated in the bistatic collocated
backscatter communication system (BCBCS). This configuration is shown
in Fig. 2.2, part (b). The antenna for transmitting and receiving are
collocated within a few wavelengths apart, marked as distance rs in Fig. 2.2,
part (b). As the forward link and backscatter link are slightly dissimilar,
BCBCS can improve round-trip path loss compared to MBSC. The linear-
scale link budget in BCBCS configuration for the received modulated
backscatter power, PR is given by [17]:

PR =
PTGTGRG

2
BCλ

4X2M

(4πr)4Θ2B2FBCBCS
, (2.2)

where GT and GR stand for the load-matched, free-space gains of transmit-
ter and receiver antennas, respectively, and FBCBCS indicates the bistatic
dislocated fade margin. Considering equations (2.1) and (2.2), two main
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Figure 2.3. Ambient backscatter communication system operating principle.

differences are observed. The antenna gains for the transmitter and the
receiver can be different as they are separated, and since the small scale
fading on forward and backscatter paths are different in comparison with
the monostatic case, the bistatic fade margin FBCBCS is applied in this
configuration.

2.2.3 The Bistatic Dislocated Backscatter Communication
System

The transmitter and receiver are freely located in the bistatic dislocated
backscatter communication system (BDBCS). This configuration is shown
in Fig. 2.2, part (c). The linear-scale link budget in BDBCS for the received
modulated backscatter power is calculated by:

PR =
PTGTGRG

2
BCλ

4XfXBCM

(4π)4r2fr
2
BCΘ

2BfBBCFBDBCS
, (2.3)

where rf is the forward path from the transmitter to the device and rBC is
the backscatter path from the device to the receiver. Xf and XBC indicate
forward link and backscatter link polarization mismatches, respectively,
and Bf and BBC are the forward link and backscatter link path-blockage
losses. FBDBCS symbolizes the bistatic dislocated small-scale fading loss.
In (2.3), GBC is calculated as the average RF device gain. The reason
being, the angle-of-arrival and angle-of-departure are dissimilar for a wave
entering to the device and leaving the device [17].

2.2.4 The Ambient Backscatter Communication System

In MCBS and BCBCS backscatter systems, the device usage and coverage
area are limited by the requirement that the backscatter device needs to
be near the RF source [1]. As the conventional backscatter systems operate
passively, a backscatter device can transmit only when the backscatter re-
ceiver is inquiring it, and this also limits the communication performance.

AmBC systems can effectively address these limitations [19]. In AmBC
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systems, the backscatter devices utilize the surrounding signals from am-
bient RF sources, e.g. terrestrial TV or FM radio transmitters, cellular
mobile stations, or wireless local area network access points [1]. A backscat-
ter device modulates the ambient signal that is impinging its antenna and
the receiver sees the message on top of the ambient signal, as illustrated in
Fig. 2.3. In this case, the backscatter system does not need a dedicated RF
signal source. Therefore, the AmBC system can be seen as an extension to
the bistatic system. It is challenging to detect the backscattered signal at
the receiver because the signal levels are usually very low and the signal
from the ambient transmitter is present at the receiver as well, causing
interference. However, as the backscattered signal is superimposed to the
ambient signal, it is important that the backscattered signal is not causing
interference for the original users [1].

2.3 The Backscatter Modulator

As the backscatter devices do not have any active RF components, they
need some other method in order to transmit information. The devices
are capable of reflecting the incoming RF signal back to the receiver,
effectively becoming a modulator by changing the amount of reflection.
The modulators are said to be passive, if the modulator draws the energy
it needs to operate from the RF signal it receives or is using some other
energy harvesting method to power itself. A semi-passive modulator is
using a battery to provide all or some additional power to the modulator [1].

One possible modulator implementation uses a switch connected to an
antenna. Depending on the position of the switch the incoming RF signal
is either absorbed in a terminating resistor or the switch is short-circuiting
the antenna, resulting in a total reflection of the incoming RF signal. In
general, this type of modulator selects one complex impedance out of a set
of predetermined impedances. In the case of a matched impedance and a
short circuit, this produces on-off-keying (OOK) modulation. More complex
modulations, including phase and amplitude modulations, are possible
with a suitable choice of complex impedances. Assuming the antenna
is matched to characteristic impedance Z0, then the complex reflection
coefficient Γ is [20, p.57]

ΓA =
ZA − Z0

ZA + Z0
, (2.4)

where ZA is the selected impedance. In case of two different impedances
ZA and ZB, the modulation factor M in (2.1), (2.2), and (2.3) is [17]

M =
1

4
|ΓA − ΓB|2 . (2.5)

If the impedance ZA = Z0, and ZB = 0, i.e. a short circuit, then ΓA = 0

and ΓB = −1, correspondingly. In this ideal case, the modulation factor
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M = 0.25. The maximum value for M is 1, that is achieved when ΓA = 1

and ΓB = −1, corresponding an open circuit and a short circuit.
Antennas also have a structural mode in addition to the antenna mode [21].

The structural mode does not cause currents at the antenna feed and thus
are rescattering the incoming signals. This rescattering is not part of the
signal modulated by the backscatter modulator, but rather appears as a
constant background backscattered signal at the receiver.

A diode was used as a switching element in [17], realizing a single pole
switch. A diode acts as a current controlled switch, a current flowing
through the diode sets it in a conducting state [20, pp.530-532]. However,
the current required to keep the diode conducting could be relatively
high, e.g. around 1 mA. For a passive modulator this amount of current
consumption is usually too high. Several works are using an integrated
RF switch component instead of a diode [19, 22, 23, 24]. In [22] ADG919
RF switch was used, requiring less than 1 µA to operate [25]. An M -PSK
modulation method was proposed in [23] and a 4-PSK modulator was
implemented using a four pole RF switch. A backscatter modulator using a
quarter-wavelength transmission line as a delay element with switches at
both ends to realize binary phase shift keying (BPSK) modulation is used
in [26].

In [27] the authors used pulse shaping to generate the modulating wave-
forms, instead of selecting between predetermined impedance values. Us-
ing continuously variable antenna load instead of switching e.g. between
two discrete values, significantly decreases the required bandwidth per
backscatter modulator. Out-of-band emissions are also suppressed with
the use of pulse shaping and this in turn helps to meet regulatory limi-
tations [27]. This method was further utilized in [28], where a single RF
transistor connected to a microstrip antenna array was used to modulate a
24-28 GHz millimetre-wave signal. The authors demonstrated that it is
possible to achieve high-order modulations, e.g. 16-QAM, and data rates
up to 2 Gbits/s using only a single transistor even at very high frequencies.

The modulator can utilize multiple polarizations and change antenna
polarization according to the modulating message. A modulator that is
using four different polarization directions is proposed in [29].

A semi-passive modulator is proposed in [30] that uses a reflection ampli-
fier instead of a load resistor. A battery powered microcontroller biases a
tunnel diode to modulate and amplify the incoming RF signal. A substan-
tial 34 dB return gain is reported when reflecting back a 5.45 GHz signal
while using only 45 µW power.
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2.4 The Ambient Backscatter Receivers

Receiving and demodulating the transmitted data at the AmBC receiver is
a challenging task for two reasons. The backscattered signal is weak and it
is received together with the unknown modulated ambient signal, and the
ambient signal also contains information of its own [19, 31]. The ambient
signal appears as direct-link interference (DLI) at the AmBC receiver, as
shown in Fig. 2.3. Compared with RFID systems where the DLI signal is
an unmodulated carrier frequency, in AmBC systems the removal of DLI
signal is more complicated [31].

In cooperative AmBC, the receiver is able to acquire information about
the ambient signal before the signal detection, and therefore the receiver
can cancel the ambient signal prior detecting the backscattered sym-
bols [32]. In non-cooperative model the AmBC receiver has very limited
amount of information about the ambient signal, or none at all [32]. Sev-
eral methods have been proposed to mitigate the effect of the DLI signal.
In [33] the receiver has two antennas and the ratio of the received sig-
nals is used to cancel DLI out. The repeating structure of an orthogonal
frequency division multiplexing (OFDM) signal is used to tackle the DLI
problem in [34].

The receiver can work either in a coherent or non-coherent mode when it
is decoding the received symbols. In coherent mode the phase information
of the received pulse is available at the receiver, whereas in non-coherent
detection it is not [35, Ch. 10.3, 10.11]. Comparing BPSK and amplitude
shift keying (ASK) modulations, ASK needs 3 dB more pulse energy than
BPSK for the same performance [35, p. 521]. Decoding BPSK or any
other modulation that uses phase information requires the use of coherent
detection. However, non-coherent detection only needs a filter matched to
the RF pulse, an envelope detector, sampler and a comparator for making
the detection decision [35, p. 581].

The use of a coherent receiver would require a pilot assisted channel
estimation and coordination between the ambient and backscatter sys-
tem [31]. Therefore, to eliminate the complex task of channel estima-
tion, a non-coherent receiver has been proposed in a number of works
[19, 36, 37, 38, 39, 40, 41, 42]. Because the phase information is not avail-
able when using non-coherent detection, this results in a performance loss
compared with coherent detection [32]. Furthermore, if the backscatter
devices are communicating with each other in a device-to-device (D2D)
manner, the backscattered information should be decodable without using
power or computationally hungry components, such as analogue-to-digital
converters (ADCs) or oscillators [19].

33



Backscatter Communications

2.5 Receiver implementations

The original idea behind the first AmBC receiver was that if the infor-
mation rate of the backscatter device is lower than that of the ambient
signal, the receiver can use averaging to extract the backscattered in-
formation [19]. The adjacent samples in the ambient signal are more
uncorrelated than the corresponding samples in the backscattered signal.
Therefore, averaging the received signal over multiple samples of the am-
bient signal removes the wideband variations, as the ambient signal is
treated as noise [19, 33]. The drawback of this method is that it requires
digital samples from an ADC and some digital signal processing in order
to work, which can use a large amount of power. As an alternative, an
analogue envelope detector and averaging circuit together with a threshold
circuit and a comparator are used instead to generate output bits from the
received signal in [19]. The averaging also limits the transmit rate of the
backscatter device. If the receiver averages the ambient signal over one
millisecond, then the maximum rate would be 1 kbps [33].

The authors in [33] used two receiving antennas, individual envelope
detectors, and an analogue divider to have a fraction representing two dif-
ferent levels, depending on whether the backscatter device was reflecting
or absorbing the ambient signal. This method is named as µmo Decoding,
and it does not use any digital computation nor does it need channel es-
timation. A backscatter device using differential modulation was used in
conjunction with a maximum likelihood (ML) detector in [43, 36]. A com-
plete analogue backscatter device and sensor design is used to modulate
FM broadcasts and the resulting signal can be received by any off-the-shelf
FM receiver [22].

The backscatter symbol period is matched to the OFDM symbol period
of the ambient transmitter in [34]. The backscatter device either makes a
state change in the middle of an OFDM symbol or keeps the state, corre-
sponding to information bits 1 and 0. This signal detection method is able
to cancel out DLI by exploiting the repeating cyclic prefix structure [34].
This approach requires that the backscatter device knows the timing of
OFDM symbols and can time its own transmission accordingly.

The backscatter device is also synchronized to the ambient OFDM signal
in [40]. The backscatter device shifts the spectrum of the backscattered
signal to null subcarriers of the OFDM signal when the transmitted bit
is 1. Therefore, an energy detector can be used at the receiver to listen to
the null subcarriers to decode the backscattered signal [40].

An ML detector which does not require a priori knowledge about the
channels or ambient symbols is presented in [31]. A backscatter transmit-
ter and receiver pair suitable for D2D communication is presented in [23].
The devices use M -PSK modulation in order to increase the data rate.

The bit error rate (BER) is enhanced by the use of transmission repe-
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Table 2.1. Reported transmission rates and ranges.

Rate Range Frequency Modulation Reference

1 kbps 0.76 m outdoor 539 MHz ASK [19]

0.46 m indoor

1 Mbps 25 m 539 MHz ASK [33]

20 kbps 0.76 m 539 MHz 4-PSK [23]

titions that also helps to filter out WiFi carrier fluctuations in [44]. The
joint detection of both ambient and backscattered signal from a low-density
parity-check (LDPC) encoded transmission is considered in [45].

Achieved transmission rates and ranges are presented in Table 2.1 for
three cases that are reasonably simple to implement and are suitable for
D2D communication.

2.6 Intelligent Reflecting Surfaces

Intelligent reflecting surfaces (IRS) can be used to enhance the communi-
cation between users [46]. An IRS is made from many small and low-cost
reflecting units that are able to reflect the incoming RF signal with an
adjustable phase shift. Like backscatter communications, the IRS does
not need active RF components, but it needs a controller that is working
in conjunction with either the transmitter or receiver [47]. The signal
from the transmitter is reflected by an IRS and can add constructively or
destructively with the direct signal at the receiver, either enhancing the
wanted signal or suppressing the unwanted signal [46]. Unlike backscatter
communications, an IRS is only assisting the signal transmission, it does
not usually send any information of its own [47].

However, an IRS is used to aid backscatter communications in [48],
where the transmitted signal is split in two. The first part is the message
signal and the second part is an unmodulated carrier signal. In addition
to suppressing unwanted signals at the receiver, such as DLI, an IRS can
be used to put an eavesdropper at a disadvantage compared to legitimate
users [46]. This is done by causing the signal power seen by the eavesdrop-
per to decrease. While IRS is a somewhat similar technique compared to
backscatter communications, it does have added complexity as it needs a
separate controller to operate. Therefore, backscatter communications is
better suited for D2D applications. A comprehensive survey towards smart
wireless communications using IRS is presented in [49].
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3. Secret Key Agreement and Key
Growing Protocols

3.1 Introduction

If two parties, say Alice and Bob, want to communicate in the presence
of an eavesdropper Eve, Alice and Bob need to use some cryptosystem to
make it as hard as possible for Eve to get information about the messages.
Several cryptosystems have been developed and are in use, but according
to Kerckhoffs’ principle, the security of the cryptosystem should only rely
on the secrecy of the key and not the secrecy of the algorithm [50, p.16].
Perfect secrecy is achievable in the form of the one-time pad (OTP), but
it requires that a key is used only once, and that the key is at least as
long as the message [50, pp.16-17]. Even if Alice and Bob are not seeking
perfect secrecy, they still need a method in order to distribute the secret
key between themselves.

Secret key agreement protocols address the key distribution problem
by letting Alice and Bob generate and agree on secret keys when needed
without involving any third party to distribute the keys. This is a useful
approach for devices that are limited in computational or electric power, or
they lack a method in order to communicate with a third party. Therefore,
secret key agreement and key growing protocols are an integral part of
secure ambient backscatter communication, as illustrated in Fig. 3.1 in
the scope of this thesis.

3.2 Perfect Secrecy

Perfect secrecy introduced by Shannon in 1949 is the strongest security
scheme [51]. It requires that the message W and the signal Zn carrying
the message and possibly observed by an eavesdropper are statistically
independent,

∀w ∈ W, ∀zn ∈ Zn pWZn (w, zn) = pW (w)pZn(zn), i.e., I(W ;Zn) = 0 (3.1)
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Figure 3.1. Secret key agreement as an integral part of secure AmBC.

where I(W ;Zn) is the mutual information between the message and the
signal [52]. If (3.1) is written as pW |Zn(w|zn) = pW (w) it shows that an
eavesdropper cannot do better than guess the message at random accord-
ing to pW . Perfect secrecy also ensures that every message induces the
same statistical distribution of the eavesdropper’s observation, as shown
when (3.1) is written as pZn|W (zn|w) = pZn(zn) [52]. Some randomization
is required for perfect secrecy to hold, as W cannot be a function of Zn [52].
The aforementioned OTP offers perfect secrecy. However, for practical
settings perfect secrecy is not easily achieved, as it requires a new key for
each message exchange.

3.3 Information Theoretic Security

Information-theoretic security aims to offer a framework in which the
security of information flows can be measured and enforced by using sig-
nalling and coding mechanisms [52]. By controlling the rate of information
leakage, secure communication is possible through noisy channels, first
proven in Wyner’s original wiretap channel model [53]. The eavesdropper
Eve observes the communication between the honest parties, Alice and
Bob, through a wiretap channel, that is degraded in comparison with the
original channel. Controlling the information leakage rate is referred to
weak secrecy [52]. The wiretap model and the results were later general-
ized by Csiszár and Körner [54] and in [55] the eavesdropper was allowed
to select which subset of the original message to observe. In all these
models, secure communication is possible only if Eve is at a disadvantage
compared with Alice and Bob.

38



Secret Key Agreement and Key Growing Protocols

3.3.1 Weak Secrecy

By controlling the rate of information leakage, perfect secrecy (3.1) is
replaced by Wyner’s weak secrecy [53]

1

n
I(W ;Zn) ≤ ϵ for some suitably small ϵ > 0. (3.2)

The relative entropy D(pWZn ∥ pW pZn) [56, p.250] between the joint distri-
bution pWZn and the product of marginals pW pZn can be used to express
the mutual information in (3.2). Weak secrecy is a measure of information
leakage rate, measuring how many bits about the message W are leaked
per symbol of the signal Zn [52]. It is therefore possible to achieve weak
secrecy and to leak many bits of information regardless of how small the
parameter ϵ > 0 is [57].

3.3.2 Strong Secrecy

Strong secrecy, introduced by Maurer [58], measures the amount of leaked
information instead of the information leakage rate, strengthening the
security guarantee [52]. Weak secrecy (3.2) is strengthened by dropping
the normalization 1

n , resulting

I(W ;Zn) ≤ ϵ for some suitably small ϵ > 0. (3.3)

Writing (3.3) as EW (D(pZn|W ∥ pZn)) ≤ ϵ shows that strong secrecy is
dependent on the message distribution pW [52]. It is still possible that
some messages are poorly protected even if D(pZn|W=w ∥ pZn) is large
while pW (w) is small [52].

3.3.3 Semantic Secrecy

Semantic secrecy requires that strong secrecy holds regardless of the
distribution of the message pW . Semantic secrecy is named after semantic
security known in standard cryptography [59].

max
pW

I(W ;Zn) ≤ ϵ for some suitably small ϵ > 0. (3.4)

Under semantic secrecy, an eavesdropper cannot do better than randomly
guess any function of the message W [59]. Semantic secrecy can be made
even stronger by making ϵ disappear with n [52].

3.3.4 Universally Composable Security

Cryptographic protocol settings were traditionally considered in a model
where a single execution of the protocol is taking place and the only in-
volved parties are those using the protocol. Allowing relatively concise
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Figure 3.2. Principle of composable security.

problem statements and simplifying the design and analysis of protocols,
this model does not necessarily capture the present-day security require-
ments of cryptographic protocols in networked environments [60]. Instead
of stand-alone execution, these protocols may run concurrently with any
number of copies of itself or in combination with any other protocols. The
protocols may be executed by the involved parties or other parties and the
local outputs of a protocol may be used in an unforeseen way [60].

Canetti proposed the universally composable security framework that is
a general purpose model for the security analysis of cryptographic proto-
cols [61]. A protocol proven secure in the universally composable frame-
work is guaranteed to maintain its security even when multiple copies of
it are used in multi-party, and multi-protocol environments, a guarantee
provided by a general composition theorem [60, 61].

In the universally composable framework, a real-life model is first created
to represent the process of protocol execution in a real-life environment.
The next step is to formulate a corresponding ideal process to carry out
the same task. The protocol under examination is said to securely realize
the ideal task if running the protocol in real-life model produces the same
result as running the ideal task [61]. This is illustrated in Fig. 3.2 where
the same task is the input to both real-life and ideal models and the results
are compared afterwards. The universal composition theorem states that
running the protocol in the real-life modes has the same effect as running
the protocol in an ideal model [61].

A secret key is considered secure if the difference between the key pro-
duced in real-life environment and a perfect key from an ideal process is
smaller than some predetermined ϵ. Therefore, the maximum probability
that the produced key differs from a perfect key is ϵ [62]. The secret key
can now be securely used in any arbitrary context.

3.4 Source and Channel Models in Secret Key Agreement

Two main models exist for secret key agreement: source model and channel
model [63, 64, 52]. In the source model Alice and Bob have the n i.i.d
symbols of random variables X and Y while Eve observes the n i.i.d.
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symbols of a random variable Z. It is assumed that these random variables
are distributed according to a joint probability mass function pXYZ(x, y, z),
i.e. these random variables are dependent, for x ∈ X , y ∈ Y and z ∈ Z,
where X ,Y, and Z are finite sets [52]. Alice and Bob exchange public
messages F1,k over an authenticated channel in order to be able to extract
a secret key S. The key should be the same for Alice and Bob with high
probability while Eve’s information (Zn, F1,k) should be as small as possible.
Applying the weak secrecy constraint (3.2) to source model

1

n
I(S;Zn, F1,k) ≤ ϵ . (3.5)

The secret key rate is defined as RS = 1
nH(S) and the supremum of all

achievable key rates is defined as the secret key capacity S(X;Y ∥ Z) for
the source model. The secret key capacity is upper and lower bounded as
follows [63], [64]

I(X;Y )−min {I(X;Z), I(Y ;Z)} ≤ S(X;Y ∥ Z) ≤ min {I(X;Y ), I(X;Y |Z)} .
(3.6)

The key rate capacity is lower bounded by using one-way communication.
There are two lower bounds as it is possible to communicate in two different
directions [52].

In the channel model either Alice or Bob can control the sequence Xn

that is the input to a discrete memoryless channel (DMC). The other user
observes Y n and Eve observes Zn. The sequence Xn does not have to be
i.i.d, as in the source model. A public, authenticated channel is available
to Alice and Bob like in the source model. The channel model can then be
regarded as a wiretap channel [53] with an additional public channel [52].
Using the same secrecy and reliability constraints with the channel model
that were used for the source model the channel model achieves the same
secret key rates as the source model [52]. This is because the channel
model is more general than the source model. Similar upper bounds can
be found for the channel model as for the source model, but due to the
generality of the channel model, finding the secret key capacity for it will
be harder [52].

To achieve strong secrecy from weak secrecy requires three main steps:
advantage distillation, information reconciliation, and privacy amplifica-
tion [52]. These steps are discussed next.

3.5 Advantage Distillation

If Alice and Bob use multi-round communications, they can gain an ad-
vantage over Eve. Even if Eve originally has a better channel than Alice
and Bob, they can concentrate their efforts to those parts of X and Y

they both received reliably [52]. Advantage distillation allows Alice and
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Figure 3.3. Principle of source coding with side information.

Bob to achieve non-zero secret key rates that would be impossible with
one-way communication only [63]. Feedback is used to improve the secret
key rate [52].

3.6 Information Reconciliation

Let us now assume that Alice has a sequence of bits x of length n and Bob
has a possibly erroneous version y. Even without knowing Bob’s codeword,
Alice can send some information to Bob through the error free channel, so
that Bob can correct his errors. This problem can be seen as an example
of source coding with side information as illustrated in Fig. 3.3, where X

is the source, Y is the side information the decoder has and nmin is the
amount of error correction information that Alice sends to Bob.

The Slepian-Wolf Theorem [65] considers lossless compression of two
correlated data streams, which is a form of distributed source coding (DSC)
problem [65]. As a special case, Slepian-Wolf also considers the question
of source coding with side information. Let us assume that X is length n

i.i.d random binary sequence and Y its image received through a binary
symmetric channel (BSC). Slepian-Wolf theorem then tells us that if the
decoder knows Y perfectly then given any ϵ there exists an n0 such that
for all n > n0 we only need to send H(X|Y ) bits to the decoder so that it
can recover X with error probability less than ϵ. This can be achieved even
when the encoder does not know Y , but only the transition probability
between X and Y . In the case where X is i.i.d with equal probabilities
for 1 and 0, we have that H(X|Y ) = nh(p), where h is the binary entropy
function and p is the transition probability

h(p) = −p l g2 p− (1− p) l g2(1− p) . (3.7)

When we let n become arbitrarily large, the probability that all errors in
Bob’s word will be corrected with nmin = nh(p) bits will approach 1. Hence,
if Y ′ is Bob’s random sequence after the error correction, then P (X ̸= Y ′)
can be pushed arbitrarily close to zero.
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3.7 Privacy Amplification

After the information reconciliation phase the errors in Bob’s key string
are corrected or Alice and Bob have otherwise obtained a common key
string. However, the key string cannot be used as a secret key before Eve’s
information about that key string is removed. Privacy amplification is
used to distil secret shared information from a larger, partially secret body
of shared information [66, 62]. Alice and Bob have a random variable W ,
an n-bit string of which Eve knows a correlated random variable V . Eve
knows at most t < n bits of information about W , i.e. H(W |V ) ≥ n− t. The
probability distribution PWV is usually not known to Alice and Bob, but
they may know PW . Classical privacy amplification was first introduced
by Bennet, Brassard and Robert [67] and further analysed in [66]. The
privacy amplification is performed using either universal hash functions
or randomness extractors [67, 66, 68, 69].

3.7.1 Universal Hash Functions

Alice and Bob can use a universal hash function g : {0, 1}n → {0, 1}r
where n > r from a class G of functions to produce a secret key K = g(W )

of which Eve should have as little information as possible, given V and the
choice of g [62, pp.40-41].

Given two finite sets A and B, a class G of functions A → B is universal if
for any distinct x1 and x2 in A, the probability that g(x1) = g(x2) is at most
1/|B| when g is chosen uniformly at random from G [70]. Furthermore, the
notation 2-universal is used to emphasize that this definition constrains
the behaviour of class G to only pairs of elements of A [70]. For example
A = GF (2)m and B = GF (2)n where m > n G is the space of all linear
mappings between A and B.

3.7.2 Randomness Extractors

A randomness extractor is a function that generates a highly random and
independent output U from a partially secret source X of length n together
with a short uniformly distributed random string Y of length d [68, 71].

A function Ext : {0, 1}n × {0, 1}d → {0, 1}m is a strong (k, ϵ)-extractor
if for every X with minimum entropy k and independent and uniform
random string Y on {0, 1}d [69, Definition 1.2],

(Ext(X,Y ), Y ) ≈ϵ (Um, Y ) . (3.8)

Even if Eve learns Y , the output of the strong extractor is close to uni-
form [69].
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3.8 One-way and Two-way protocols

A one-way protocol begins with an error correction phase. At the beginning
Alice has a length L bit vector x and Bob has a possibly erroneous version
y of x. Alice and Bob then communicate through an authenticated and
error free channel, correcting the errors in Bob’s vector y. Eve can listen,
but not alter, this communication. After the error correction phase, Bob’s
codeword can be modelled as a random sequence Y ′, where P (X ̸= Y ′) < ϵ,
for some predetermined ϵ. Based on the observed error probabilities and
the amount of information leaked during the error correction phase, Alice
and Bob can now estimate how much information Eve has of X. In order
to erase this information Alice and Bob execute a privacy amplification
protocol. They use a randomly selected 2-universal hash function [50,
p.88], to map their sequences X and Y ′ to length Lfin bit-sequences K and
K ′, where K is a binary i.i.d sequence with equal probabilities of 1 and 0.
The probability density function after the error correction and privacy
amplification protocols is p′(K,K ′, Z ′). Here Z ′ represents Eve’s original
random variable Z and all the additional data she has managed to acquire
during the execution of the error correction and privacy amplification
protocols, including the choice of the hash function. The constant Lfin was
selected such that I(K;Z ′) < ϵ.

A key distribution protocol achieves a key rate S if for every ϵ we can
find L(ϵ) so that for all L > L(ϵ) we have that

P (K ̸= K ′) < ϵ ,

I(K;Z ′) < ϵ , and
nfin

n
≥ S − ϵ . (3.9)

The secret key rate of a two-way protocol is defined similarly, but the
process does not begin with an error correction phase. Instead, Alice and
Bob use two-way classical communication and agree on keywords k and k′

so that the corresponding random variables satisfy

P (K ̸= K ′) < ϵ ,

I(K;Z ′) < ϵ , and

I(K ′;Z ′) < ϵ . (3.10)

General upper and lower bounds for a secret key rate are given by ([72,
Lemma 1] and [63, Theorem 2]). This definition corresponds to the strong
secrecy key rate. Remarkably, weak and strong secrecy are equivalent
under two-way communication [73]. For any finite probability distribution
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P (X,Y, Z) we have the secret key rate bounds

I(X;Y )−min(I(X;Z), I(Y ;Z)) ≤ S(Z;Y |Z)

≤ min(I(X;Y ), I(X;Y |Z)) .
(3.11)

Here the lower bound is a result of one-way communication. However, the
achievable key rates for two-way protocols seem to be less well-known.

3.9 Satellite Setting

The satellite setting [63] is an example of the source model secret key
agreement method [52], where a source is broadcasting a signal in the
form of a sequence of uniformly distributed random bits U . This is a
method of secret key agreement using two-way communication over a
public channel, starting from some correlated information [74, 63]. Alice,
Bob, and Eve receive these bits through three independent BSCs CA, CB

and CE , with corresponding error probabilities ϵA, ϵB, and ϵE [63]. The
error probabilities depend on the quality of reception and while Alice
and Bob may have fixed sized antennas, nothing prevents Eve having a
better antenna than Alice or Bob. Therefore, Eve’s error probability ϵE
may be much lower than Alice’s or Bob’s error probabilities. Even if Eve’s
channel is better originally than Alice’s or Bob’s, they can use advantage
distillation to concentrate only on those bits that they both received reliably
and throwing away the rest. The parity-check protocol (PCP) by Maurer is
one such protocol using the advantage distillation method to collect secret
key [63, 72].

In order to get meaningful results, one has to assume that Eve’s resources
are somehow limited, and she cannot receive the bits from the satellite
without errors [72]. It is also assumed that Eve is a passive adversary.
She cannot alter the bits that Alice and Bob are receiving, and she cannot
tamper with their communication. If Alice and Bob start with a short
shared secret key, they can authenticate their communication and prevent
Eve from interfering [72]. The satellite setting is illustrated in Fig. 3.4
showing the independent channels from the satellite to Alice, Bob, and Eve
and the public channel between Alice and Bob.

Let X be Alice’s bit string, Y Bob’s, and Z is Eve’s bit string received
through the channels CA, CB and CE , respectively. The probability distri-
bution PXiYiZi is defined in [63] as

PXiYiZi|U = PXi|U PYi|U PZi|U , (3.12)

where

PXi|U (x, u) =

{︄
1− ϵA, if x = u

ϵA, otherwise,
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Figure 3.4. Principle of satellite setting showing three independent channels from the
satellite source and an untamperable public channel between legitimate users.

PYi|U (y, u) =

{︄
1− ϵB, if y = u

ϵB, otherwise,

PZi|U (z, u) =

{︄
1− ϵE , if z = u

ϵE , otherwise.

Due to the independence of the channels CA, CB and CE , the knowledge of
the positions of bits reliably received by Alice and Bob does not give Eve
any information about the values of these bits [63].

Following [63], after N consecutive uses of the satellite channel Alice has
a length N i.i.d binary sequence with equal probabilities for 1’s and 0’s and
Bob’s sequence Y is X received through a BSC with crossover probability

β = ϵA(1− ϵB) + (1− ϵA)ϵB . (3.13)

The random variables of Alice, Bob and Eve then satisfy the following
conditions:

1. X is a random sequence with i.i.d binary random variables with
equal probabilities for 1 and 0,

2. Random sequence Y corresponds to X received through a BSC with
transition probability β,

3. Z is a sequence of independent identical random variables and for
every x, y and z, P (x, y, z) =

∏︁n
i=1 P (xi, yi, zi), and

4. For every coordinate i of X, Y and Z the corresponding pdfs P (Xi, Yi, Zi)

are identical.

3.10 Quantum Key Distribution

In QKD Alice and Bob try to generate a shared secret key using a private
quantum channel and an authenticated error free classical channel as
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Figure 3.5. Channels between Alice and Bob in quantum key distribution.

illustrated in Fig.3.5, while Eve is eavesdropping both of these channels.
The aim is to generate the keys of a priori unknown bits in absolute
secrecy. The security is guaranteed by laws of nature, not based on the
hypothesis on problem hardness [62, p.14]. The security in QKD is based
on collapsing the wave function during a measurement, and the no-cloning
theorem [62, p.13]. In order to get hold on the information, one has to
make a measurement. The no-cloning theorem states that an unknown
quantum state cannot be cloned and then measured. Therefore, if Eve
wants to spy on the quantum channel, she has to make measurements,
and doing so she inevitably collapses the measured wave functions. The
stages in QKD are:

1. generate raw keys

2. sifting phase, Alice and Bob agree on common measurement base

3. information reconciliation, discussed in Section 3.6

4. privacy amplification, discussed in Section 3.7

In the first, and most used, QKD protocol BB84 named after the authors
Bennet and Brassard [75], Alice generates a random bit sequence and
sends it to Bob through the quantum channel. Eve may perform quantum
attacks on this communication. There are other similar protocols such as
the Ekert protocol [76], the B92 [77], the six-state protocol [78], and the
SARG protocol [79]. For this work, the BB84 key arrangement protocol is
of interest because it is a well-tested, robust and well-established protocol,
and there are several commercial products using the BB84 protocol [80, 81].

3.10.1 BB84 Protocol

At the beginning of the BB84 protocol, Alice measures the polarizations of n
photons in a randomly selected base, rectilinear (↕, ↔) or diagonal (↔ , ↔)
and sends the photons to Bob. Bob measures the polarization of each
received photon in a randomly selected base. If Bob measures a photon in
the same basis as Alice, Bob gets the same result as Alice, otherwise the
result is random. These steps are illustrated in Table 3.1. Alice and Bob

47



Secret Key Agreement and Key Growing Protocols

Table 3.1. BB84 protocol steps, starting from raw key and ending up to sifted key bits.

Alice’s polarization ↔ ↔ ↔ ↕ ↔ ↔ ↕ ↕ ↔ ↕
Alice’s bits 1 0 0 0 1 1 0 1 1 0

Bob’s polarization ↔ ↔ ↕ ↕ ↔ ↔ ↕ ↔ ↔ ↕
Bob’s bits 1 1 0 0 1 1 0 1 1 0

Basis ✓ × × ✓ × ✓ ✓ × ✓ ✓
Sifted key 1 0 1 0 1 0

then compare the basis they have chosen and discard the measurements
that were done in a different basis. This step is called sifting phase.
Alice and Bob can now form an estimate for the QBER between their bit
strings, e.g. comparing some number of sifted bits in public and discarding
them afterwards. Based on the nature of the quantum channel and the
estimated QBER, Alice and Bob can estimate how much information Eve
has gained during the quantum phase. Using this knowledge and their
corresponding bit strings Alice and Bob will use the classical authenticated
channel to generate a shared secret key of which Eve should have very
little information.

A number of effective key generation protocols and error correction al-
gorithms to be used with BB84 have been developed [82, 83, 84, 85, 86].
Most schemes belong to the category of one-way protocols, which are used
in most practical applications. A one-way protocol takes Alice’s sifted bit
string as a raw key and the differences in Bob’s sifted bit string are cor-
rected as the protocol is run. In principle, only one-way communication is
needed for error correction and key distillation in these protocols. While
protocols like CASCADE [87] do use two-way classical communication they
are still logically one-way protocols as the aim is to correct the errors in
Bob’s bit string. In a two-way protocol, instead of correcting the errors
in Bob’s sifted key, Alice and Bob agree on a common bit string based on
message exchanges using two-way post-processing.

3.10.2 Attack Models in Quantum Key Distribution

Finding protocols with a high secret key rate is one of the primary problems
in QKD. The secret key rate of a given protocol may depend on the model
we use for Eve’s attacks on the quantum channel. Typically, the more
general attacks we assume, the lower the achievable secret key rate is
going to be. However, as the set of all possible attacks is hard to analyse, it
is common to divide the attacks into three classes [82, 86]:

• individual attacks,

• collective attacks, and
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• coherent attacks.

The smallest class contains individual attacks, where Eve is only inter-
acting separately with each of the quantum bits sent by Alice. If Eve is
allowed to wait with her measurements until the protocol has ended, the
attack belongs to the collective attacks class. Coherent attacks constitute
the most general class of attacks. This class includes all attacks allowed by
the laws of quantum physics [86]. For any QKD protocol the final goal is to
provide key rate guarantees under the assumption that Eve can perform
coherent attacks.

3.10.3 Key Rates

Unlike in the case of classical communication channels much is unknown
about the achievable key rates of QKD protocols assuming coherent quan-
tum attacks, even the exact achievable key rate of one-way algorithms is
not known. The best known lower bound is given in [88]. Assuming that
we can also perform classical pre-processing, the highest reported key rate
is given in [86]. The key rate of all one-way protocols is upper bounded by
a general information-theoretic bound [89, p.184]. This bound also proves
that no one-way protocol can produce secret key beyond QBER 14.6%.

The performance of two-way protocols is not limited by these key rate
bounds. In particular a number of works [90, 91, 92] have considered the
problem of extending the QBER region by using two-way post-processing.
In [91] and [92] the authors demonstrate that a two-way protocol can
achieve a positive key rate even when QBER is 20%. However, when the
QBER is low these protocols have a very low key rate, which hinders their
applicability for practical QKD.

Only a few work on two-way protocols have concentrated on maximizing
the key rate for the whole range of QBERs, including small values. In [93],
the authors demonstrate a two-way protocol that achieves a higher key
rate than the best one-way protocol [86]. However, the improvement in the
key rate is moderate, and does not break the one-way protocol bound [89] at
low QBER. In general, the achievable key rate of the best possible two-way
protocol is not known [82].
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4. Wireless Channel as a Source of
Randomness

4.1 Introduction

It is difficult to shield transmitted signals from unintended recipients
due to the broadcast nature of wireless communications, making them
less secure than systems using wired communications [13]. In wired
communications a physical connection to the wires, or a very close one, is
required for an eavesdropper to succeed in overhearing the communication.
A wireless transmission can be heard within the coverage area of the
transmitter [15].

Traditional security schemes are based on public key cryptography or
public key infrastructure (PKI) to support confidentiality, data integrity
and authentication [8, 9, 10]. Public key cryptographic methods are asym-
metric as they use a public key to encrypt messages and a private key
to decrypt them [11]. Asymmetric cryptography has high energy and
implementation costs, as these methods rely on computational hardness
to provide security [12, 9]. As wireless IoT devices are often limited in
electrical and computational power, this makes it difficult to implement
and use complex security methods [2].

A symmetric encryption method uses the same key for encryption and
decryption. Considering the limitations in electrical and computational
power, symmetric encryption methods are preferred, but this raises the
question of key distribution [13]. It is not practical to preconfigure the keys,
for example at the time of manufacturing the devices. Dynamic updating
and pairing devices and keys requires a trusted third party to operate
the key distribution [12]. Instead of using a fixed infrastructure for key
distribution, it would be more practical to generate the keys automatically
when needed [8, 12]. The radio channel between two wireless devices can
be used to provide the basis for creating a shared secret for the devices
[8, 94, 15, 95, 96, 9, 97, 98, 10, 13, 12, 2]. As wireless channels change in
time, exploiting the randomness of the fading channel provides information-
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Figure 4.1. Secret key distillation using wireless channel as a source of randomness.

theoretic security [15, 9, 2], as discussed in Section 3.3.
The raw key material from which the final secret key is obtained, is based

on measuring the channel response between the users and then extracting
secret bits from the measurements. The information for creating secret
keys is extracted from random spatial and temporal variations of the
reciprocal wireless channel [10]. On the other hand, the same randomness
of the radio channel also limits the information that an eavesdropper can
get at the bit level, even if the eavesdropper has unlimited computational
power [9, 13]. In addition to using the wireless channel as to be the source
of the secret key, the problem of key distribution is also solved and the keys
can be renewed as needed [97]. In Fig. 4.1 the use of a wireless channel as
a source of randomness and the key distillation procedure are shown in
the scope of securing ambient backscatter communication.

A notable exception for using public key cryptography to produce and
distribute secret keys is QKD [95, 96, 10], and Section 3.10. In QKD,
the non-orthogonal states of a quantum system provide the correlated
observations of randomness for end users [96]. The wireless fading channel
provides another comparable source of secrecy that can be used to provide
information-theoretically secure keys [99, 96].

4.2 Fading Wireless Channel

The wireless environment with multipath propagation is typical in wire-
less scenarios and is characterized by a fading channel response. Relative
movement between the user equipment and the environment leads to ran-
dom amplitude and phase fluctuations of the received signal [96, 9]. The
radio channel acts as a time and space-varying filter. The filter’s response
at any point in time is the same from location A to location B, and vice
versa [95, 10]. The short term fading process is hard to predict and is best
modelled stochastically [96].
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Figure 4.2. An example of wireless channel fading response.

An example of a wireless channel fading response as a function of distance
is presented in Fig. 4.2 when the user is moving away from the transmitter.
The figure is showing the three main components affecting the channel’s
fading process [100, Ch. 4.2]:

• path loss,

• shadowing, and

• fast fading.

Path loss represents the attenuation of the received signal as the distance
from the transmitter increases. In free space, the attenuation is propor-
tional to the square of distance and the more large scale obstacles there are
between the transmitter and the receiver causing reflections, absorption,
and scattering, the larger the path loss exponent gets [101, Ch. 3.2].

Shadowing shows the long-term fluctuations in the received signal level.
These fluctuations are caused by signals reflected or scattered from the
environment, e.g. buildings or terrain, and thus forming separate signal
paths from the transmitter to the receiver [100, Ch. 4.2].

Fast fading is a similar phenomenon to shadowing and is caused largely
by the same mechanisms, but the time interval is much shorter. A zoomed
out portion of the wireless channel fading response is shown in Fig. 4.3,
where the nature of fast fading is clearly visible. The received signal level
changes rapidly and there can be very large changes in the received signal
power, as much as 30 to 40 dB [101, Ch. 3.1].

The security of using the physical layer as a source of random bits relies
on the reciprocity principle. The channel is unique between communicating
parties as the multipath propagations are highly correlated, symmetric
and sufficiently random in their nature [8, 94, 12, 2]. The legitimate
users can obtain strongly correlated channel measurements, and since the
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Figure 4.3. A zoomed portion from example wireless channel fading response [PV].

channel fluctuations are spatially specific in multipath radio environments,
an eavesdropper cannot get similar channel responses [99, 94, 102, 2]. In
multipath-rich environment, channel responses are rapidly decorrelating
both in time and space [15].

The three basic properties of fading wireless channels that are utilized
as basis for key generation are temporal variation, spatial variation, and
channel reciprocity [95, 9]. Based on these properties, several methods are
proposed and used to extract bits from wireless channels for secret key
generation. Patwari et al. [95] lists the following methods:

• send two nonmodulated continuous wave signals in both directions
and measure phase differences,

• measure time delay and gain from the channel,

• measure the channel’s impulse response,

• estimate channel gains and delays from narrowband cellular signals,

• measure amplitude or channel gain, and

• measure angle-of-arrival.

The most common method is to use the amplitude or channel gain as a
source for key generation, as amplitude or received power is relatively easy
to measure. The angle-of-arrival is not reciprocal itself, but the channel
gain can be measured with steerable antennas [95].
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It should be noted that while the radio channel is reciprocal, the mea-
surements are not. The main reasons are [95]:

• different additive noise at the endpoints,

• different transceiver hardware at the endpoints, even if they are the
same make and model, causing e.g. gain variations

• measurements at both ends are not typically simultaneous, and

• interference power at the endpoints is not symmetrical.

Therefore, the measurements at the endpoints of a wireless channel are
not exactly the same.

An exception to this channel model is presented in [103] where two wire-
less devices measure the signal originating from an ambient transmitter,
such as a local TV broadcast. Now there is no reciprocal channel between
the devices, but if the devices are close to each other, the channels from the
ambient transmitter to the devices are correlated and the measurements
can be used as a source of randomness. Given ambient signal carrier
wavelength λ, [103] assumes the devices to be located within 0.1λ distance
from each other, and the eavesdropper needs to be at least 0.4λ away from
either one of the legitimate devices in order to reliably derive a secret key.

4.3 Channel Measurements

To make use of the most common bit extraction method from Section 4.2,
measuring the amplitude or channel gain, the received signal strength
indicator (RSSI) value measurements are used for generating secret keys
[9, 10]. For example, Alice sends a probe to Bob and Bob sends immediately
an acknowledgement back to Alice. In general, probes and acknowledge-
ments are just packets that the users are sending to each other and are
measuring the RSSI values of those packets [10, 98]. The basic steps taken
when using RSSI values are [9]:

• probing the channel, i.e. measure RSSI,

• use some method to quantize RSSI values and convert them to bits,
and

• use error correction to obtain a shared key.

As the wireless environment is changing continuously, providing the nec-
essary randomness, there is a channel coherence time during which the
channel does not change significantly. As an example, in Fig. 4.3 the
channel stays relatively stable in the timescale of moving a few metres,
between large changes in the received signal power caused by the fast
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fading phenomenon. The coherence time window makes it possible to
obtain correlated measurements [9]. The coherence time Tc

Tc ∼
1

fm
, (4.1)

where fm = v·fc
c , c is the speed of light, v is the speed of the user and fc

is the centre frequency of the transmitter [101, Eqn. 4.40.a]. Equation
(4.1) suggests a time duration during which the channel is essentially
invariant [101]. The extracted bits need to be separated in time by at least
a coherence time interval (4.1) to ensure that successive bits are almost
independent [8]. Therefore, extracting bits from channel measurement at a
rate that is greater than 1/Tc cannot produce random bits. Short coherence
time yields high randomness and e.g. vehicular environments usually have
very short channel coherence times [98]. Therefore, the packets that are
used for channel measurements should be small so that the users have time
to send the packets and make measurements inside the coherence time
window. However, these continuous changes in channel properties makes
it harder for an eavesdropper to experience the same RSSI variations [10].

The mean RSSI value needs to be filtered out of the measured RSSI
values, as the mean is closely related to the distance between users, cor-
responding the path loss component shown in Fig. 4.2. Otherwise, an
eavesdropper could use the knowledge of the distance between users to
predict parts of the secret key [10]. The RSSI values are easily available,
but they are not a very accurate means to characterize channel proper-
ties [98]. The use of RSSI measurements usually leads to quite low key
rates [9]. If the bit-rate requirements are low, the key generation pro-
cedure can piggyback channel sampling during normal communications,
thus saving energy and computations [12]. In order to produce a secure
key, the elimination of dependency among measured samples is a crucial
step. Correlation between measurements leads to correlation between bits
in the secret key [95, 98].

The key rate starts to suffer, if there is mismatch between Alice and
Bob’s measurements, decreasing the correlation between their raw key
bits. The time delay between measurements is the dominant source of the
observed channel mismatch [12]. As many wireless transceivers are half
duplex, this immediately leads to sampling delay and will decrease the
mutual information between Alice and Bob [102]. The key generation is
also limited in slowly varying wireless environments [97] and in general
the secret key generation does not work in free space, i.e. there is no
multipath propagation [95].
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4.4 Quantization

A quantizer is used to convert the measured RSSI values to bits, which
are further processed to obtain the secret key. The RSSI measurements
for Alice and Bob are X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn). X and Y

are called raw data or raw readings [98]. Each reading of X is mapped to
a temporary bit using level crossing quantizer Q [96]

Q(x) =

⎧
⎪⎪⎨
⎪⎪⎩

1, if x > q+

0, if x < q−

e, otherwise.

(4.2)

The thresholds q+ and q− are adaptive

q+ = mean(Xn) + α · σ(Xn)

q− = mean(Xn)− α · σ(Xn) , (4.3)

where α ≥ 0.2 and estimates between q+ and q− are dropped [96, 10]. The
quantizer is applied to blocks, their size n being an adjustable parameter.
Alice and Bob can use those values they both quantized to bits, discarding
positions where either one of them got an e. The level crossing method
does not necessarily produce a random bit string [98].

Alice and Bob can also identify excursions in temporary bits, e.g. find the
locations of three bits that are the same. Then the positions of excursions
are shared between Alice and Bob, and each common excursion is encoded
to a bit [98].

However, the simple level crossing method produces only one bit per raw
data reading. More bits per one raw data reading is produced when using
multilevel quantization. An equiprobable quantizer is introduced in [99]
where all outputs from the quantizer are equally probable. The quantizer
takes a unit-variance Gaussian distribution and divides it into intervals
(−∞, q̄1], (q̄1, q̄2], . . . , (q̄i−1,∞), where q̄i is determined as [99]

∫︂ q̄i

−∞

1√
2π

e−
x2

2 dx =
i

v
, (4.4)

where i is the interval and v is the total number of intervals. For variance
σ and mean µ the general quantizer function reads

Q(x) =

∫︂ q̄i

−∞

1

σ
√
2π

e−
1
2
(x−µ

σ
)2dx =

1

2
erf

(︃
x− µ

σ
√
2

)︃
(4.5)

A more elaborate quantization method, multibit adaptive quantization
(MAQ) [95], takes real valued channel measurements and converts them
to bits. This quantization scheme needs to be agreed between the users,
necessitating communication before the measured values can be converted
to bits.
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Figure 4.4. Channel construction between two backscatter devices. Ambient transmitter
on the left and two backscatter devices on the right.

The bit strings Alice and Bob collected from RSSI values are not nec-
essarily the same and it is also possible that an eavesdropper has some
information about the bits. As discussed in sections 3.6 and 3.7, informa-
tion reconciliation and privacy amplification procedures are needed before
the bits can be used as a secret key.

4.5 Key Generation in AmBC Setting

The aforementioned key generation schemes rely on two communicating
parties sending probing signals to each other, and measuring channel
responses. In AmBC, and backscatter systems in general, the backscatter
devices cannot directly estimate the channel between devices. The channel
between two backscatter devices consists of two sections. The first section
is from the ambient transmitter to the backscatter device and the second
section is from one device to another. In Fig. 4.4, the channel from the
ambient transmitter to backscatter device A is labelled CA, and the channel
from device A to device B is labelled CAB. Correspondingly, the channels
for device B are CB and CBA.

Therefore, it is a challenge to use existing physical layer security methods
in AmBC systems, especially in case of D2D communications [104, 2]. The
channels CA and CB from the ambient transmitter to backscatter devices
are not identical, and therefore the channels between two backscatter
devices are not reciprocal. This makes it difficult to use the channels CAB

and CBA as a shared randomness source [2]. As a solution, authors in [2]
proposed a method to estimate the channel between two backscatter de-
vices that is based on the observation that the channel between devices is
one side of a triangle formed by the ambient transmitter and two backscat-
ter devices. The proposed method constructs the multiplication of three
channels as a source of shared randomness.
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5.1 Introduction

The motivation to develop and make the first backscatter modulator, the
reflective backscatter modulator, was to have a versatile and reliable device
that could be utilized in different use cases. Several backscatter modulators
of this type were manufactured for use in Publications I and IV. This
modulator is based on known principles: a switch element selects from two
different impedances as discussed in Section 2.3 and [17]. The goal was to
make the backscatter modulator easy to use and to cover a wide frequency
range. A design decision was to match the impedance of the modulator
to 50 Ω and use a common SMA connector to make changing antenna, and
thus operating frequency as easy as possible. The use of this modulator
also helped to better understand the backscatter setting, as AmBC was a
relatively new research area.

The second backscatter modulator, the polarization conversion based
modulator, and the corresponding analogue receiver front end circuitry is
original research presented in Publication III. The modulator and the
receiver circuitry was developed based on the insight that was gathered
during the use of the first modulator in different use cases. The objec-
tive for developing this backscatter modulator was to mitigate the direct
path interference from the ambient transmitter. The same modulator
concept is used in Publication VI as a building block for securing ambient
backscatter communication.

5.2 Reflective Backscatter Modulator

A reflective backscatter modulator that uses a diode as a current controlled
switch was used in Publications I and IV. This modulator follows the
principles discussed in Chapter 2.3. The schematic drawing of the modu-
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Figure 5.1. Reflective backscatter modulator: a) The schematic drawing, and b) circuit
board [PI].

lator is shown in Fig. 5.1, part(a) and the corresponding circuit board is
shown in Fig. 5.1, part (b). The antenna is connected to the SMA connector
J1 and the modulating data signal is connected to connector J2. On the cir-
cuit board, the blue and blue-white wires are soldered in place of connector
J2. The nominal impedance of the modulator is 50 Ω, and the transmission
lines TL1 and TL2 are matched to that impedance. The switching diode D1
is directly connected to TL2 and the current controlling the ON and OFF
states of the diode is brought through a current limiting resistor R1 and
a high impedance transmission line segment TL3. Capacitors C1 and C2
function as DC-blocking elements, preventing the control current flowing
to the antenna or to the terminating resistor R2. The diode’s ON state
corresponds to the modulator’s reflecting state and the diode’s OFF state
corresponds to the modulator’s non-reflecting state. This type of backscat-
ter modulator does not have a specific working frequency, it operates over
a wide frequency range. It is desirable that the difference between the
reflecting and non-reflecting states to be as large as possible to maximize
the modulation factor M as in (2.5).

The imperfections of the components used to make the modulator and the
quality of the circuit board limits the working frequency range of the mod-
ulator. As the operating principle of this modulator is based on the diode’s
ability to make a short circuit or to stay completely open, the forward
resistance Rf during the reflecting (ON) state and the diode capacitance CT

during the non-reflecting (OFF) state are the major properties that affect
the modulator’s performance. The diode used in the modulator is BAR88-
02V from Infineon Technologies AG [105]. The values read from the data
sheet are Rf = 0.2 Ω with 0.5 mA control current and CT = 0.28 pF. The
input reflection coefficient S11 and modulation factor M calculated from
these values are presented in Table 5.1 for frequencies used in Publica-
tions I and IV. Two other popular frequencies, 100 MHz and 2.45 GHz,
are also listed in the same table for reference.

The S11 values measured with a vector network analyzer (VNA) are
shown in Fig. 5.2 for both reflecting and non-reflecting states of the modula-
tor from 25 MHz to 3.0 GHz. The values are averages of twelve backscatter
modulators used in several experiments and research over several years.

60



Ambient Backscatter Device Design

0 500 1000 1500 2000 2500 3000
-30

-25

-20

-15

-10

-5

0

Frequency [MHz]

S
1

1
 [
d

B
]

Reflecting

Non-reflecting

Figure 5.2. Average input reflection coefficient S11 for n = 12 modulators.

Table 5.1. Calculated values for input reflection coefficients and modulation factors with
BAR88-02V switching diode at selected frequencies

Frequency S11 Non-reflective S11 Reflective M

100 MHz -46.9 dB -0.70 dB 0.213

590 MHz -31.7 dB -0.70 dB 0.212

868 MHz -28.4 dB -0.70 dB 0.212

2.45 GHz -19.4 dB -0.70 dB 0.210

Numerical values for S11 and modulation factor M are presented in Ta-
ble 5.2 for the same frequencies as in Table 5.1. All four frequencies are
also marked with dashed lines in Fig. 5.2. At frequencies below 2 GHz,
the proposed backscatter modulator works well, as the difference between
reflecting and non-reflecting states is more than 20 dB.

The measured performance of the modulators reported in Table 5.2 corre-
sponds well with the calculated results from Table 5.1. The non-reflecting
state reflection coefficients are worse than the calculated ones, but the
diode is not the only component contributing to the overall performance.
There is a small impedance mismatch due to the connection of TL3 to TL2,
and the capacitors C1 and C2 and the resistor R1 have their own parasitic
inductances and capacitances that are causing small mismatches as well,
and degrade the non-reflecting state performance. The measured S11 val-
ues for the reflecting state are better than the calculated ones, indicating
that the forward resistance of the diode is actually smaller than the typical
value given in the data sheet.
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Table 5.2. Measured average input reflection coefficients and modulation factors at se-
lected frequencies.

Frequency S11 Non-reflective S11 Reflective M

100 MHz -28.7 dB -0.38 dB 0.212

590 MHz -23.4 dB -0.38 dB 0.198

868 MHz -22.1 dB -0.57 dB 0.184

2.45 GHz -18.0 dB -2.32 dB 0.102

RX TX

Antenna
polarization:

V or H

Circular

Modulator

Controller

AmBC

Figure 5.3. Polarization conversion based modulator [PIII].

5.3 Polarization Conversion Based Modulator

A backscatter modulator based on polarization conversion is developed in
conjunction with a suitable antenna construction for the receiver in Publi-
cation III. A polarization conversion between the direct and scattered path
signals is introduced at the backscatter modulator and exploited at the
dual polarization receiver antenna to mitigate the direct path interference.

In the proposed design, the linearly polarized input antenna is connected
to a circular polarized output antenna through a modulator. The operating
principle of the backscatter device is shown in Fig. 5.3. The modulator is an
RF switch and the controller can be e.g. a microcontroller. The RF switch
is a non-reflective single pole double throw (SPDT) switch, also known as a
change-over switch. As the modulation is realized by either connecting the
two antennas together or isolating them from each other, the non-reflective
construction of the RF switch helps to minimize unwanted backscattering
when the antennas are not connected together. Without the non-reflecting
construction, there is a possibility that the antennas are reflecting the
incoming signal back uncontrollably. This would degrade the performance
of the backscatter device by introducing a background backscattered signal.

It is possible that the modulated signal leaks back to the input antenna
forming a loop back. However, there is a 3 dB attenuation due to the
polarization mismatch between linear and circular polarizations and the
insertion loss of the RF switch is added to the total attenuation of the loop
causing the loop back signal to fade rapidly.
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Table 5.3. Return and insertion loss values from data sheet and modulation factor for RF
switch

Frequency Return loss Insertion loss M

2.44 GHz -18.0 dB -1.0 dB 0.146

Table 5.4. Measured return and insertion loss values and modulation factor for RF switch

Frequency Return loss Insertion loss M

2.44 GHz -19.5 dB -1.0 dB 0.154

The modulation factor for the polarization conversion modulator is cal-
culated from (2.5). The non-reflecting and reflecting state reflection coef-
ficients are calculated from the “Off State” return loss and the insertion
loss values given in the data sheet [106]. The reported return loss and
insertion loss values at 2.44 GHz and the resulting modulation factor M

are presented in Table 5.3. The corresponding values measured with a
VNA are presented in Table 5.4. The modulation factor is better than the
one obtained using the reflective modulator at the same frequency.

The receiver has two circular polarized antennas, one receiving left-hand
circular polarization (LHCP) and the other receiving right-hand circular
polarization (RHCP). The signal from LHCP antenna is subtracted from
the signal from RHCP antenna. As the modulator is only sending one
circular polarization, say RHCP, the receiver then sees that signal because
there is nothing to be subtracted. As the ambient signal is linear polarized
and the power transfer ratio from linear to either circular polarization
is 1/2, the ambient signal appears equally strong at both circular polarized
antennas and gets cancelled. This is shown in the lower right corner of
Fig. 5.4. The constant 1/2 in front of each power transfer ratio is due to
the construction used in Publication III where the 180◦-hybrid doing the
subtraction causes an additional 3 dB power loss. Under ideal circum-
stances, the proposed method completely removes the ambient signal, and
in Publication III a 25 dB attenuation at 2.44 GHz was confirmed by
measurements.

This modulator and receiver antenna construction is not frequency de-
pendant in itself. It can be applied at different frequencies as long as there
are suitable antennas and a 180◦-hybrid to do the subtraction of the signals
coming from the LHCP and RHCP antennas. Figure 5.5 shows a prototype
microstrip patch antenna and a 180◦-hybrid construction that was used in
Publication III. The microstrip patch antenna is the square on the right
side of the circuit board [107, pp.7-9]. The frequency sensitivity analysis
in Publication III concerns this particular construction, but the under-
lying principle of DLI cancellation is applicable to other constructions
as well. Figure 5.6 shows how the isolation decreases as the bandwidth
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Figure 5.4. Power transfer between different antenna polarizations [PIII].

Figure 5.5. A prototype antenna construction for 2.44 GHz used at the receiver. [PIII].

of the signal is increased in comparison with the centre frequency. The
bandwidth is expressed as a percentage value of the centre frequency. The
proposed system offers more than 35 dB isolation between the ambient
and backscattered signals if the signal bandwidth is less than one percent.

A drawback with microstrip patch antennas is the space required for
them. The antenna dimensions are close to λ/4 and for lower frequencies
the size of the resulting antenna might be a limiting factor. However, a
number of other circular polarized antenna constructions are available,
see e.g. Gao et al. [107].
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Figure 5.6. Isolation between ambient and backscattered signals vs. bandwidth percent-
age [PIII].
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6. Two-way Protocol with Parity bit
Reconciliation

6.1 Introduction

We proposed a novel secret key agreement protocol in Publication II. It
belongs to the family of two-way protocols, as discussed in Section 3.8.
The protocol uses an advantage distillation method from [74] and [90], as
discussed in Section 3.5. We have named our protocol a Two-way Protocol
with Parity bit Reconciliation (TPPR). A key agreement protocol is an
essential building block towards secure AmBC, as shown in Fig. 6.1.

We have analysed the performance of our key agreement protocol in two
different operating scenarios: in a QKD setting in Publication II and in
a satellite setting in Publication V. The security of state-of-the-art key
agreement protocols is usually analysed using either setting, therefore for
the sake of generality, we have done the same. The QKD setting is dis-
cussed in Section 3.10 and the satellite setting is discussed in Section 3.9,
correspondingly. The ambient backscatter scenario can be described in a
generalized satellite setting, as is done in Publication VI and in Chap-
ter 7. Although the protocol itself is the same, the underlying privacy

Secure Ambient Backscatter Communication

Physical Layer

Security

Wireless Channel Communication Method
- backscatter communication
- ambient transmitter

- public media
- randomness source

Learning-basedKey Distillation Key Agreement
- secret key generation
and key distribution

- distill secret key
from environment

- obfuscate collected
data

Figure 6.1. Secret key agreement protocol in the scope of secure AmBC.
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Figure 6.2. TPPR flow for one round.

amplification analysis differs drastically from each other, and accordingly
the resulting key rates are also different. The protocol flow is discussed
next, followed by the performance analyses of the different operating sce-
narios.

6.2 Secret Keys from Error Corrected Parity Bits

During each round of TPPR, Alice and Bob arbitrarily divide their bit
strings into two-bit blocks, calculate parity bits for these blocks and where
the parity bits differ, jointly discard those blocks. One bit from each
remaining block will then be used as an input to the next round of the
protocol. The flow of the protocol for one round and the actions taken by
Alice and Bob are shown in Fig. 6.2.

Unlike in [74] and [90] the secret key is collected from error corrected
parity bits and not from Alice’s or Bob’s original bit strings. The collection
of the secret key is highlighted with a blue background in Fig. 6.2. Follow-
ing [93] we use the knowledge that the parity bits between Alice and Bob
are strongly correlated and Alice only needs to send sufficient information
to Bob that he can correct his parity bits. This data is transmitted through
the public channel encrypted with an OTP by using previously collected
secret key. Bob then informs Alice of the locations of erroneous parity
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bits. The two-way public channel is highlighted with a red background
in Fig. 6.2. The secret key is then a concatenation of the error corrected
parity bits collected during each round.

The secret key has to be shortened using privacy amplification protocol
to remove Eve’s knowledge before it can be used in any cryptographic
application. Privacy amplification is discussed in Section 3.7.

6.3 TPPR in the QKD Setting

We assume the well-known BB84 QKD protocol [75], discussed in Sec-
tion 3.10.1, where Alice and Bob share a quantum channel and an au-
thenticated error free public channel. Alice creates a random string of
bits, encodes them on the polarization of photons by randomly using two
different coding bases and sends them to Bob. During the transmission,
Eve will attack the transmitted bits using a quantum attack. We assume
that Eve attacks each of the bits individually, and always by the same
method, the method which is freely chosen by Eve [82, p.1322].

After the sifting phase, Eve performs her measurements on the wire-
tapped photons. As mentioned Eve’s attack here is always the same, but
only in a probabilistic sense, where with certain probability p1 Eve can
perform attack 1, with probability p2 attack 2, and so on. However, this
selection of attacks and corresponding probabilities are assumed to be
fixed during the quantum communication.

After Eve’s measurement, the whole system can be modelled in terms
of classical random variables and a probability density function (pdf)
p(X,Y, Z) [50, p.205]. Here X refers to Alice’s bit string, Y to Bob’s and Z

represents Eve’s measurement results and possible side information. It is
expected that Eve completely knows this density function, while Alice and
Bob only know the QBER p.

In the QKD setting TPPR consists of recursive iterations of the parity bit
reconciliation block from Fig.6.2. The input of the jth iteration of the block
consists of a fraction f j

in of the Nsif sifted bits. The bit error rate between
Alice and Bob is known to be pjin, and the collision probability of Eve to
be xjin. Following [108, Eqn. (59)], Eve’s bitwise collision probability of X
satisfies

pcol := Ez[p
X
c (z)] ≤ 1

2
+ 2p− 2p2 ,

where p ≤ 1/2. This was derived under the assumption that Eve knows
the locations of the errors in Bob’s bit sequence. Now Alice and Bob jointly
segment their bits to blocks of two bits and compute a parity bit for each
block.

For the following description of TPPR in QKD setting, summarized as
Algorithm 1, all actions for which the actor is not mentioned, are performed
by both Alice and Bob. The arbitrary segmentations in Step 1, and selec-
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Algorithm 1 TPPR in QKD setting [PII]

Initialization: Fraction of incoming bits f1
in = 1

Bob’s error probability p1in = p

Eve’s collision probability x1in = pcol = 1/2 + 2p− 2p2

Input to Round j: Fraction of f j
in of Nsif sifted bits with error

probability pjin and collision probability < xjin
1. Arbitrarily segment bits to 2-bit blocks
2. Compute parity check bits for each block
3. Compute error probability pjpar using [PII, Eqn. (7)]
4. Compute collision probability xjpar using [PII, Eqn. (8)]
5. Compute secret key rate Rj

par using [PII, step 6]
6. if Rj

par > 0 then
7. Alice sends Nsif(f

j
in/2)h(p

j
par) redundancy bits

to Bob using one-time pad encryption
8. Save the corrected parity bits
9. else

10. Alice sends parity bits over the public channel
11. endif
12. Bob sends locations of erroneous parity bits over the public channel
13. Remove blocks with erroneous parity bits
14. Select one bit at arbitrarily from each kept block
Output: Fraction f j

out of sifted bits with error probability pjout
of [PII, Eqn. (6)], collision probability < xjout of [PII, Eqn. (6)]

tions of bits in Step 14 are performed jointly by Alice and Bob over the
public channel. The bits collected in Step 8 are, with high probability, all
equal for Bob and Alice. Eve’s information of them will be erased by using
classical privacy amplification after each round, as discussed in Section 3.8.
The resulting bit strings will be concatenated to produce the final key. The
bits from Step 14 are fed to the protocol and the protocol terminates after a
predetermined number of rounds. The outgoing bit error rate pjout and the
outgoing collision probability xjout are used as input parameters in Step 1
as the protocol enters a new round.

The performance of the protocol is analysed in Publication II and the
results are shown in Fig. 6.3. The theoretical upper bound for a one-
way protocol at a given QBER value is the difference between mutual
information between Alice and Bob and between Alice and Eve. The
mutual information between Alice and Eve is calculated according to [89,
Eqn. 64, p.39]. The theoretical upper bound is presented in Fig. 6.3 with a
red curve. Watanabe et al. demonstrated in [93] that a two-way protocol
can achieve a higher key rate than the best one-way protocol. The achieved
key rate for Watanabe et al. from [93, Fig. 2] is shown in Fig. 6.3 for
comparison. Their protocol is not able to break the theoretical one-way
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Figure 6.3. The key rate of TPPR in QKD setting [PII].

protocol bound, while TPPR with 12 rounds outperforms the one-way
bound for almost the whole QBER range.

6.4 TPPR in the Source Model

Our key agreement protocol is used and analysed in a satellite setting
in Publication V, where the source is sending random bits, and in a
correlated source setting in Publication VI, where the input to TPPR
comes from wireless channel measurements.

6.4.1 Satellite Setting

The TPPR protocol begins after the satellite communication as described in
Section 3.9. The satellite is broadcasting a signal in the form of a sequence
of uniformly distributed random bits U . Alice’s received bits are X ∈ X ,
Bob’s bits are Y ∈ Y , and Eve’s are Z ∈ Z. We run the protocol in a manner
where Bob’s parity bits are corrected with regard to Alice’s parity bits.
Bob’s error probability with respect to Alice’s original bits is β, given in
(3.13). Individual bits in X are independent, while Xi, Yi, Zi are correlated.
We define Bob’s and Eve’s error sequences as

B = Y ⊕X , E = Z ⊕X . (6.1)

These are correlated with the joint distribution given as PEi,Bi(e, b) = αbe

with

α00 = ϵAϵBϵE + (1− ϵA)(1− ϵB)(1− ϵE)

α01 = ϵAϵB(1− ϵE) + (1− ϵA)(1− ϵB)ϵE
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Figure 6.4. Parity bit sets for two rounds, m = 2 [PV].

α10 = ϵA(1− ϵB)ϵE + (1− ϵA)ϵB(1− ϵE)

α11 = ϵA(1− ϵB)(1− ϵE) + (1− ϵA)ϵBϵE .

The conditional probabilities of E given B are

PE|B(e|b) =
αbe

αb0 + αb1
. (6.2)

The error probability of Bob’s bits when round m starts is the probability
that both bits were wrong in the previous round, given that the parity was
correct:

βm =
β2
m−1

β2
m−1 + (1− βm−1)

2 , (6.3)

while the error probability of the parity bits in round m is

pm = 2βm(1− βm) . (6.4)

For completeness, we define p0 = 0 and β1 = β. The protocol will induce
correlations across blocks of bits, with the blocks of correlated bits growing
in each round. The error correction of the distilled bits collected on round
m consumes h (pm) bits per output bit, where h is the binary entropy
function (3.7). The error correction cost has to be calculated for all the
parity bits that are present at each round, as shown in Fig. 6.4 with
sets Nm.

The mutual information leaked to Eve has to be accounted for only once,
when the side information leaked to Eve related to a set of distilled bits is
not growing any more. This happens whenever one of Bob’s parity bits is
identified to be erroneous. After that, no further correlations are created
related to this bit, and all the parity bits that have previously become
correlated due to the information given by Bob’s parity bit correctness in
previous rounds. An erroneous parity bit in round m is correlated with 2m−i

parity bits in rounds i = 1, . . .m − 1. In total, an erroneous parity bit in
round m represents a set Tm of

Tm =

m∑︂

i=1

2m−i = 2m − 1 (6.5)
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Algorithm 2 TPPR in a satellite setting [PV]
Input to Round m: Fraction 2Rm of L initial bits

with error probability βm
1. Arbitrarily segment bits to 2-bit blocks
2. Compute parity check bits for each block
3. Compute error probability pm using (6.4)
4. Alice sends LRm h(pm) redundancy bits to Bob using

one-time pad encryption
5. Bob corrects his parity bits
6. Bob sends locations of erroneous parity bits over the public channel
7. Remove blocks with erroneous parity bits
8. Compute Eve’s mutual information of blocks with terminating

parity bits and perform privacy amplification
9. Select one bit arbitrarily from each kept block
Output: Fraction Rm(1− pm) of original bits with error

probability βm+1

correlated parity bits in rounds i = 1, . . . ,m. The leakage of mutual in-
formation to Eve about this set of bits is terminated in round m. As an
example, in Fig. 6.4 the sets T1 and T2 are terminated at rounds 1 and 2.
Irrespective of which of the rounds i ≤ m a parity bit in this set is con-
structed in, we say that these bits are terminated on round m. The rate of
bits terminating in round m = 1, . . . ,M is

R̃m = Tm pmRm . (6.6)

In the final round, RM+1 represented the additional Xj bit, shown in
Fig. 6.4 in set F1. Each of these is correlated with one correct parity bit
from round M and 2M − 2 correct parity bits from previous rounds.

After each round of the distillation phase, privacy amplification is per-
formed for the bits terminating in that round. The resulting round
m = 1, . . . ,M of TPPR is summarized in Algorithm 2. All actions for
which the actor is not mentioned, are performed by both Alice and Bob.
Arbitrary segmentation in Step 1 and bit selection in Step 9 are performed
jointly by Alice and Bob over the public channel. The bits collected in
Step 8 are, with high probability, all equal for Bob and Alice. The outgoing
bit error rate βm+1 is used as an input parameter in Step 1 as the protocol
enters a new round. The bits from Step 9 are fed to the protocol and the
protocol terminates after a predetermined number of rounds, after which
round M + 1 is separately treated. With M = 1 the protocol is similar to
the QKD protocol of [93].

From Publication V, the key rate for TPPR is

S ≥
M+1∑︂

m=1

pmRmH(Qm|Cm) − h (pm) , (6.7)
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Figure 6.5. Key rates when Eve’s error probability is 1.5 ϵB [PV].

where

Rm =
1

2m

m−1∏︂

i=0

(1− pi) ,

and the entropy of Eve’s error codeword arising from the corrected parity
bits in round m = 1, ...M is

H(Qm|Cm) = −
∑︂

(w0,w1)∈W
µ(w0, w1)Ψ(w0, w1) l g2Ψ(w0, w1).

Here

µ(w0, w1) =
1 + (1− δw0,w1)(1− δw0,L/2−w1

)

1 + δw0,L/4 δw0,L/4

(︃
1
2
L

w0

)︃(︃
1
2
L

w1

)︃
,

Ψ(w0, w1) =
1

2

(︃
Φ(w0, w1) + Φ

(︃
L

2
− w0,

L

2
− w1

)︃

+Φ(w1, w0) + Φ

(︃
L

2
− w1,

L

2
− w0

)︃)︃
,

Φ(w0, w1) =
α
L/2−w0

00 αw0
01 α

L/2−w1

10 αw1
11

(α00 + α01)
L/2 (α10 + α11)

L/2
.

The entropy of Eve’s error codeword arising from the final bits in round
M + 1 is

H(QM+1|CM+1) = −
L∑︂

w=0

(︃
L

w

)︃
Υ(w) l g2 Υ(w),

where

Υ(w) = PB(0) Ξ(w|0) + PB(1) Ξ(w|1),

Ξ(w|b) =
αL−w
b,0 αw

b,1

(αb,0 + αb,1)
L
.

The performance of the protocol is analysed in Publication V and the
results are shown in Fig. 6.5. As an example, we have compared the secret
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key rates of PCP and TPPR to the upper bound of any one-way protocol of
the type [87, 83, 84] in a situation where ϵA = ϵB/2 and when Eve’s error
probability is ϵE = 1.5 ϵB. All protocols are executed in a direction where
Bob’s bits are corrected to correspond to Alice’s. Note that if the satellite
source is not collaborating with Alice and Bob, they can estimate β but
cannot estimate the individual error probabilities ϵA and ϵB. Then, Alice
and Bob have to blindly choose the direction of the protocol, the simulated
direction from Publication V being one option. The secret key rate for
PCP is calculated using [72, Definition 5], and [72, Theorem 2], rephrased
from [109]. The largest rate of PCP with M = 1, . . . , 6 rounds is considered.
TPPR rate is from (6.7), similarly the largest rate from M = 1, . . . , 6 is
taken.

6.4.2 Correlated Source Setting

The protocol flow in a correlated source setting is the same as in the
satellite setting, but there are no error probabilities corresponding to ϵA,
ϵB, and ϵE . Instead, Alice and Bob can directly measure the crossover
probability β. The error rate γ between Alice and Eve, and the error rate η

between Bob and Eve can be estimated. Bob’s and Eve’s error sequences are
defined as in the satellite setting, given in (6.1), and the joint distribution
PEi,Bi(e, b) = αbe is now with

α00 = 1− 1

2
(β + η + γ)

α01 =
1

2
(η + γ − β)

α10 =
1

2
(β + η − γ)

α11 =
1

2
(β − η + γ) .

These will replace the ones defined in Section 6.4.1 when the key rate is
calculated for TPPR using (6.7).
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7. Securing Ambient Backscatter
Communications

7.1 Introduction

In the work detailed in Publication VI we introduce a method in order to
secure IoT device or personal area network communications in an AmBC
setting. We analyse secret key generation between ambient backscat-
ter devices where the channel between an ambient transmitter and the
backscatter devices is used as a source of randomness. We show that
even in non-line-of-sight channels the distance from legitimate users to an
eavesdropper being larger than a few wavelengths is not alone a sufficient
security guarantee. This is in contrast with previous secret key generation
methods where the distance is assumed to prevent the eavesdropper from
having any information about the key prior to error correction. Our simu-
lations show that a distance based approach is too optimistic, and there
is a possibility that the eavesdropper still knows a substantial part of the
final key.

We are combining an AmBC modulator and the corresponding receiver
antenna system from Publication III and a secret key agreement protocol
from Publication V with wireless channel security methods discussed
in Section 4 to provide secret keys to IoT devices. These building blocks
are shown in Fig. 7.1 in the scope of AmBC security. In addition to the
method from Publication VI, we introduce a machine learning based data
obfuscation method from Publication IV called Camouflage Learning.

In the literature [8, 15, 95, 9, 97, 98, 10, 13, 12, 2], the use of wireless
channel as a source of randomness is based on two communicating parties
sending probing signals to each other and measuring channel responses.
In AmBC, the backscatter devices cannot directly estimate the channel
between devices. The channel between two backscatter devices consists
of two sections, as discussed in Section 4.5 and illustrated in Fig. 4.4.
Therefore, it is a challenge to use existing physical layer security methods
in AmBC systems, especially in case of D2D communications [104, 2].

77



Securing Ambient Backscatter Communications

Physical Layer

Security

Wireless Channel Communication Method
- backscatter communication
- ambient transmitter

- public media
- randomness source

Learning-basedKey Distillation Key Agreement
- secret key generation
and key distribution

- distill secret key
from environment

Secure Ambient Backscatter Communication

- obfuscate collected
data

Figure 7.1. Building blocks used to secure ambient backscatter communication.

Instead of sending probing signals to each other, the backscatter devices
measure the signal from an ambient transmitter. The key generation
is based on correlations between received signals, rather than relying
on channel reciprocity between the users. The measurements are used
as raw key material to a secret key agreement protocol. We analyse
the eavesdropper’s mutual information based on fundamental principles,
and we use state-of-the-art wireless channel models from 3GPP to model
the radio channel between an ambient transmitter and the backscatter
devices. The amount of key material that has to be discarded during the
privacy amplification phase depends on the mutual information that the
eavesdropper has of the secret key. We show how the legitimate users can
estimate the eavesdropper’s knowledge and balance between the reduction
of achieved key rate and eavesdropper’s knowledge.

7.2 System Model

The system considered here consists of a number of users and sensors
associated with each user. The users are moving in an environment, where
a signal from an ambient transmitter is present all the time. The sensors
belonging to a user are communicating with each other, and possibly with
a coordinator. The sensors use backscattering to embed their messages
on top of the ambient signal, and therefore the sensors need to be able to
receive the backscattered signals from other sensors.

The sensors associated with one user should be reasonably confident that
they are only communicating with each other, and not with some other
users’ sensors. This is realized by using a shared secret key for authentica-
tion and message encryption between sensors. The raw key for secret key
agreement comes from the wireless channel measurements as discussed in
Section 4.3. This system is an example of a secret key distribution protocol
applied in a satellite setting as discussed in Section 3.9.
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Figure 7.2. System model showing the ambient transmitter on the left, users and their
sensors, and the signal paths to the users. The legitimate user has sensors A
and B [PVI].

7.2.1 Users and Sensors

Figure 7.2 shows three users with their sensors. The first user is carrying
sensors A and B and two other users are carrying sensors E1 and E2. Each
sensor has its own signal path from the ambient transmitter, as shown in
Fig. 7.2 with blue arrows. Although all users share a common environment,
the signal paths are different to each user and their sensors. The signal
paths to the sensors of one user are more similar to each other than the
paths to different users.

In a bistatic system, as in AmBC, the backscattered signal is strongest
if the backscatter device is either near the transmitter or receiver. This
was shown in Publication I, where the link budget for an AmBC sys-
tem was validated in sub-1 GHz band and confirmed with measurements
at 590 MHz. In the use case considered here, it is therefore beneficial that
the sensors are near each other, compared with the ambient transmitter.

7.2.2 Backscatter Device

The backscatter device needs to measure the signal level of the ambient
transmitter to gather raw key material for secret key agreement, and
therefore it needs a corresponding receiver. This is a distinctive feature of
the proposed backscatter device, as those devices doing only backscatter
modulation do not need a receiver for the ambient signal.

The operating principle of the proposed backscatter device is illustrated
in Fig. 7.3. The modulator SW in the figure is an RF switch and the con-
troller is e.g. a microcontroller that generates the modulating waveform.
As the modulation is realized by either connecting the two antennas to-
gether or isolating them from each other, the antennas are connected to
terminating resistors when they are in the isolated state. Without the
terminations, there is a possibility that the antennas are reflecting the in-
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Figure 7.3. Block diagram of the backscatter device [PVI].

coming signal back uncontrollably. The terminations are actually receivers
whose inputs are matched to the impedance of the system. The receiver
connected to the linear polarized antenna receives the ambient signal and
is responsible for making the channel measurements. The backscatter
receiver connected to the circular polarized antenna listens to other sen-
sors, and uses the polarization conversion method as in Publication III
to better suppress the ambient signal at the receiver.

An actual realization of the backscatter device could use a commercially
available power sensor IC to measure the incoming RF power. The output
voltage of the power sensor IC is proportional to the input power. The
ambient receiver could use either an RF demodulator in front of the power
sensor to enable tuning the receiver to a certain ambient RF signal, or
a simple band-pass filter could be used instead, if the frequency of the
ambient signal is fixed. The output of the power sensor IC is sampled to
obtain the raw power measurements. A general-purpose microcontroller
is used to make measurements, process the information originating from
another sensor, and control the backscatter modulator as needed.

7.3 Distilling a Shared Secret from Ambient Signal

We generate key material from the signal levels of the ambient transmit-
ter at the sensors, as the users are moving with regard to the ambient
transmitter. The sensors are receiving the ambient signal and measuring
the received signal power. This is shown in Fig. 7.4 as step (a). The mea-
surements are done in a coordinated way to increase correlation between
the measurements, which leads to higher key rates. One of the sensors
can act as a coordinator and send a command to the other sensor to start
the power measurement procedure. Alternatively, a certain signal pattern
from the ambient transmitter can trigger the measurements. Either way,
the sensors are making the measurements simultaneously, thus avoiding
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Figure 7.4. Device operation and communication for key generation from ambient signal.
[PVI].

the time delay problem described in Section 4.3.
Let the measured values be X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn)

where X corresponds to readings from sensor A and Y corresponds to
readings from sensor B. The sensors use X and Y as raw key material, and
independently extract random bits from them using a quantizer, as shown
as step (b) in Fig. 7.4.

The bits extracted during step (b) are not the same for both sensors.
Therefore, in step (c), an information reconciliation protocol is used to
produce a key that both sensors A and B agree on. Here, two-way communi-
cation is considered in this step. Finally, in step (d) a privacy amplification
protocol is applied to the key to make it secure. This is based on one-way
communication. The sensors A and B use backscatter communication to
exchange messages between them in steps (a), (c) and (d).

As discussed in Section 4.3, the most common bit extraction method is to
measure amplitude or channel gain. This method is also used here, as the
sensors measure the received signal power from the ambient transmitter
at coherence time Tc intervals (4.1) and use the equiprobable quantizer
method from Section 4.4 to convert the measured values to bits. A com-
parison of resulting error rate distributions between Alice and Bob using
a level crossing, and 4- and 8-level equiprobable quantizers is shown in
Fig. 7.5. The dataset used to produce the comparison is the same set of
channel measurements that are used later as an input to the key agree-
ment protocols.

As the sensors A and B can only measure the error rate β between
themselves, therefore they can only guess the error rates γ and η between
an eavesdropper and themselves. In [72] the eavesdropper’s knowledge
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Figure 7.5. Error rate distributions with different quantizers [PVI].

about the channel compared with legitimate users was estimated in terms
of a maximum size of the antenna array the eavesdropper has. Here, we
take a similar approach. We model Alice’s and Bob’s estimates for γ and
η in terms of a multiplicative factor k; Alice and Bob then run privacy
amplification assuming that

γ = η = min(kβ, 0.5) . (7.1)

In a given operational situation, these estimates may be more conservative
than the realized error rates, or they may be too optimistic. In the latter
case, the eavesdropper retains information on the secret key after privacy
amplification. This approach allows us to calculate the achievable key rates
in Section 7.5.2 and estimate Eve’s average knowledge of the resulting
secret key as a function of k in Section 7.5.3.

7.4 Computation and Communication Complexity

The sensors need to perform a series of computations in order to end up
having a common shared secret. For example, if we start TPPR as described
in Algorithm 2 from Section 6.4.1 with 1000 input bits, Alice and Bob at
first calculate 500 parity bits and Alice sends Bob enough redundancy bits
so that Bob can correct his parity bits. Bob then sends Alice the positions
where the parities disagreed, and then they both discard the corresponding
two-bit blocks. From each remaining block, they jointly select one bit and
the protocol enters a new round. The bits remaining after the last round
are error corrected and added to the shared secret.

The number of bit operations depends on the bit error rate. In Table 7.1
we report the estimated number of operations per input bit during three
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Table 7.1. Number of bit operations per input bit for three rounds of the protocol [PVI].

β 0.05 0.10 0.20 0.30

Parity bit error correction 170 260 380 440

Error correction of last bits 0.01 0.15 1.9 7.3

Total 170 260 380 450

Table 7.2. Communication cost in terms of communicated bits per input bit [PVI].

β 0.05 0.10 0.20 0.30

Number of redundancy bits 0.24 0.37 0.55 0.64

Parity bit positions 0.84 0.81 0.75 0.70

Total 1.1 1.2 1.3 1.3

protocol rounds, for a selection of input bit error rates. Correcting parity
bits is the heaviest task; when considering the errors remaining after the
last round, significantly fewer computations are needed, as the advantage
distillation process is very effective in decreasing the error rate. We assume
that bit errors are corrected using 50 iterations of an LDPC code which
has an average check node degree of 7.

The computational load in operations per seconds depends on the rate at
which input bits are created. We may consider a situation corresponding
to the scenario simulated in Section 7.5. If we assume a user walking
at a 5 km/h pace, a carrier frequency of 590 MHz, taking samples at
Tc intervals calculated from (4.1), and using an equiprobable quantizer
from (4.5) with 4 levels, this results in 5.5 input bits per second. With
the worst error rate considered in Table 7.1, this requires 2500 operations
per second. If we have a low performance microcontroller running at
e.g. 4 MHz clock rate and assume that one instruction takes four clock
cycles to execute, the microcontroller may execute one million instructions
per second. The computations related to key generation in this scenario
take only a small fraction of the microcontroller capacity.

Another implementation aspect worth considering is the required amount
of communication between Alice and Bob. Alice has to send the redundancy
bits to Bob and in return Bob sends Alice the positions of erroneous parity
bits. These bits represent the communication cost between the sensors. The
communication cost per input bit during three protocol rounds is presented
in Table 7.2. The achievable transmission rates in AmBC systems start
from kbits/s, giving ample room for coding and protocol overhead as the
sensors need to communicate less than 8 bits/s, in the considered scenario
where 5.5 input bits are created per second.

Since the number of input bits per second is relatively low, neither the
computational nor the communication capacity of the backscatter device
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will be a bottleneck.
The number of instructions that are needed to run the key agreement

protocol can be reduced by using precalculated lookup tables (LUT) to
assist the protocol execution. For example, the parity check matrices for
the LDPC code and the amount of needed privacy amplification can be
precalculated for a selection of error rates, and the corresponding short-
ening algorithm could also be stored to a precalculated table. The parity
bit calculation at the heart of the TPPR protocol is a simple exclusive-OR
instruction, available at hardware level in virtually all microcontrollers.

The LUTs take up memory, and the more detailed the tables are, the
more memory is needed. However, as the contents of the tables are static,
they can be stored in non-volatile memory, thus helping to decrease the
energy consumption of the backscatter device.

7.5 Performance Evaluation

We simulate the secret key generation using channel measurements as
raw key material using state-of-the-art wireless channel models from
3GPP [110] and show that the distance between an eavesdropper and the
legitimate users is not alone a sufficient security guarantee. We show
how the legitimate users can estimate the eavesdropper’s knowledge and
balance between the reduction of achieved key rate and eavesdropper’s
knowledge.

7.5.1 Simulation Setup

The signal paths shown in Fig. 7.2 are showing only the line-of-sight (LOS)
components from the ambient transmitter to the users. However, there are
usually numerous multipath components and there may not even be an
LOS signal path at all. The radio channels from the ambient transmitter
to the sensors are modelled using QUAsi Deterministic RadIo channel
GenerAtor (QuaDRiGa) [111]. QuaDRiGa has several built-in radio prop-
agation models. We used the 3GPP TR38.901 urban and rural macro
models to simulate the radio signal propagation between the transmitter
and the receiver [110]. For each of these environments, a non-LOS signal
propagation model was used in the simulations.

The receivers are placed in three different configurations shown in
Fig. 7.6. The sensors A and B belong to the legitimate user, and sen-
sors E1 and E2 belong to the eavesdropper. The sensors for each user are
at the same height, 1.5 m from ground level. The configuration a) is the
baseline situation, where the eavesdropper is near sensor B. In configu-
ration b) the eavesdropper is further away from sensors A and B, and in
configuration c) the eavesdropper is positioned between sensors A and B.
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Figure 7.6. The initial receiver positions, a) baseline situation, b) Eve is further away, and
c) Eve is between sensors A and B [PVI].

Table 7.3. Distances between sensors and half wavelengths at simulation frequencies
[PVI].

Sensor pairs Distance 100 MHz 590 MHz

λ/2 = 1.5 m λ/2 = 0.25 m

A - B 0.5 m λ/6 λ

B - E1 1.0 m λ/3 2λ

B - E2 7.5 m 5λ/4 14.8λ

The distances between sensors are listed in Table 7.3 as are the half wave-
lengths corresponding the frequencies used in the simulations. At 100 MHz
the sensors A and B are within the λ/2 limit, therefore the spatial channel
responses should be alike. However, sensor E1 is also within the same
limit to B, while sensor E2 is outside the λ/2 limit. At 590 MHz, all sensors
are further away from each other than the corresponding λ/2 distance.

For each simulation case, the users are randomly dropped inside a 7.5 km
square. The users are walking a 250 m long route at a 5 km/h pace
maintaining their initial separations. The starting positions and random
walking directions for a sample of 300 simulation cases are shown in
Fig. 7.7. The ambient transmitter is located at coordinates X = 0 and
Y = 0, marked with a red cross in Fig. 7.7 and is located 100 m above
ground level. The transmitter antenna is a half-wave dipole and the
receiver antennas are omnidirectional. Therefore, the orientation of the
receiver antennas does not matter, making them suitable for modelling
wearable sensors.

The ambient transmitter is either a terrestrial TV station or an FM radio
station. The centre frequencies are 590 MHz and 100 MHz, correspond-
ingly.
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Figure 7.7. Random starting positions and walking directions for 300 simulation cases
[PVI].

7.5.2 Achieved Key Rates

The simulations were at first run with known error rates. The error rate β

between Alice and Bob, and error rates γ and η between Eve and the
legitimate users were assumed to be known. The error rates for each
simulated walking route were calculated for each receiver configuration
shown in Fig. 7.6 from the quantized power levels. The error rates were
used as input to PCP and TPPR protocols from sections 3.9 and 6.4.2 and
the one-way protocol from Section 3.8. The key rate for PCP was calculated
using [72, Theorem 2], rephrased from [109]. The key rate for TPPR was
calculated using (6.7) and the key rate for a one-way protocol is defined as

ROW =

{︄
h(γ)− h(β), if Alice’s bits are corrected

h(η)− h(β), if Bob’s bits are corrected
(7.2)

where h is the binary entropy function (3.7). A total of 5000 simulation
cases were used to produce the input to the aforementioned protocols. Both
PCP and TPPR were run three rounds and the best key rate was taken for
each of the 5000 cases. The radio channels were modelled using the urban
macro scenario at 590 MHz centre frequency.

The averaged key rates over all simulation rounds are presented in
Fig. 7.8 for the baseline configuration. On the average, both PCP and TPPR
are able to produce secret key even in the presence of an eavesdropper over
a wide range of error rates, and in most cases producing more secret key
than one-way protocols.
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Figure 7.8. Average key rates for PCP and TPPR compared to one-way protocol key rate
in baseline situation [PVI].

If the distance between Eve and the legitimate users were the only
security guarantee, the key rate would have been substantially higher.
In this case only the cost of error correction is taken into account when
calculating the key rate, as Eve is supposed to have no prior knowledge
of the key. For a comparison, the resulting key rate is shown in Fig. 7.8
with the EC only label. The proximity based device pairing system in [103]
would reach this key rate for the baseline configuration.

Even if Eve is located between Alice and Bob as in receiver configuration
c), it is possible to produce a secret key. The averaged key rates for
configuration c) are shown in Fig. 7.9. In this configuration, the method
of [103] would not produce any key, as Eve is too close to Alice.

Because the protocols of interest are capable of producing key with a
wide range of error rates β, the choice of the quantizer does not play a
significant role. However, there may be other reasons to favour a specific
quantizer, e.g. the ease of implementation.

It is only possible to distil any secret key from a random source if there
is some correlation between the raw key material, in this case in the
measured power levels. The correlation of the power measurements as a
function of distance was simulated for both urban and rural environments
at 100 MHz and 590 MHz frequencies. The averaged correlations as a
function of distance expressed in wavelengths are presented in Fig. 7.10.
The positions of sensors B, E1 and E2 relative to sensor A are marked on
the figure as the sensor A is located at X = 0.

It can be seen from the figures that although the correlation decreases
rapidly as the distance is more than λ/2, on the average the level of
correlation stays relatively high, even if the distance is several wavelengths.
The reason for this is that even though the channels are non-LOS, they
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in urban and rural environments for centre frequencies 100 MHz above and
590 MHz below [PVI].
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are locally dominated by a few multipath components. As Fig. 7.10 shows,
the level of correlation is similar at both frequencies and therefore the
resulting key rates would be similar too. The correlation stays even higher
in rural environments as there are fewer obstacles causing multipath
propagation. It should be noted that in order to extract the same number
of secret bits at 100 MHz would take more time, or longer walking route,
as the coherence time is longer compared to that at 590 MHz.

7.5.3 Estimating Eve’s Knowledge

Were these sensors operated in a real world situation, Alice and Bob could
only measure the error rate β between themselves. They do not know the
error probability between either one of them and a nearby eavesdropper.
The amount of key material that has to be discarded during the privacy
amplification phase depends on the mutual information that the eaves-
dropper has of the secret key, and that in turn is related to the error rate
between e.g. Bob and Eve. Therefore, Alice and Bob need to estimate Eve’s
error rate γ between Alice and Eve, and error rate η between Bob and Eve.
If the estimation were too optimistic, the key rate would be higher but Eve
would possess residual information about the secret key even after privacy
amplification.

We model Alice’s and Bob’s estimates for γ and η in terms of a factor k

as in (7.1), with k in the range from 0.5 to 2. With S the key rate with
estimated error rates and R the actual key rate with realized error rates,
Eve’s residual knowledge of the secret key is

K =

{︄
S−R
S , if S −R > 0

0 , otherwise .
(7.3)

Eve’s average residual knowledge of the secret key over all simulation
cases are presented in Fig. 7.11 for PCP and TPPR, as well as the one-way
protocol. The figure shows results for receiver configurations a), b) and
c) from Fig. 7.6. When k < 1 a one way protocol can not produce any key.
When k > 1 Eve’s knowledge of the secret key increases rapidly. A zoomed
out region when 0.7 < k < 1 is shown in the same figure for PCP and
TPPR.

If again the distance between Eve and Alice or Eve and Bob were the only
security guarantee, Eve’s average knowledge compared to the one-way key
rate realizations would be approximately 90% as shown in Fig. 7.11 with
the EC only a) label in case a), and approximately 85% in case b), as shown
with the EC only b) label. Note that in the simulated scenario, sensors A
and B are at one wavelength distance from each other, while Eve is two
wavelengths from B in case a) and almost 15 wavelengths in case b). In
the studied realistic channel model, the distance based security guarantee
is too optimistic, as Eve still knows a substantial part of the secret key.
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The factor k does not affect Eve’s knowledge in this case as Eve’s distance
is not taken into account, and error rates γ and η are not used at all.

By choosing a suitable value for factor k, it is possible to balance between
the reduction of achieved key rate and Eve’s knowledge of the final key.
Fig. 7.12 shows the trade off between Eve’s knowledge of the final key vs.
the achieved key rate. The results are shown for configurations b) and c).
The curves start from k = 0.78, for which Eve’s knowledge is practically
zero. Six values of k are marked to the PCP c) curve and five values of k are
marked to the one-way c) curve. For example, if k = 1 Eve knows on the
average ∼ 23% of the final key produced using either PCP or TPPR. With
a smaller k, Eve’s knowledge is reduced. This assumes that Eve has an
advantage compared to Alice and Bob, as the assumption is that γ = η < β

meaning that no one-way protocol is able to produce a key anymore.

7.6 Learning Based Data Obfuscation

Another way to make use of the randomness of a fading wireless channel
in securing AmBC setting is to exploit the interference of backscattered
signals. Instead of extracting secret keys from wireless channel measure-
ments to offer data privacy, machine learning based methods can be used
to obscure the collected data. We proposed in Publication IV a distributed
machine learning based data obfuscation method, Camouflage Learning,
that uses backscattering for energy efficient communication. Our approach
enables energy-less computation via physical-layer computation offload-
ing, exploiting interference of backscattered signals for the aggregation of
weighted feature values. These feature values can be e.g. temperature, hu-
midity or some other measured values. In Publication IV, a single device
extracts a single feature and sends the weighted value to the coordinator.

Camouflage learning advances data privacy compared to prior state-of-
the-art methods such as Federated learning [112, 113, 114, 115] or homo-
morphic encryption [116, 117, 118], all of which demand high processing
or communication resources. In contrast to existing distributed machine
learning methods, in Camouflage learning the information on the model
is scattered across devices. No single device has, at any time, knowledge
on the complete model or on other device’s feature values. In addition, the
shared feature values are protected from potential eavesdroppers through
obfuscation. Learning based data obfuscation is shown as an additional
building block that can be used to secure AmBC in Fig. 7.1.

The proposed method was evaluated using backscatter devices in in-
door environments, thus proving that Camouflage Learning is a suitable
protocol for energy constrained devices. It thereby brings battery-free
distributed learning and continuous operation in Ambient Intelligence
environments into reach.
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8. Conclusions and Future Work

This thesis addresses securing IoT device or personal area network com-
munications in an AmBC setting. The security of IoT devices has become
a concern, as IoT has made it possible for things and people to interact
with each other anytime and any place. These devices are often limited
in their computational, communication and power resources, due to their
embedded nature. Therefore, using computationally heavy cryptographic
methods to offer security to the connected devices is seldom possible. In
this work, an information-theoretically secure two-way secret key agree-
ment protocol is applied in a correlated source model, where the raw key
material to the protocol is gathered from wireless channel measurements.
The key agreement protocol makes it possible to use symmetric encryption
methods to secure communication between devices and thus avoids the
need for heavy computations. The wireless channels in question are from
an ambient transmitter to the backscatter devices.

Backscatter communication is seen as a viable solution for resource
limited devices, as the wireless nodes are communicating without any
active RF components. The devices reflect the incoming RF signal back
to the receiver, effectively becoming a modulator by changing the amount
of reflection. However, the interference from the ambient transmitter
remains a major challenge, as the ambient signal is present at the receiver
together with the backscattered signal.

In the first part of this work, two backscatter devices are presented. The
first one is based on known principles in the literature. The goal was to
make the first backscatter device easy to use and to cover a wide frequency
range. Based on the insight that was gathered during the use of the first
backscatter device, a second device was developed. In an AmBC setting the
signal from the ambient transmitter is usually several orders of magnitude
stronger than the backscattered signal, and appears as interference at
the backscatter receiver. The second backscatter device in combination
with a corresponding antenna construction at the receiver end is able to
significantly attenuate the ambient signal, thus decreasing the impact of
interference.
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The second part of this work presents a two-way secret key agreement
protocol, TPPR. The protocol uses error corrected parity bits for advantage
distillation. During each round of the protocol Alice and Bob calculate
parity bits for two-bit blocks. As the parity bits are strongly correlated,
Alice sends Bob only sufficient information that he can correct his parity
bits. In contrast to similar protocols known in the literature, the secret
key is gathered from error corrected parity bits, and not from either Alice’s
or Bob’s original bit strings. In both QKD and satellite settings, TPPR is
able to outperform the theoretical one-way protocol bound. In the QKD
setting, this was analysed under the individual quantum attack model.

In the last part of this work, we analyse the secret key generation be-
tween ambient backscatter devices and show that the distance from legiti-
mate users to an eavesdropper is not alone a sufficient security guarantee.
This observation is in contrast with previous secret key generation methods
from the literature where distance is the only safeguard against an eaves-
dropper, and privacy amplification merely removes any information that
the eavesdropper overheard during the error correction phase. Existing
secret key generation methods use the reciprocal radio channel between
users as a source of randomness. Our setting uses the fading radio chan-
nels from the ambient transmitter to the backscatter devices as a source
of randomness for secret key generation. Therefore, the backscatter de-
vices do not need to estimate or measure the channel between themselves,
which greatly simplifies the gathering of raw key material. We analyse
the eavesdropper’s mutual information based on fundamental principles,
and we use state-of-the-art wireless channel models from 3GPP to model
the radio channels between an ambient transmitter and the backscatter
devices.

Our analysis shows that the distance-based approach is too optimistic
and the eavesdropper may still know a substantial part of the final key.
Furthermore, one-way protocols are insufficient for key generation, they
lead either to no key, or the eavesdropper knowning most of the key. We
show how Alice and Bob can estimate Eve’s knowledge of the secret key by
using a factor k to estimate Eve’s error rates γ and η based on observed
error rate β between Alice and Bob. By choosing a suitable value for factor
k, it is possible to balance between the reduction of achieved key rate, and
Eve’s knowledge of the final key. This assumes that Eve has an advantage
compared to Alice and Bob as the assumption is that γ = η < β meaning
that no one-way protocol is able to produce a key any more.

A working solution is based on a two-way key agreement protocol, such as
TPPR, and assuming that Eve’s error rates are k times that of Alice’s and
Bob’s, with k < 1. On the average, this approach significantly decreases
Eve’s knowledge of the final key, at the expense of achievable key rate. This
method gives Alice and Bob the freedom to trade off between achievable
key rate and Eve’s knowledge of the final key.
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The observation that one-way protocols are not able to produce secret
key at all, or that the eavesdropper knows most of the key in the studied
AmBC scenario, raises the question, whether the same observation is valid
in other similar key agreement scenarios. This opens possible avenues
for future work, both evaluating existing key agreement scenarios, or
developing new two-way methods for secret key agreement. Also, analysing
TPPR under the coherent QKD attack model is a possible direction for
future work.

The topics investigated in this thesis, backscatter communications and
secret key agreement, are promising methods to be used with the up-
coming sixth generation of mobile network (6G) devices. The density of
autonomous IoT devices is expected to increase substantially when 6G
networks are deployed. Such devices are not operated by humans, in-
stead these devices are using machine-type communications (MTC) when
exchanging information with each other or with some remote servers.
Backscatter communication is an energy efficient communication method
for these devices and secret key agreement protocols are an integral part
of making the information exchange between devices secure.
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