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1. Introduction

The auditory system is faced with the task of transforming acoustic waves
arriving at the ears into behaviorally relevant mental representations of
sound sources in the surrounding environment — a process referred to
as the perceptual organization of sound, or auditory scene analysis. At
the level of sensory receptors, the organs of hearing are not sensitive to
the directions of sounds nor do they explicitly encode which segments of
sound were produced by any given sound source. Instead, spatial hear-
ing — and perceptual organization of sound in general — are inherently
computational processes, wherein auditory percepts are formed based
on the implicit cues embedded into the acoustic waves arriving at the
eardrums. Despite the lack of receptor-level encoding, more often than
not the identity and spatial properties of auditory percepts match those of
the physical sound sources to a remarkable degree of accuracy. Yet, many
details of the perceptual organization process remain elusive and it is not
fully understood which acoustic-domain parameters facilitate it or how it
is implemented neurally by the auditory system.

One aspect of auditory perception that has often been overlooked in audi-
tory studies across disciplines is that of dynamic spatial cues. Outside of
laboratory conditions spatial cues rarely remain stable due to the combina-
tion of listener and source movements. Similarly, it is not uncommon for
real soundscapes to contain more than one active sound source. When mul-
tiple sound sources are active concurrently, acoustic-domain interference
between the sounds emitted by the individual sources introduce on-going,
movement-independent dynamics to the spatial cues available to the lis-
tener. These source-interference-induced dynamics can result in severely
distorted spatial perception.

Elucidating the perceptual effects associated with spatial cue dynamics
would be advantageous for many fields of auditory research. First, it could
serve to open up new avenues in scene analysis research — a field where
self-motion cues have been largely ignored despite their behavioral rele-
vance. Second, identifying perceptually salient auditory phenomena driven
by spatial cue dynamics could aid in improving the ecological validity of
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Introduction

neuroscientific scene analysis studies by introducing novel stimulation
paradigms that better approximate the complexity of natural soundscapes
than the simplistic stimuli classically employed in auditory neuroscience.
Finally, given that spatial cue dynamics can yield both enhancements as
well as biases to auditory perception, an improved understanding of the
role of spatial cue dynamics in auditory perception could prove invaluable
in the development of various technological applications, including signal
processing algorithms for bilateral hearing aids and virtual/augmented
reality audio devices. To this end, the publications contained in this thesis
sought to assess various aspects of auditory perceptual organization in
listening scenarios involving dynamic spatial cues. The methods included
behavioral experiments and electroencephalography (EEG).
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2. Auditory spatial perception

In the case of vision and somatosensation — two sensory modalities with a
salient spatial dimension — directional information is encoded already at
the level of the sensory receptors by virtue of their topographical organiza-
tion. However, in audition spatial features are not explicitly represented at
the receptor level. Rather, they have to be extracted from implicit acoustic
cues embedded into the ear canal signals (Blauert, 1997). Despite this
apparent disadvantage, the spatial hearing system functions to a remark-
able degree of accuracy, as shown by localization studies where errors as
low as a few degrees are commonly reported (Mills, 1958; Wightman and
Kistler, 1989b; Makous and Middlebrooks, 1990; Middlebrooks and Green,
1991; Blauert, 1997). To understand the processes underlying directional
perception of sound, this chapter presents the anatomical and acoustic
bases of human spatial hearing and reviews results from behavioral stud-
ies pertinent to the thesis work. Accordingly, the majority of the chapter is
focused on describing spatial hearing phenomena during self-motion and
in complex listening scenarios involving multiple concurrent sources.

2.1 Peripheral organs

The peripheral system transforms acoustic waves into neural impulses
that project into the central auditory pathway via the cochlear nerve.
Conventionally, peripheral organs are divided into the external-, middle-
and inner ear (see Fig. 2.1). The external ear comprises the pinna and the
ear canal, terminated at the eardum. The role of the external ear is twofold,
it both amplifies the sounds impinging on the ear, as well as modifies the
sound spectrum arriving at the eardrum in a direction-dependent manner;
a crucial factor in enabling spatial hearing in three-dimensional space
(Blauert, 1997).

The middle ear consists of the bones in the ossicular chain that transmit
the vibrations of the eardrum to the high-impedance fluid of the inner
ear through the oval window. By coupling the large surface area of the
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Figure 2.1. Peripheral hearing organs and the vestibular organs. Adopted from Pulkki
and Karjalainen (2015).

eardrum to the much smaller surface area of the oval window, the ossicular
chain achieves an impedance transformation that facilitates the efficient
transfer of sound to the inner ear (Rossing, 2007).

The inner ear transforms the mechanical vibrations transmitted by the
middle ear into electrical nerve impulses that are further transmitted
to the nervous system via the auditory nerve. This transformation is
achieved by the biomechanical properties of the inner ear in a frequency-
dependent manner, so that different frequencies stimulate different sets
of inner hair cells (IHC) — the sensory receptors of hearing — arranged
tonotopically along the length of the cochlea (Plack, 2018). Tonotopy is a
general property of the auditory system that is maintained throughout the
auditory pathway (Saenz and Langers, 2014). Accordingly, the electrical
impulse outputs of the IHCs are passed to the central auditory system
along parallel tonotopically organized fibres in the auditory nerve.

Due to the anatomical arrangement of IHCs and the biomechanics of
the cochlea, the frequency resolution of the inner ear transduction is non-
uniform across frequency (Moore, 2012). At low center-frequencies, a
larger quantity of unique IHCs is available per linear frequency interval
than at high center-frequencies. Consequently, the frequency selectivity
of the cochlea is best at low frequencies and degrades with increasing
frequency. Bandwidths within which simultaneously presented frequencies
stimulate overlapping sets of IHCs are referred to as critical- or auditory
bands (Fletcher, 1938a,b, 1940; Moore, 2012). These bands represent the
frequency resolution of the cochlea at different center-frequencies and
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can be conceptualized as the minimum frequency separation required for
two sounds to be accurately represented in the neural activity of separate
auditory nerve fibres. The limited frequency resolution of the cochlea has
implications for the acuity of spatial hearing as interaural spatial cues are
extracted from auditory band-specific comparisons of cochlear outputs (e.g.
Scharf et al., 1976). Therefore, sound energy within a given auditory band
contributes to the spatial information extracted from the neural activity in
the corresponding nerve fibres.

As in the case of frequency resolution, also the temporal resolution of the
cochlea decreases with increasing frequency. At low frequencies, both the
membrane potential of the IHCs (for instance, Palmer and Russell, 1986)
as well as the spike rate activity at the auditory nerve (e.g. Rose et al.,
1967; Anderson et al., 1971) reflect the temporal fine-structure of acoustic
stimuli. At frequencies above a few kHz, temporal precision of the nerve
fibre discharges deteriorates, so that the discharge times in individual
fibres are no longer phase-locked to the stimulation.

2.2 Head-related acoustics and spatial hearing

The implicit acoustic cues that enable spatial hearing in humans arise
from the systematic manner by which sounds arriving from different direc-
tions interact with the head of the listener. Sound is a wave phenomenon
that follows the laws of diffraction and reflection; To a first approximation,
when a sound wave encounters an obstacle with dimensions significantly
smaller than its wavelength, the wave travels past the obstacle due to
diffraction relatively unaffected (Kuttruff, 2007; Rossing, 2007). This re-
sults in comparable sound pressure levels at both sides of the obstacle
but a difference in the time of arrival at either side of the obstacle. Con-
versely, when the dimensions of the obstacle are large in comparison to the
sound’s wavelength, an increasingly large proportion of the sound energy
impinging on the surface of the object is reflected backwards (Rossing and
Fletcher, 2012). Since the high-frequency wave is not able to travel past
the obstacle unimpeded, a sound pressure level difference is introduced be-
tween the opposing sides of the obstacle. These basic properties of physics
of sound form the acoustic-domain basis for human spatial hearing, as
the human head presents an acoustic obstacle that perturbs the acoustic
field formed around the head. These perturbations are direction- and
frequency-dependent and serve as the acoustic basis for auditory spatial
cues.
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Auditory spatial perception

2.3 Binaural spatial cues

2.3.1 Temporal difference cues

When sounds impinge on the listener’s head, an azimuth-dependent dif-
ference in time of arrival arises between the ear canal signals due to the
path-length difference between the sound source and the positions of the
two ears. For example, a sound emitted by a source on the right side of
the listener will arrive earlier at the right ear than at the left ear and vice
versa. This time-based spatial cue is referred to as an interaural time dif-
ference (ITD), or in the context of narrow-band sounds, an interaural phase
difference (IPD). Temporal difference cues are the dominant localization
cues that the auditory system exploits in the localization of low-frequency
sounds (Wightman and Kistler, 1992).

The magnitude of ITD is a function of both the distance between the
ears as well as the position of the sound source; ITDs are minimal for
sources positioned along the vertical midline and grow larger at more
lateral positions. In humans, the maximum naturally occurring ITDs at
the extreme lateral angles of ±90 degrees are as short as 600 - 750μs,
depending on the head-size of the subject (Feddersen et al., 1957; Kuhn,
1977). Moreover, humans are highly sensitive to changes in low-frequency
ITD, with the smallest just-noticeable differences (JND) being as low as 10
μs (Klumpp and Eady, 1956). ITD-sensitivity varies with azimuth angle
so that sensitivity is greatest for sources positioned at the midline and
decreases at more lateral positions (Yost, 1974).

In addition to interaural differences in the temporal fine-structure of
sounds, the auditory system derives spatial cues from the interaural delay
of the amplitude envelopes of sounds (Henning, 1974; McFadden and
Pasanen, 1976; Henning, 1980). These cues are however less salient than
the phase-locked fine-structure IPD and are available only at relatively
high-frequencies, above approximately 1.5 kHz. Moreover, the salience of
envelope-ITD depends heavily on the sharpness of the envelope (Henning
and Ashton, 1981; Nuetzel and Hafter, 1981; Bernstein and Trahiotis,
1994, 2002, 2009; Laback et al., 2011), thus limiting its usefulness as a
general spatial cue.

2.3.2 Level difference cues

In the case of high-frequency sounds, the wavelength of sound can be
much smaller than the dimensions of the head. This has two important
implications for binaural hearing. First, when the wavelength of sound is
small compared to the distance between the ears, an unambiguous phase-
relationship cannot be established for the interaural delay and it becomes
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impossible to distinguish which of the two ears is leading and which is lag-
ging based on on-going IPDs alone (Schnupp et al., 2011). This ambiguity
makes temporal comparisons between the ears an unreliable localization
cue for high-frequency sounds. Second, for high-frequency sounds, the
head represents a large acoustic obstacle and diffraction effects become
negligible. This imposes an acoustic shadowing effect at the contralateral
side of the head, resulting in an interaural level difference (ILD) between
the ears for laterally located sounds (Schnupp et al., 2011).

The magnitude of ILD depends both on frequency and the location of
the sound source. For sound sources at the vertical midline, ILD is near
zero due to the approximate symmetry of the human head (Blauert, 1969).
In the case of wideband sounds that contain a wide range of frequencies,
the magnitude of the overall ILD increases approximately monotonically
with lateral angle (Blauert, 1997). In the case of high-frequency narrow-
band sounds however, the relationship between ILD and lateral angle is
not strictly monotonic due to acoustic interaction between the impinging
sound wave and the anthropometric details of the listener’s head. As the
frequency increases, these interactions become increasingly idiosyncratic
and confound the nearly monotonic mapping between azimuth angle and
ILD observed with wideband sounds (Schnupp et al., 2011). At the be-
havioral level, JNDs of ILDs can be as low as 0.5 - 1.0 dB under optimal
conditions (Mills, 1960; Yost and Dye Jr, 1988). As in the case of ITD,
sensitivity to changes in ILD is greater when initial ILDs are near-zero,
corresponding to source positions along the vertical midline.

2.3.3 Ambiguity of binaural cues

Although binaural cues enable remarkably accurate localization perfor-
mance in the left-right dimension, they provide no systematic cues to the
front-back or up-down dimensions of sound source location. This spatial
ambiguity arises from the fact that interaural difference cues are not
unique to any given source position. Rather, the same magnitude of inter-
aural differences in both timing and level can arise due to sound sources in
a number of possible locations (Blauert, 1997; Schnupp et al., 2011; Moore,
2012). For instance, the geometric path-length difference from the source
to the two ears is approximately zero for all sources positioned along the
vertical midline. If the head is simplistically modelled as a sphere with
the ears represented as two opposing points on its surface, the possible
source locations that yield the same binaural differences corresponds ap-
proximately to a conical surface that is symmetric about the interaural
axis and intersects with the actual location of the sound source (Blauert,
1969). This locus of possible source positions captures the spatial ambigu-
ity inherent to binaural difference cues and is commonly referred to as the
cone of confusion (Moore, 2012). The cone of confusion often manifests as
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front-back confusions in spatial hearing tasks (see the left-hand side panel
of Fig. 2.2). To overcome the spatial ambiguities inherent to binaural cues,
the auditory system relies on spatial cues derived from monaural signal
characteristics, as well as cross-modal cues derived from combining self-
motion information with the spatial cue dynamics that co-occur naturally
with listener movement.

2.4 Monaural spatial cues

Despite the fact that binaural cues are uninformative about spatial prop-
erties of sounds beyond the left-right dimension, behavioral studies show
that listeners can indicate the elevation angle of wideband noise bursts
with surprising accuracy. For instance, mean vertical localization errors
can be as low as 3.5 degrees for sources positioned along the vertical mid-
line (Makous and Middlebrooks, 1990). The spatial cues that enable this
level of vertical localization performance arise from the linear spectral dis-
tortions imposed by the pinnae on the sound waves impinging on the head
(Batteau, 1967; Middlebrooks and Green, 1991; Blauert, 1997). In specific,
the direction-dependent acoustic filter formed by the pinna modifies the
wideband sound spectrum formed at the eardrums in a manner that is
unique to each angle of arrival and can therefore serve as a cue to sound
source location also in the front-back and up-down dimensions (Shaw and
Teranishi, 1968; Shaw, 1997; Carlile et al., 2005).

Due to their acoustic basis in wideband spectral distortions, the salience
of monaural cues is heavily dependent on the source spectrum. For exam-
ple, due to the acoustic shadow cast by the flanges of the pinnae, sounds
arriving from directly behind the listener yield ear canal spectra with less
high-frequency energy than identical sounds positioned directly in front of
the listener (Asano et al., 1990). Accordingly, this direction-dependent dif-
ference in the magnitude of the high-frequency spectrum enables monaural
disambiguation between source locations in front and behind the listener
(Musicant and Butler, 1984; Oldfield and Parker, 1986), provided that the
source spectrum contains energy in the high-frequency range (8 - 16 kHz)
of the auditory spectrum (Langendijk and Bronkhorst, 2002). Similarly, id-
iosyncratic patterns of sound reflections in the face of the pinnae introduce
elevation-dependent peaks and notches in the resultant ear canal spectra
that serve as elevation cues (Middlebrooks and Green, 1991). These cues
are predominantly imposed on the spectral envelope at frequencies above
4 kHz and accurate vertical localization therefore requires that the source
spectrum contains energy in this frequency range (Hebrank and Wright,
1974; Asano et al., 1990; Noble et al., 1994; Langendijk and Bronkhorst,
2002). Accordingly, if the spectrum of the target sound is limited to low
frequencies, both vertical and front-back localization are impaired.
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Similarly, monaural cues cannot provide accurate spatial information for
narrow-band sounds. Instead, results from spatial hearing experiments
show that when narrow-spectrum sounds are presented from the vertical
midline — where no binaural cues are available and localization has to rely
on monaural cues — elevation percepts depend on the center-frequency
of the sound, but not on the actual source elevation angle (Blauert, 1969;
Butler and Helwig, 1983; Middlebrooks, 1992; Itoh et al., 2007). For
example, when bursts of third-octave white noise centered around 8 kHz
are presented over loudspeakers positioned directly in front, above, or
behind listeners in an anechoic room, subjects consistently report that
the sound is perceived above the head, regardless of which loudspeaker is
actually used to present the stimulus (Blauert, 1969; Butler and Helwig,
1983; Middlebrooks, 1992; Itoh et al., 2007). Similar frequency-dependent
distortions to spatial perception have been reported in the context of pure
tones presented over headphones (Thakkar and Goupell, 2014).

2.5 Spatial cues derived from self-motion

Despite the limitations inherent to the mechanisms of human spatial hear-
ing, the auditory system is able to overcome many of them by leveraging
cross-modal information. Arguably, the cross-modal effects that have the
greatest significance for spatial hearing in behaviorally relevant listening
scenarios arise from the combination of the sense of self-motion and audi-
tory information. The sense of self-motion itself is a multimodal percept
derived by combining information from vision, muscle proprioception, ef-
ferent copies of motor commands and the vestibular sense (Wallach, 1939,
1940; Cullen, 2012; Greenlee et al., 2016). Here, the term is used generally
to refer to the perceived state-of-motion (e.g. direction and velocity of head
rotation) a listener experiences, regardless of the exact combination of
sensory modalities that give rise to these percepts. While the significance
of self-motion cues in auditory spatial perception was noted by many re-
searchers already in the early 20th century (Young, 1928, 1931; Willey
et al., 1937; Wilska, 1938; Wallach, 1939, 1940), they nevertheless remain
a relatively unexplored topic in many fields of auditory research.

Self-motion cues arise from the fact that listeners are able to cohesively
interpret changes in self-orientation with the accompanying spatial cue
dynamics. For example, when a continuous sound devoid of spectral cues
is presented to a listener, front-back confusions are common (e.g. Stevens
and Newman, 1936) since binaural cues provide no information about the
front-back dimension of the sound (see left-hand side panel of Fig. 2.2).
Yet, when the head is rotated, the resultant changes in binaural cues are
categorically different for sound sources in front of and behind the listener
(see right-hand side panel of Fig. 2.2). In specific, the magnitude of the
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Figure 2.2. Left panel: Ambiguity of binaural difference cues. Binaural spatial cues
stem from differences in the timing and level of the acoustic-domain ear
canal signals between the two ears. Since the same magnitude of binaural
differences in both level and timing can arise from a locus of possible source
positions — the so-called “cone of confusion” — interaural difference cues
contain an inherent spatial ambiguity. Consequently, when only binaural
cues are available, estimates of lateral angle are often accurate but confusions
about the front-back dimension are common. Right panel: acoustic basis of
self-motion cues. When the head is turned, binaural differences increase or
decrease depending on whether the source is in front of or behind the listener.

binaural disparities either increases or diminishes, depending on the front-
back position of the source and the direction of head rotation. Thus, when
the changing self-orientation information is successfully combined with the
spatial cue dynamics that accompany self-motion, the front-back ambiguity
inherent to binaural cues can be resolved without access to monaural
spatial cues. Accordingly, behavioral studies show that head movements
drastically reduce the frequency of front-back confusions that are otherwise
common in spatial hearing experiments (see for instance Thurlow and
Runge, 1967; Bronkhorst, 1995; Perrett and Noble, 1997a; Wightman and
Kistler, 1999; Iwaya et al., 2003; Macpherson, 2011; Brimijoin and Akeroyd,
2012; Macpherson, 2013; Kim et al., 2013; McAnally and Martin, 2014;
Brimijoin and Akeroyd, 2016; Pastore et al., 2018). In addition, localization
errors in elevation angle are diminished if subjects are allowed to perform
head movements (Thurlow and Runge, 1967; Perrett and Noble, 1997a,b;
Iwaya et al., 2003; Kato et al., 2003; Vliegen et al., 2004), indicating
that self-motion cues can enhance spatial perception beyond simple front-
back disambiguation. Interestingly, these enhancements occur also for
low-passed targets when movements are restricted to horizontal head
rotations (Perrett and Noble, 1997b). This suggests that self-motion-driven
enhancements to spatial perception are not directly attributable to re-
orienting the head towards the source, so that the target is placed within
the region of highest spatial acuity.
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2.5.1 Dynamic front-back illusion

Wallach (1939, 1940) postulated an internalized association between spa-
tial cue dynamics and perceived self-motion to be the basis for movement-
induced enhancements to spatial hearing. In a series of classic experi-
ments, Wallach demonstrated that the auditory system interprets changes
in binaural cues in a context-dependent manner, so that when the lis-
tener perceives self-motion, concurrent changes in interaural disparities
are implicitly attributed to a stationary sound source at a location that
is consistent with the sequence of spatial cues; This became known as
“the principle of least displacement” (Wallach, 1940). Interpreted geo-
metrically, the least displacement principle predicts that the perceived
source location corresponds to that spatial position that is common to
all of the cones of confusion that arise during the motion. The spatial
ambiguity arising from such a processing principle was demonstrated in
a series of localization experiments where self-motion percepts induced
via different sensory modalities (e.g. visually induced circular vection),
were combined with source motion to bias spatial perception to illusory
target locations (Wallach, 1939, 1940). One series of these experiments
involved sounds that were moved within a circular loudspeaker array in
tandem with the subjects’ head rotations. Such a manipulation distorts
the natural relationship between spatial cue dynamics and head rotation
and can be leveraged to induce salient localization biases to self-motion-
derived spatial percepts. Crucially, these experiments demonstrated that
the principle of least displacement could be used to induce systematic
hemiplane reversals by moving a sound source in azimuth by a factor of
two relative to the angle of horizontal head rotation (see Fig. 2.3). The se-
quence of binaural cues arising from such a manipulation is approximately
the same as the sequence that would arise naturally if the source was
stationary in the opposing hemiplane. Accordingly, the source is perceived
as a static sound source in the opposite hemiplane, following the least
displacement principle. Here, this illusory hemiplane reversal effect is
referred to as the “dynamic front-back illusion”. The dynamic front-back
illusion provides a useful methodological paradigm for identifying localiza-
tion judgments derived from self-motion cues. Accordingly, in recent years,
when camera-based real-time motion tracking apparatuses have become
more widely available, many researchers have leveraged modern variants
of the paradigm in localization studies focusing on self-motion cues (for
instance, Macpherson, 2011; Brimijoin and Akeroyd, 2012; Macpherson,
2013; Yost et al., 2019). Some of these studies are discussed in more detail
in section 4.3.2 and briefly in the section below.
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Figure 2.3. Two-dimensional illustration of the spatially ambiguous binaural dynamics
underlying the dynamic front-back illusion. The thin solid line represents the
interaural axis and the thick solid lines the projection of the cone of confusion
onto the horizontal plane. The frontal hemiplane source represents the real
source whose azimuthal position is determined by the instantaneous rotation
angle of the listener’s head, according to a 2:1-ratio. The rear hemiplane
source represents the illusory spatial percept produced by the experimental
manipulation. When the head is moved, it is implicitly assumed that the
position of the sound in global coordinates is independent of the instantaneous
position of the listener’s head. Therefore, the ecologically valid interpretation
of the sequence of binaural cues arising during self-motion is the one where the
sound source remains stationary during the rotation; This corresponds to the
spatial position that is common to the sequence of cones of confusion formed
during the rotation. By displacing a sound source in azimuth by a factor of two
for every degree of horizontal head rotation, the resultant sequence of binaural
difference cues approximates those that the listener would experience if the
sound source were stationary in the opposite hemifield.

2.5.2 Relative salience of dynamic spatial cue modalities

Although many behavioral studies have established self-motion-induced dy-
namic ITD to be a robust localization cue (e.g. Perrett and Noble, 1997a,b;
Macpherson, 2011), the role of dynamic ILD cues is not as clearly estab-
lished. Listeners are able to effectively use self-motion cues to resolve
the front-back dimension of high-pass filtered target sounds that do not
provide low-frequency ITD-cues and this ability appears to be retained
even when monaural cues are confounded by experimental manipulations
(e.g. Perrett and Noble, 1997b; Macpherson, 2011). This suggests that
that dynamic ILD can provide salient spatial information. Yet, when lis-
teners are tasked to use head rotations to localize narrow-band sounds
presented from various azimuthal positions, the rate of front-back confu-
sions increases for high-frequency stimuli and spatial perception appears
to be driven by the directional biases induced by narrow-band stimulation
rather than by information provided by dynamic ILD (Macpherson, 2011).

Similarly, if wideband stimuli are used in experiments leveraging the
dynamic front-back illusion, monaural cues and self-motion-coupled dy-
namic binaural cues provide conflicting information about the position of
the target and it is not clear which cue modality or combination of cues
dominates spatial perception. For example, when listeners are tasked
to perform head movements and localize spoken sentences presented ac-
cording to the dynamic front-back illusion paradigm, directional percepts
become unstable, resulting in the perception of a sound image that “flick-
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ers” between the positions implied by the dynamic binaural information
and the monaural cues (Brimijoin and Akeroyd, 2012) revealing no obvious
spatial cue hierarchy.

2.6 Perceptual characteristics of headphone stimuli

Headphone stimulation is commonly used in auditory studies due to the
precise control it provides over binaural signal characteristics. However,
in its most basic form headphone stimulation evokes spatial percepts that
are distinctly different from those evoked by sounds presented over loud-
speakers or real sound sources. As such, spatial perception of headphone
stimuli merits a brief discussion of its own.

When sounds are presented over headphones they are transmitted di-
rectly into the ear canal and the acoustic effects imposed by the head and
pinnae are essentially bypassed. This results in binaural signals devoid of
naturally occurring spatial cues. Accordingly, headphone stimuli generally
evoke percepts of sound images inside the head, rather than out in the
external environment. To reflect this difference, the term “lateralization”
— rather than localization — is used to characterize the left-right dimen-
sion of sound sensations perceived inside the head (Durlach et al., 1992;
Blauert, 1997). Similarly, the term “verticalization” is sometimes used to
characterize the position of intracranial auditory images along the vertical
dimension (Thakkar and Goupell, 2014).

When binaural cues are imposed artifically on headphone signals the
resultant spatial percept can be characterized as a single “point-like” later-
alized auditory image. However, this is not always the case. For instance,
when noise is presented over headphones, the evoked spatial percept de-
pend on the degree of interaural coherence between the left- and right
channels. When the channels are fully coherent, the same noise sample
is presented to both ears and the resultant spatial percept is point-like
and positioned at the center of the head (for instance, Jeffress et al., 1962;
Blauert, 1997). When the correlation between the binaural channels is
decreased, the perceived width of the auditory image increases, until
segregating into two separate images, lateralized to the two ears when
correlation approaches zero (e.g. Blauert and Lindemann, 1986). Similar
splitting of auditory images can be evoked with antiphasic binaural sam-
ples containing low-frequency energy (Wilska, 1938; Hirsh, 1948; Licklider,
1948; Blauert, 1997).

2.6.1 Factors influencing the externalization of sounds

While intracranial auditory images are most often associated with head-
phone stimulation, they are not an inherent characteristic of headphone-
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based stimulation in itself. In fact, internalization can occur even for
stimuli presented over loudspeakers under the appropriate combination of
signal parameters (see for instance: Toole, 1970; Plenge, 1974; Levy and
Butler, 1978; Brimijoin et al., 2013). Rather, internalization stems from
the unnatural signal characteristics associated with inserting the stimuli
directly into the ear canals and bypassing the acoustic environment. The
missing signal characteristics can however be artificially imposed on the
headphone signals to promote percepts of externalized sound images, lo-
cated outside of the head. While many signal parameters contribute to
externalization (recently reviewed in Best et al., 2020), here, the discus-
sion is limited to the head-related transfer function (HRTF) and the use of
head-tracking.

HRTFs represent the acoustic-domain effects associated with head-related
acoustics. As such, they capture the direction- and frequency-dependent
phase and magnitude distortions observed in the ear-canal signals when
sounds interact with the head (Xie, 2013). HRTFs can be obtained via
acoustical measurements of the sound pressure field formed at the eardrums
by sound sources at different directions relative to the head. Processing
headphone stimuli with digitally implemented HRTF-filters corresponding
to a given source position, imposes the same spatial cues on the headphone
signals that would emerge naturally if the sound was presented over a
loudspeaker from that source position. Since HRTF-filters capture all of
the acoustic-domain information that serve as the primary spatial cues
(ITD, ILD and monaural cues), they can evoke salient percepts of external-
ized sound under headphone stimulation (Wightman and Kistler, 1989a,b;
Kawaura et al., 1991; Xie, 2013).

Additionally, externalization can be greatly enhanced by introducing
self-motion cues into the binaural signals with the aid of a real-time head-
tracking system (for instance, Kawaura et al., 1991; Bronkhorst, 1995;
Wightman and Kistler, 1999; Begault et al., 2001; Minnaar et al., 2001;
Algazi et al., 2004; Kim and Choi, 2005; Brimijoin et al., 2013; Macpherson,
2013; Xie, 2013; Hendrickx et al., 2017). Importantly, head-orientation-
coupled manipulation of binaural difference cues enables self-motion cues
to evoke strong percepts of externalization in headphone listening, even for
low-frequency- and narrow-band stimuli, that lack the spectral bandwidth
required for the formation of accurate monaural cues (e.g. Loomis et al.,
1990; Macpherson, 2011, 2013).

2.7 Spatial perception of multiple sound sources

While the vast majority of studies on spatial hearing have assessed audi-
tory perception of single point-like sound sources, behaviorally relevant
listening is rarely this simplistic. Natural soundscapes contain both unsyn-
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chronized ensembles of individual sounds (e.g. a group of people talking) as
well as volumetric sound sources whose spatial properties are not point-like
(e.g. waves on a shore, waterfalls, orchestras, choirs, etc.). Since spatial
cues are extracted computationally in auditory bands, the acuity of spatial
hearing can be significantly worse in multi-source-scenes than with single
sound sources if spectrally overlapping sources yield conflicting spatial
information.

When two sounds are active at the same time, the acoustic field at the
eardrums corresponds to the sum of the sounds arriving to the ears from
both sources (Bauer, 1961). As a result, the instantaneous phase and level
in each auditory band at both ears is described by the systematic phase
and level distortions imposed by the acoustics of the head, as well as the
confounding effects that arise from the summation of the energy emitted by
the other source. This may result in binaural difference cues of much larger
magnitude than what emerge in the case of single sources (Młynarski and
Jost, 2014) as well as monaural cues that do not accurately represent the
directional filtering characteristic associated with either source direction.
Accordingly, the spatial information available to the auditory system can
be severely degraded in multi-source scenes.

2.7.1 Azimuthally separated source pairs

Due to the tonotopical organization of the auditory system, the distortions
to spatial cues imposed by concurrent activity of multiple sound sources de-
pends on the degree of spectral overlap between the sources. If the sources
stimulate separate auditory bands, frequency-dependent spatial cues can
be extracted with relatively little detriment to the acuity of spatial percep-
tion. In contrast, if the sources overlap in the frequency-domain, spatial
perception can be severely confounded; This is apparent in — for example
— behavioral measurements of the concurrent minimum audible angle
(CMAA, Perrott, 1984). CMAA describes the minimum angular separation
required for subjects to be able to reliably characterize spatial deviations
from a co-located presentation condition for synchronously presented stim-
ulus pairs. CMAA-measurements conducted with tones show that while
no CMAA could be established for tone pairs with small frequency dis-
parities (i.e. the task was too difficult), CMAA decreases rapidly when
the frequency-separation between concurrent tones increases, reaching a
minimum of about 5 degrees for sources centered about the midline (Per-
rott, 1984). A similar, albeit less dramatic decrease in CMAA occurs when
the sources are positioned more laterally, away from the vertical midline
(Perrott, 1984). Similarly, experiments conducted in HRTF-based virtual
auditory space (VAS) indicate that subjects become worse at assessing the
relative positions of concurrently presented sounds of various bandwidths
(e.g. amplitude- or frequency modulated tones, noise bursts) when spectral
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overlap between the sounds increases and when the sources are positioned
away from the midline (Divenyi and Oliver, 1989).

Besides frequency overlap, perception of concurrent sources is also
strongly affected by the temporal correlation between the sources. When
spectrally overlapping sources are temporally correlated — or coherent,
the resultant spatial cues are stable across time and in general, result
in the perception of a single fused auditory image at a spatial position
determined by the aggregate of the spatial cues (Blauert, 1997). This
phenomenon is referred to as summing localization and it forms the basis
for stereophonic panning techniques that enable smooth manipulation
of the apparent position of sound images between pairs of loudspeakers
(Blauert, 1997; Pulkki, 1997; Pulkki and Karjalainen, 2015). In the context
of the present work however, the more interesting scenarios are the ones
where the sources share the same power spectrum, but are temporally
uncorrelated.

In sound scenes consisting of uncorrelated sources, the moment-to-moment
amplitude and phase of the sources are independent of one another. As
a result, the summation of the source signals at the ear canal has the
effect of introducing on-going random variations into the instantaneous
interaural level- and phase differences within all of the auditory bands
where the power spectra emitted by the sources overlap (Bauer, 1961;
Takahashi and Keller, 1994; Blauert, 1997; Roman et al., 2003; Keller
and Takahashi, 2005). Therefore, the binaural cues embedded into the
acoustic-domain ear canal signals are formed as the combination of the
deterministic interaural differences imposed by head-related acoustics and
a stochastic component associated with the summation of the temporally
incoherent sound energy arriving from the other source. Consequently, in
the case of multi-source scenes, frequency-specfic binaural disparities are
better characterized as probability distributions than as fixed values. This
is illustrated in Fig. 2.4 where the IPD- and ILD-distributions associated
with azimuthally separated pairs of uncorrelated broadband noises have
been estimated computationally from the HRTFs of a binaural mannequin
following the procedure outlined in Młynarski and Jost (2014). While
all of the ILD-distributions in Fig. 2.4 are unimodal, the distributions of
IPDs in many auditory bands become bimodal when the separation angle
between the sources increases. Based on these acoustic-domain statis-
tics, it appears that ITD/IPD-cues may be more salient in spatially driven
perceptual segregation of concurrent sounds than ILD-cues.

Some behavioral studies support the hypothesis that on-going temporal
disparities are crucial for facilitating the spatial perception of concurrent
sounds. For instance, Best et al. (2004) used individualized VAS-techniques
to assess spatial perception of concurrent pairs of broadband noise bursts
with various co-located and spatially separated source positions. The task
of the subjects was to report whether they perceived the concurrent bursts
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Figure 2.4. Probability distributions of the frequency-specific, instantaneous interaural
difference cues arising from two concurrent white noise sources in the hori-
zontal plane. Column a) - single source at 0 degs., column b) - two sources at
±10 degs., column c) - two sources at ±30 degs. For point-sources (column a),
both IPD and ILD display narrow distributions centered around 0. When the
separation increases to ±10 degs. (column b) both cue modalities are unimodal,
but distributed across a wider range of values in all cochlear channels. For
sources separated by ±30 degs. (column c) IPD-distributions display increas-
ingly bimodal distributions in the cochlear channels centered above 500 Hz,
but the ILD-distributions remain unimodal and centered on 0 dB. The im-
ages were derived by following the procedure outlined in Młynarski and Jost
(2014). First, 5-s samples of uncorrelated white noise were filtered with the
HRTFs of a binaural mannequin obtained from the HUTUBS HRTF-database
(Brinkmann et al., 2019). The resultant ear canal signals were then divided
into auditory bands with a gammatone filterbank (Slaney, 1998). A Hilbert
transform was then applied to the narrow-band outputs of each of the cochlear
channels to obtain an analytic signal for each auditory band. Interaural time-
and level differences were then extracted from the differences in the phase
(wrapped to π) and power of the analytic narrow-band signals.

of noise as emanating from a single direction or two distinct directions.
The results showed, that in the case of azimuthally separated sources,
subjects systematically reported percepts of two directions. Yet, when
ITD-cues were removed from the stimulation, the rate of two-direction
percepts diminished dramatically. This suggests that binaural cues — and
temporal disparities in specific — facilitate the perceptual segregation
of concurrently active uncorrelated sources and therefore appear to play
an important role in the perceptual organization of complex soundscapes
(see Chapter 4 for a discussion of auditory scene analysis and Section 4.3
for an extended discussion on the role of spatial cues in the perceptual
organization of sound).
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2.7.2 Vertically separated source pairs

Spatial perception of vertically separated sources is subject to similar
severe acoustic-domain confounds as that of azimuthally separated sources.
When two spectrally overlapping sources are active at the same time, the
sound spectrum at the eardrum is formed as the superposition of the pinna-
filtered spectra corresponding to the two source elevations. This spectral
summation has the effect of obscuring the peaks and notches in the ear
canal spectra that serve as elevation cues. In the case of correlated sources,
the ear canal spectra are distorted, but stable across time. However, if the
sources are uncorrelated the monaural spectra and the associated spatial
cues are unstable across time as the sound pressure level in each auditory
band may be dominated by the signal emitted by either one of the sources
at any time instance. When pairs of vertically separated sources are placed
along the auditory midline, binaural disparities diminish, and spatial
perception has to rely on the confounded monaural cues only. Currently,
not many behavioral studies have assessed spatial perception in such
scenarios.

In the VAS-study of Best et al. (2004) subjects consistently reported
perceiving sound from one direction only, when pairs of uncorrelated broad-
band noise bursts were presented with the HRTF-filters corresponding to
two midline positions at different elevation angles. Based on the results
of that study, it appears that monaural cues are not sufficient for percep-
tual segregation of concurrent sounds and that binaural cues mediate the
organization of auditory scenes into separate sources in the case where
spatial information is the only grouping cue available. Nevertheless, it is
not clear if spatial perception of elevated broadband noise pairs is equally
poor when stimuli are presented over loudspeakers and the perception of
more complex median plane distributions remains unexplored.

2.7.3 Complex distributions

While spatial hearing studies involving pairs of concurrent sources are
relatively rare, the literature is even more sparse in the case of experiments
involving more complex source distributions consisting of three or more
simultaneously active spectrally overlapping sources. At the level of the
acoustic-domain signals arriving at the ears, scenarios involving more than
two concurrent sources introduce similar confounds to spatial cues as in the
case of two concurrent sources, with the exception that the contribution of
the stochastic components arising from the interaction of the source signals
upon summation at the eardrums becomes more significant as the number
of sources increases. Accordingly, based solely on predictions derived from
the characteristics of acoustic-domain phenomena, the acuity of spatial
hearing is expected to decrease dramatically relative to the perception of
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more simplistic source arrangements.
In the behavioral study by Santala and Pulkki (2011), subjects were pre-

sented with azimuthal distributions of uncorrelated pink noise (wideband
noise characterized by a -3 dB per-octave power spectrum attenuation)
and tasked to indicate the perceived directions of sound. Two types of
distortions in spatial perception were consistent across subjects. First,
continuous distributions of adjacent loudspeakers spanning various az-
imuthal widths of the frontal hemiplane were perceived to be narrower
than the physical span of the source distribution, indicating that spatial
perception of such sources is biased towards the centre of the source clus-
ter (Santala and Pulkki, 2011). Second, spatial gaps in the distributions
were not perceived until the separation between source clusters increased
sufficiently, indicating that spatial discontinuities are masked by the sur-
rounding sources when the separation angle is small; A result in line
with the computational predictions shown in Fig. 2.4. In addition, it was
observed that up to three individual sources in the distribution could be
perceived with distinct directions in the frontal hemiplane if the source
arrangement maximized the angular separation between the sources.

In Santala and Pulkki (2011), subjects were encouraged to move their
heads to aid the assessment of the spatial properties of the source distribu-
tions. Since the study included no control condition where head movements
were restricted, it is not clear to what extent self-motion cues contributed
to the overall perception of the source distributions. Similarly, the study
involved only azimuthal distributions where the statistical properties of
the binaural cue distributions — rather than those of monaural cues —
are expected to be the dominant source of perceptual variability between
the source arrangements. Therefore, the contributions of monaural cue
dynamics to the overall perception of such source distributions is difficult
to evaluate based on the results of that study.

Chapter 2 summary

To conclude the chapter on auditory spatial perception, spatial hearing is
an inherently computational process, as the sensory receptors in the periph-
eral hearing organs are not sensitive to the direction of arrival of sounds.
Rather, the peripheral organs decompose sounds into narrow frequency
bands and pass information to the central auditory system in parallel,
tonotopically organized nerves. The auditory system deduces the spatial
properties of sounds by extracting direction- and frequency-dependent
signal features from the ear-canal signals; These include interaural dis-
parities in timing (ITD) and level (ILD), as well as elevation-dependent
spectral features (monaural cues). Due to the way in which acoustic waves
interact with physical obstacles — such as the human head — ITD and ILD
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are the salient spatial cues for low- and high-frequency sounds respectively.
Interaural difference cues are limited to resolving the left-right dimen-
sion of the sound source position, but wideband sounds provide monaural
cues that can reveal both the elevation angle as well as the front-back
dimensions of sound sources.

In addition, spatial hearing is strongly affected by cross-modal inter-
actions between audition and other sensory modalities. Proprioception
interacts saliently with audition during self-motion, as movement induces
systematic, source-position-dependent spatial cue dynamics that enable
the directional ambiguities inherent to binaural cues to be resolved even
if monaural cues are not available. Accordingly, artificially inserted bin-
aural self-motion cues can evoke strong percepts of externalization for
headphone stimuli that would otherwise be perceived to be located inside
the head. Dynamic low-frequency ITD in specific has been shown to pro-
vide a robust self-motion cue that greatly enhances spatial perception but
the usefulness of self-motion-induced dynamic ILD — or level dynamics
in general — in active localization tasks is not clear and merits further
investigation. While self-motion cues can enhance spatial perception, they
can also introduce directional biases as demonstrated by the dynamic
front-back illusion.

Finally, when multiple spectrally overlapping sounds are active at the
same time, the signals at the eardrums consist of the sum of the signals
emitted by each of the sources. When the sources are temporally incoher-
ent, the resultant spatial cues are unstable from moment-to-moment; As
such, they are better described statistically, than as a single fixed value.
The lack of stable spatial cues distorts various aspects of spatial perception
but many of these distortions remain uncharacterized. Median plane dis-
tributions represent an interesting but underexplored scenario in spatial
hearing as the directional perception of such distributions has to rely on
distorted monaural cues since ITD and ILD are uninformative of source
elevation.
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3. Neural processing of spatial cues

While the previous chapter focused on the relationship between acoustic
phenomena in the physical domain and their corresponding spatial per-
cepts in human listeners, this chapter elucidates how auditory information
is processed along the neural pathways that eventually implement audi-
tory perception. To this end, the neural computations performed by the
relevant subcortical nuclei are described and the role of the auditory cortex
is discussed in preparation for the next chapter on auditory scene analysis
— the cognitive process of perceptual organization of sound.

3.1 Subcortical processing of binaural cues

The neural stations of the ascending auditory pathway pertinent to spatial
hearing are shown schematically in Fig. 3.1. After sounds are decomposed
into auditory bands in the cochlea, the tonotopically organized cochlear
outputs project to the cochlear nucleus (CN) via the auditory nerve. Two
major neural pathways ascend from the CN: The dorsal division of the CN
(DCN) projects to the contralateral inferior colliculus (IC) via the lateral
lemniscus (LL) and the ventral division of the CN (VCN) projects bilater-
ally to both the ipsi- and contralateral superior olivary complexes (SOC)
(Grothe et al., 2010). The SOC represents the first stage of the auditory
pathway where signals from the two ears are combined. It contains nuclei
specialized in performing comparisons of interaural timing- (in the medial
division of the superior olive, MSO) and level differences (in the lateral
superior olive, LSO) with high temporal precision (Goldberg and Brown,
1969; Brand et al., 2002; Tollin and Yin, 2005; Grothe et al., 2010; Grothe
and Pecka, 2014; Yin et al., 2019). As such, it serves as the main neural
station for subcortical processing of binaural difference cues.
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Figure 3.1. Schematic representation of the ascending auditory pathway. For clarity,
stations of the pathway are shown for one side of the pathway only. Adopted
from Pulkki and Karjalainen (2015).

3.1.1 Extraction of ITD in the MSO

The MSO is the main ITD-sensitive neural substrate in the SOC. Neurons
in the MSO receive both excitatory and inhibitory inputs from both CNs;
Whereas the excitatory inputs are direct projections from the CNs, the
inhibitory connections are relayed through the trapezoid body (Cant and
Casseday, 1986; Cant and Hyson, 1992; Smith et al., 1993; Kapfer et al.,
2002; Yin et al., 2019). At the level of single-cell recordings, the outputs
of low-frequency MSO-neurons have been shown to display tightly phase-
locked activation in response to pure tone stimulation in a frequency-
selective manner, as well as sensitivity to differences in interaural timing
(for instance, Galambos et al., 1959; Yin and Chan, 1990; Batra et al.,
1997; Pecka et al., 2008). Accordingly, MSO-neurons are characterized by
a characteristic frequency and delay, that together define the combination
of stimulus parameters that result in the strongest neuronal activation.

A large body of neurophysiological evidence gathered across mammalian
species (for instance, gerbil: Brand et al., 2002; Pecka et al., 2008; Day
and Semple, 2011, cat: Hancock and Delgutte, 2004, chinchilla: Bremen
and Joris, 2013, see also Joris et al., 2006) shows that the range of ITDs
represented by MSO-neurons varies as a function of the neuron’s character-
istic frequency. In specific, delays are represented only up to the so-called
π-limit, the temporal delay corresponding to half of the period of the neu-
ron’s characteristic frequency (McAlpine et al., 2001; Franken et al., 2015).
This frequency-dependent distribution of delay sensitivities suggests that
the MSO processes interaural timing differences as auditory-band-specific
IPDs, rather than as ITDs (McAlpine et al., 2001).
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3.1.2 Extraction of ILD in the LSO

The LSO represents the main neural substrate responsible for extracting
interaural level difference cues. LSO-neurons receive excitatory and in-
hibitory inputs from the ipsilateral and contralateral CNs, respectively
(Galambos et al., 1959; Boudreau and Tsuchitani, 1968; Spangler et al.,
1985; Cant and Casseday, 1986; Sanes, 1990). This complementary synaps-
ing appears to make the LSO well-suited for evaluating disparities in
interaural level. Accordingly, neurophysiological recordings have shown
LSO-neurons to be sensitive to ILD (e.g. Tollin and Yin, 2002; Tollin et al.,
2008). In addition, cells in the LSO display weak sensitivity to ITDs in the
amplitude envelopes of binaural signals (for instance, Joris and Yin, 1995;
Joris, 1996; Joris and Yin, 1998), implicating the LSO as a possible neural
station for the extraction of envelope-delay cues.

3.2 Subcortical processing of monaural cues

Monaural spatial cues manifest as direction-dependent modifications to
the spectral envelope formed at the eardrum. In specific, the sharp spectral
notches formed by the out-of-phase summation of sound waves reflected
within the pinna cavities are thought to represent the salient acoustic-
domain signal features that the auditory system exploits in deducing sound
source elevation (Xie, 2013). Accordingly, a neural substrate specialized
in gathering spatial information from the sound spectrum should display
sensitivity to narrow-band spectral minima within broadband sounds.
Neurons that display such characteristics have been discovered in the
DCN and the central nucleus of the inferior colliculus (ICC); The overall
cue extraction process appears to take place via complementary activity in
these two substrates (Grothe et al., 2010).

Physiological recordings in the cat auditory system have identified neu-
rons in the DCN, whose response characteristics appear suitable for deriv-
ing directional information from the monaural spectrum (Young et al., 1992;
Imig et al., 2000; May, 2000; Davis et al., 2003; Oertel and Young, 2004;
Yin et al., 2019). These neurons show constant, frequency-independent
inhibitory responses (relative to the spontaneous firing rate of the neu-
ron) to pure tones, but display strong frequency-selectivity to wideband
stimuli containing a spectral notch. Specifically, the neuron’s output is
excitatory when the spectral notch is not aligned with the characteristic
frequency of the neuron, but when the two are aligned the activity of the
neuron is inhibited and approaches its near-threshold activity (Davis et al.,
2003). This inhibitory sensitivity to frequency-dependent spectral notches
in wideband sounds appears to be the earliest stage of neural analysis
that is well-suited for extracting spatial information from the monaural
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spectrum.
The monaural projections from DCN-neurons connect with neurons in the

ICC (Davis et al., 2003). The ICC-neurons targeted by the DCN-neurons
display a similar, frequency-independent inhibitory response to pure tones
as the DCN-neurons, but their response to wideband stimulation contain-
ing a spectral notch is reversed relative to the DCN-neurons. Namely, the
neurons in the ICC are inhibited by spectral notches that are not aligned
with the characteristic frequency of the neuron and conversely, exhibit
excitatory responses to notches aligned with the characteristic frequency
of the neuron (Aitkin and Martin, 1990; Delgutte et al., 1999; Davis et al.,
2003). It has been suggested that the cascade of complementary activation
of the DCN- and ICC-neurons enhances the frequency-selectivity of the
neural notch identification process (Davis et al., 2003; Yin et al., 2019).

3.3 Convergence of neural pathways in the IC

The IC is a mandatory station along the auditory pathway that appears
to facilitate many aspects of auditory perception. Overall, its role is not
as clearly defined as those of e.g. the SOC-nuclei (for instance, see Casse-
day et al., 2002 for a review of the various functions associated with the
IC). Importantly, the IC represents the first station along the ascending
auditory pathway, where the neural streams associated with ITD, ILD and
monaural cues converge on a common substrate for the first time. The IC
receives inputs from both the ipsi- and contralateral SOCs, as well as a
direct projection from the contralateral CN (Adams, 1979; Brunso-Bechtold
et al., 1981; Grothe and Park, 2000; Davis et al., 2003; Grothe et al., 2010).
The inputs from LSO- and DCN-neurons arrive to common neural seg-
ments in the IC (Oliver et al., 1997; Loftus et al., 2004), suggesting that the
spatial information furnished by these neural streams (ILD and monaural
cues) may be integrated upon arrival. Moreover, many cells in the IC have
been shown to be sensitive to sound source direction in a cue-invariant
manner (Chase and Young, 2008) supporting the cue-integration hypoth-
esis. Nevertheless, some degree of cue modality separation appears to
be retained, as some projections from the LSO and MSO associated with
a common auditory band do not converge in the IC (Loftus et al., 2004).
This suggests that information about conflicting cue modalities may be
available beyond the level of the IC.

Cells in the IC across many mammalian species have been shown to be
responsive to changes in various binaural signal features (for instance,
puretone IPD and ILD in the cat: Rose et al., 1966, and gerbil: Spitzer and
Semple, 1993, 1998, carrier- and envelope ITDs of wideband sounds in the
guinea pig: Agapiou and McAlpine, 2008) at modulation rates exceeding
hundreds of Hz (Joris, 1996; Joris et al., 2006). This indicates that the
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auditory pathway maintains a high temporal resolution representation
of binaural parameters at least until the level of the IC. However, this
is not fully exploitable at the behavioral level as shown by the fact that
performance in various listening tasks decreases rapidly already when
binaural parameters are modulated at much slower rates (see for instance,
Grantham and Wightman, 1978a,b; Grantham, 1982, 1984; Culling and
Summerfield, 1995b, 1998; Akeroyd and Summerfield, 1999; Nassiri and
Escabí, 2008; Kolarik and Culling, 2009). Thus, despite the high tempo-
ral precision of binaural processing at the brainstem level, perception of
binaural parameters appears to unfold at a much slower rate.

3.4 Neural bases of cross-modal effects in spatial hearing

The IC is also connected with the superior colliculus (SC) — a brainstem
nucleus that is not a part of the mandatory auditory pathway, but nev-
ertheless plays an important role in the overall processing of auditory
information. Neural projections associated with various sensory modali-
ties (e.g. audition, vision, somatosensation) converge at the SC (Gordon,
1973; Palmer and King, 1982; Meredith and Stein, 1986), implicating it
as an important subcortical nucleus in processing cross-modal sensory
information. Accordingly, SC-neurons are organized topographically, so
that both auditory and visual neurons tuned to a common spatial location
are found close together in the layout of the SC (for a concise review of
multimodal spatial maps in the SC, see e.g. King, 2004).

Some of the information furnished by the auditory and vestibular systems
is combined already at the periphery (e.g. Burian and Gstoettner, 1988)
and recent neurophysiological evidence suggests that vestibulo-auditory
integration in the DCN disambiguates source-movement-induced changes
in auditory spatial information from those induced by self-motion (Wigder-
son et al., 2016). Similarly, the IC receives projections from neural centers
associated with motor function (Adams, 1980; Olaźbal and Moore, 1989;
Moriizumi and Hattori, 1991), and at least some degree of auditory infor-
mation processing appears to be modulated by somatosensory and motor
inputs in the IC (Casseday et al., 2002). Overall, due to the multimodal
nature of self-motion cues, the complete formation of auditory self-motion
cues is likely to be achieved in a distributed manner in multiple processing
stages along the auditory pathway.

3.5 Cortical processing

As mentioned previously, low-level binaural parameters are represented in
the subcortical auditory pathway with high-temporal precision but percep-
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tion appears to operate at a much slower time-scale. While this apparent
inconsistency may make the role of the auditory cortex in spatial hearing
seem ambiguous, sluggish responses at the perceptual level may never-
theless prove beneficial for facilitating successful directional perception in
behaviorally relevant scenarios. In natural soundscapes, the instantaneous
values of acoustic-domain auditory cues can vary unpredictably (due to
e.g. reverberation or source interference in multi-source scenes), without
providing meaningful information about the positions of sound sources
(Młynarski and Jost, 2014; Pavão et al., 2020). Therefore, sluggish percep-
tual responses to sporadically varying binaural parameters may facilitate
accurate spatial hearing by effectively down-weighting the instantaneous
values of spatial cues that may provide unreliable information.

Although spatial cues are extracted already at subcortical levels, func-
tional auditory cortices are nevertheless required for spatial hearing. This
is demonstrated by studies where the deactivation of the auditory cortex
in behaving animals (for instance, temporarily by cooling or permanently
by ablation) results in the impairment or total loss of the ability to localize
sounds (see e.g. Jenkins and Masterton, 1982; Thompson and Cortez, 1983;
Jenkins and Merzenich, 1984; Heffner and Heffner, 1990; Heffner, 1997;
Malhotra et al., 2004; Lomber and Malhotra, 2008 for studies conducted
in various species). Similarly, human subjects with damaged auditory
cortices display severely impaired performance in spatial hearing tasks
(Zatorre and Penhune, 2001). Despite their importance, the cortical mech-
anisms that facilitate spatial hearing and auditory perception in general
are not fully understood; As such, they represent an active field of on-going
research (see King et al., 2018 and van der Heijden et al., 2019 for recent
reviews).

While subcortical recordings indicate rapid processing of auditory infor-
mation, cortical responses to changes in auditory stimuli appear to operate
at much more sluggish rates (for instance, Dajani and Picton, 2006; Picton,
2013). To account for the apparent inconsistency in temporal-responses
between the brainstem and the cortex, a two-stage model of binaural pro-
cessing has been proposed wherein brainstem nuclei process inputs at
a high temporal resolution and project their outputs to sluggish cortical
processes. According to this model, the task of the cortical processes is to
integrate the low-level parameters provided by subcortical stations into
coherent, higher-level, perceptual representations of sounds, i.e. auditory
objects and streams (see Chapter 4). It has been suggested that the for-
mation of these cognitive representations takes place at the level of the
primary auditory cortex (A1) (Griffiths et al., 2000; Fishman et al., 2001;
Nelken, 2004; Micheyl et al., 2005, 2007; King and Nelken, 2009; Shamma
and Micheyl, 2010; Christison-Lagay et al., 2015; Alain et al., 2017; Lu
et al., 2017; King et al., 2018) and that higher-level processes along the
putative "where" and "what" pathways in the belt- (A2) and parabelt (A3)
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areas of the auditory cortex (Rauschecker et al., 1995; Rauschecker, 1997,
1998; Kaas and Hackett, 1999; Romanski et al., 1999; Belin et al., 2000;
Rauschecker and Tian, 2000; Zatorre et al., 2004; Ahveninen et al., 2006;
Hackett, 2015; Perrodin et al., 2015; Puvvada and Simon, 2017; King et al.,
2018; Retsa et al., 2018; Shiell et al., 2018) allocate perceptual properties,
such as spatial position and sound category to these representations. This
functional division resembles the neural processing streams found in the
somatosensory and visual pathways, where low-level stimulus features are
carried to the relevant primary sensory cortical areas through the thala-
mus and processed further along separate cortical pathways that appear
to show distinct specialization to spatial- and stimulus identification tasks
(Mishkin, 1979; Ungerleider, 1982; Murray and Mishkin, 1984; Morel and
Bullier, 1990; Lomber and Malhotra, 2008).

Chapter 3 summary

In summary, the primary spatial cues (ITD, ILD and monaural cues) are
extracted separately for the different auditory bands in distinct subcortical
nuclei. Importantly, the different modalities of spatial cues are processed
in parallel neural pathways up to the level of the IC, where the projections
from the brainstem nuclei associated with spatial cue extraction converge
on a common neural substrate for the first time. Auditory information is
modulated by cross-modal information — including self-motion — at mul-
tiple subcortical levels. The brainstem nuclei project to the thalamus and
finally to the auditory cortex, where the low-level information extracted at
subcortical levels seem to be sluggishly integrated into coherent auditory
percepts.
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4. Perceptual organization of sound

The two previous chapters discussed behavioral and neural aspects of spa-
tial hearing, underlining the fact that due to the lack of direction-sensitive
receptors in the peripheral organs auditory spatial information has to be
extracted computationally from implicit cues. However, the task faced by
the auditory system —- constructing accurate mental representations of
the sound sources in the environment — is ill-posed at a more fundamental
level than just spatial perception. Namely, the tonotopic organization of
the cochlear receptors does not provide a reliable basis for deriving explicit
information about the identity or quantity of sound sources that produced
the signals received at the ears. A comparison with vision elucidates the
issue. In vision, information about objects and their positions in space is
available already at the receptor level. Light reflected off the surfaces of
physical objects arrives at the topographically arranged photosensitive
cells covering the retina. This activates the retinal array in a way that
carries information both about the direction-of-arrival of the light, as well
as the shape and dimensions of the reflecting object. Moreover, individual
objects in multi-object visual scenes are separable from each other at the
receptor level, since each object tends to stimulate a distinct subset of
receptors in the retinal array. In contrast, sounds arriving at the ears are
combined in the ear canal and often stimulate overlapping receptors in the
tonotopic cochlear array. Therefore, much like spatial properties, also the
identities of sounds have to be deduced from implicit cues in the acoustic
mixture received at the ears — a cognitive process known as auditory
scene analysis, or perceptual organization of sound. The computational
difficulties imposed by this task often remain underappreciated, perhaps
due to the remarkably rare instances where the process fails in everyday
listening scenarios.

The following chapter presents an overview of selected topics in behav-
ioral and neuroscientific research of auditory scene analysis. Since scene
analysis represents a relatively large sub-field of auditory research, the
scope of the chapter is limited and the focus is on the role of spatial cues in
the perceptual organization of sound. The interested reader is encouraged
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to consult Bregman (1994); Darwin (1997); Moore and Gockel (2002); Car-
lyon (2004); McDermott (2009); Micheyl and Oxenham (2010b); Shamma
et al. (2011); Moore and Gockel (2012) for reviews on human psychophysics,
Feng and Ratnam (2000); Hulse (2002); Bee and Micheyl (2008); Fay (2008)
for overviews of animal studies and Nelken (2008); Nelken and Bar-Yosef
(2008); Bidet-Caulet and Bertrand (2009); Bizley and Cohen (2013); Simon
(2015); Snyder and Elhilali (2017); King and Walker (2020) for reviews of
neuroscientific scene analysis research.

4.1 Auditory objects and streaming

Psychophysics is the field of science concerned with characterizing the
mappings between properties of physical stimuli and sensory percepts. In
the case of vision and audition, the concept of “sensory objects” provides a
useful conceptual framework for describing sensory experience, as many
aspects of sensation emerge only as attributes of perceptual objects. For
instance in audition, loudness, spatial position and timbre are not per-
ceivable in isolation, but only as perceptual attributes characterizing a
cognitive representation of a sound — or an auditory object. Although an
exact definition of sensory objects might be elusive, Griffiths and Warren
(2004) propose four principles that describe object analysis by any sensory
modality:

I: “ [. . . ] object analysis involves the analysis of information that corre-
sponds to things in the sensory world.”

II: “ [. . . ] object analysis involves the separation of information related to
the object and information related to the rest of the sensory world. ”

III: “ [. . . ] object analysis involves the abstraction of sensory information
so that information about an object can be generalized between particular
sensory experiences in any one sensory domain, [. . . ] ”

IV: “ [. . . ] object analysis involves generalization between senses, [. . . ] ”

In the case of audition, the above principles can be interpreted as follows.
I: Auditory object analysis involves the analysis of information about
sound sources in the environment. II: Auditory object analysis involves the
perceptual separation of soundscapes into their constituent sources. III:
Auditory object analysis involves the abstraction of acoustic information
into higher-level cognitive representations, so that the identity assigned to
sounds (e.g. human voice, siren, bird song, etc.) is invariant to changes in
its low-level parameters. For instance, a sound perceived as a human voice
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retains its identity as a voice despite modest variations in pitch, amplitude
and timbre. IV: Auditory object analysis enables auditory percepts to
be associated with the appropriate percepts in other sensory modalities,
e.g. the sound of breaking glass is mentally associated to the sight of a
shattered window.

In scene analysis literature the terms auditory object and auditory
stream are sometimes used interchangeably. Here, the concept of an
auditory stream is used to refer to a sequence of sounds that are grouped
together perceptually across time and perceived to originate from the same
physical source (Moore and Gockel, 2002; Shamma and Micheyl, 2010;
Moore and Gockel, 2012). In contrast, the term “auditory object” refers to
the individual perceptual tokens of audition that may together constitute
a stream. For instance, a spoken sentence or a melody played on a musical
instrument consists of a sequence of discrete sound events — syllables and
musical notes, auditory objects — but perceptually, the entire sequence is
associated with a single auditory stream.

4.2 Auditory grouping cues and natural sound statistics

Because receptor-level activity in the auditory periphery is uninformative
about the identities of sound sources in the surrounding environment, the
auditory system is faced with the task of deriving this information implic-
itly. Based on the ear canal signals, the task is mathematically ill-posed
since an arbitrarily large number of source configurations can yield the
same ear canal signals (Bregman, 1994). Yet, perception of complex sound-
scapes is highly correlated with the veridical arrangement of the physical
sources in the scene, indicating that correct perceptual organization is
achieved with surprising ease. Psychophysical studies have revealed that
a large number of stimulation parameters contribute to the perceptual
organization of sounds. These auditory grouping cues include for instance,
onset- and offset times, harmonicity, fundamental frequency, frequency
separation, power- and phase-spectra, spatial separation, amplitude- and
pitch envelopes (see Bregman, 1994; Darwin, 1997; Moore and Gockel,
2002; Carlyon, 2004; McDermott, 2009; Micheyl and Oxenham, 2010a;
Shamma et al., 2011; Moore and Gockel, 2012 for reviews). The relative
salience of some grouping cues is heavily context-dependent, and their
contribution to perceptual organization may depend on the combination
of all cues available at any given moment as well as the behavioral goals
of the listener (Moore and Gockel, 2012). Despite the complexity of the
perceptual organization task, many aspects of the underlying processing
principles can be elucidated by considering the statistical properties of
natural sounds.

Empirical analyses of natural soundscapes show that statistical regu-
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larities govern various aspects of the structure of sounds emerging in the
natural world (for instance, ambient noise: Waser and Brown, 1986, am-
plitude envelopes: Attias and Schreiner, 1997, modulation spectra: Singh
and Theunissen, 2003, timbral texture: McDermott and Simoncelli, 2011;
McDermott et al., 2013; Mishra et al., 2020; Zhai et al., 2020, spectral
decay of acoustic sounds: Voss and Clarke, 1975; De Coensel et al., 2003
and reverberation: Traer and McDermott, 2016a,b, time-frequency-domain
activation patterns: Młynarski and McDermott, 2019, binaural difference
cues: Młynarski and Jost, 2014; Pavão et al., 2020 and monaural spec-
tra: Parise et al., 2014). Crucially, these analyses reveal that sounds
encountered in natural listening scenarios represent a severely restricted
subset of all possible sounds. The visual system appears to have devel-
oped adaptations that optimize the processing of statistical regularities of
natural scenes and accommodate successful behavior in the visual world
(see Kayser et al., 2004; Geisler, 2008; De Cesarei et al., 2017, for reviews).
Similar adaptations to natural stimulus statistics would be beneficial also
in the auditory domain, as heuristic processing principles derived from
the statistical properties of natural sounds constrain the set of feasible
solutions to the ill-posed scene analysis problem.

For example, it is statistically unlikely that independent sound sources
would be activated in synchrony unless purposefully coordinated to do so,
as in the case of e.g. string ensembles or other musical elements. Con-
sequently, psychophysical tests show that coherent temporal activations
in the form of common onset- and offset times and correlated amplitude
envelope fluctuations represent salient perceptual grouping cues (Breg-
man, 1978; Darwin, 1984; Hall et al., 1984; Hall III and Grose, 1990;
Roberts and Moore, 1991; Hukin and Darwin, 1995a; Elhilali et al., 2009).
Similarly, the spectrum of many natural sounds (e.g. voiced speech and
animal vocalizations) consists of harmonic overtones whose frequencies
are integer multiples of the fundamental frequency. Accordingly, harmonic-
ity (McAdams, 1982; Moore et al., 1986; Buell and Hafter, 1991; Darwin
and Ciocca, 1992), pitch (Broadbent and Ladefoged, 1957; Assmann and
Summerfield, 1990), timbre and spectral structure in general (Wessel,
1979; Assmann and Summerfield, 1989; Roberts and Brunstrom, 1998;
Vliegen and Oxenham, 1999; Roberts and Brunstrom, 2001; Roberts et al.,
2002), are strong cues for evaluating whether different frequency bands
should be bound together into a single perceptual entity or not. Overall, it
appears that the most salient cues to perceptual organization are derived
from spectro-temporal information that can be detected and decoded under
monaural listening conditions.
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4.3 The role of spatial cues in perceptual organization

The role of spatial cues in scene analysis is not as clear as it may first
appear. Intuitively, one could assume that spatial separation or co-location
are effective cues for segregation or fusion of sound components; Afterall,
spatially separated sounds are unlikely to originate from the same source
under natural conditions. However, if the auditory system has developed
adaptations to process natural scenes in specific, the reliability of spatial
information in such scenes should be taken into consideration. Unlike in
the case of laboratory experiments that are often conducted under anechoic
or virtual acoustic conditions, most real hearing tasks take place in physical
spaces bounded by reflective surfaces. These introduce delayed sound
reflections into the ear canal signals that may have the effect of degrading
the fidelity of the spatial information available to the listener (Shinn-
Cunningham, 2005; Młynarski and Jost, 2014; Joris and van der Heijden,
2019; Pavão et al., 2020). Accordingly, binaural cues may not represent a
robust enough signal parameter for reliable scene analysis judgments in
natural acoustic environments (Darwin, 2005). Many behavioral studies
have assessed the salience of spatial cues in scene analysis tasks with
mixed results, depending on the combination of available cues and the
requirements of the experimental task. Below, pertinent results from
experiments involving both instantaneous- and sequential grouping tasks
are reviewed.

4.3.1 Instantaneous grouping

Grouping by laterality
Several experiments have assessed the effect of lateralization in auditory
grouping. While ITD, ILD and their combinations, can be used for later-
alization, fully dichotic, “ear-of-entry” stimulus presentation is commonly
used in perceptual grouping studies. In this stimulation paradigm, each
ear receives a unique signal free of cross-talk from the signal presented
over the other earphone. This produces interaural difference magnitudes
that do not normally emerge under natural listening conditions; Namely,
an infinite ILD — since the signal level at the contralateral ear is zero, and
an undefined ITD — since the contralateral ear does not receive a delayed
replica of the ipsilateral signal.

Some aspects of auditory perception appear to be unaffected by fully
dichotic stimulation. For example, dichotically presented partials of a
harmonic complex are fused together by the auditory system to form a
coherent perception of pitch (Beerends and Houtsma, 1986, 1989; Darwin
and Ciocca, 1992). Similarly, when the first two formant frequencies of
synthetic vowels are presented dichotically, the resultant percept corre-
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sponds to the vowel category implied by the formant combination, unless
the signals presented to the two ears differ also in pitch (Broadbent and
Ladefoged, 1957). These studies suggest that lateralization by ear-of-entry
does not introduce obligatory perceptual segregation at least in the case of
vowel and pitch perception.

Studies using double-vowel stimuli suggest that ear-of-entry can in some
scenarios be leveraged as a grouping cue, if doing so facilitates the audi-
tory task. Double-vowel stimuli are based on combinations of band-pass
noise bursts whose center-frequencies correspond to the first two formant
frequencies of vowels. Despite their abstract construction, such stimuli are
perceived as belonging to the vowel category characterized by the formant
combination. Ambiguous double-vowel stimuli can be devised by selecting
four such noise bands, whose different pairings correspond to different
vowel categories and presenting all four bands simultaneously (Culling
and Summerfield, 1995a). Since any combination of the four formant bands
yields a valid vowel category, the perceived identities of the concurrent
noise-band vowels depends on which pairs of noise are grouped together
perceptually. When bursts of double-vowel stimuli are presented so that
the vowel category grouping is biased by ear-of-entry, subjects are able
to consistently report the identities of the vowels according to laterality.
In contrast, when ear-of-entry cues are not available and vowel grouping
is instead biased by perceptually similar lateralization induced by large
ITDs only, subjects are no longer able to perform the task (Culling and
Summerfield, 1995a), unless extensive task-specific training is undertaken
(Drennan et al., 2003). This suggests that ITDs represent a weak grouping
cue that can not be effectively deployed even when doing so would facilitate
the task. Similarly, when a single harmonic positioned along a phoneme
boundary of a voiced vowel is presented to one ear, contralaterally to the
rest of the partials, the contribution of the contralateral harmonic to the
phoneme identity of the overall stimulus decreases relative to diotic con-
ditions (Hukin and Darwin, 1995b; Darwin and Hukin, 1997). Yet, when
similar lateralization percepts are imposed with large ITDs, the contri-
bution of the contralateral harmonic to overall vowel identity is restored,
implicating ITD as a weaker grouping cue than ear-of-entry (Hukin and
Darwin, 1995b; Darwin and Hukin, 1997).

Overall, behavioral evidence suggests that ear-of-entry cues can be lever-
aged as an effective grouping cue to perceptual organization, if doing so
facilitates the task. Yet, when spectro-temporal cues are absent and ITD
is the only grouping cue available, spatial information is much more diffi-
cult to leverage and binaural cues appear to be weakly weighted in object
formation.
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IPD/ITD-driven perceptual segregation phenomena
When stimuli are presented over headphones, ITD and ILD can be as-
signed independently to yield combinations of binaural cues that imply
source positions in opposite directions. When such a manipulation is im-
posed on a stimulus, the resultant auditory image is typically perceived
at a position between the two lateral positions implied by the conflicting
cues; A phenomenon known as time-intensity trading (see Deatherage
and Hirsh 1959 for a review of early studies). Crucially, time-intensity
trading demonstrates that even when ITD and ILD are incongruent — a
feasible cue to the presence of two distinct sound sources — the majority of
listeners perceive a single auditory image rather than two, supporting the
idea that binaural disparities are weakly weighted in object formation. Yet,
some studies have reported subsets of listeners who perceived stimuli with
incongruent ITD and ILD as two distinct images (for instance, Banister
1926; Whitworth and Jeffress 1961; Hafter and Jeffress 1968), indicating
that the weighting of spatial cues in perceptual organization may not be
consistent across listeners.

Some psychoacoustic phenomena that break the trend of spatial cues
being weakly weighted in instantaneous perceptual grouping seem to be
specifically driven by temporal differences. As mentioned in Chapter 2,
antiphasic stimuli presented over headphones form two separate point-
like images with extreme lateralizations to the two ears if the stimulus
provides low-frequency ITD-cues. This splitting of the auditory image into
two separate percepts was reported already in the first half of the 20th
century by several investigators (for instance, Wilska 1938; Hirsh 1948;
Licklider 1948). IPD-cues are salient drivers of perceptual segregation
also in Huggins- or dichotic pitch stimuli. Huggins pitch refers to the pitch
sensation evoked by binaural noise samples that are otherwise diotic but
contain an interaural phase disparity restricted to a narrow frequency
band (Cramer and Huggins, 1958). These stimuli evoke a pitch sensation
corresponding to the center-frequency of the phase disparity. The pitched
component is perceptually segregated from the diotic noise component and
emerges only under binaural listening (Culling et al., 1998). Since the
effect is evoked by IPD, it is most salient in the low-end of the auditory
range, where phase-locked IPD is available; Accordingly, the effect be-
comes gradually imperceivable at higher frequencies, where phase-locking
degrades (Culling, 1999). Another line of evidence for the role of tempo-
ral differences in perceptual organization comes from behavioral studies
assessing the perception of concurrent pairs of uncorrelated noise bursts.
When listeners are presented with VAS-stimuli consisting of two spatially
separated bursts of uncorrelated broadband noise yielding temporally un-
stable spatial cues, listeners systematically report perceiving two separate
azimuthal directions (Best et al., 2004). Yet, when temporal difference
cues are removed from the stimulation, listeners no longer report percepts
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at two directions, suggesting that on-going ITD-dynamics are crucial to
facilitating perceptual organization.

Overall, binaural cues within the naturally occurring range appear to
be weakly weighted in many short-time-scale grouping tasks, but seem
to be salient drivers of perceptual organization in some special instances
involving unnatural IPD-values. Moreover, on-going ITD-dynamics ap-
pear to provide a salient perceptual cue to the perceptual organization of
broadband noise bursts devoid of spectro-temporal grouping cues.

4.3.2 Sequential grouping

The role of spatial cues in perceptual organization becomes more pro-
nounced when they co-occur with spectro-temporal grouping cues (Buell
and Hafter, 1991; Shackleton and Meddis, 1992; Shackleton et al., 1994;
Hukin and Darwin, 1995a; Darwin and Hukin, 1997; Darwin, 1997). This
suggests that despite their relatively weak weighting in the short-time-
scale process of object formation, spatial cues nevertheless play a crucial
role in facilitating successful behavior in natural soundscapes (e.g. attend-
ing to a single speaker in a crowd), where spectro-temporal grouping cues
are typically available and accompanied with spatial information. Accord-
ingly, a large body of evidence from psychophysical studies shows that the
advantage yielded by spatial information becomes especially meaningful in
behaviorally relevant listening tasks, such as speech perception in complex
“cocktail party” (Cherry, 1953) listening. For example, when speech is
presented concurrently with another spectrally overlapping sound, the in-
telligibility of the speech target is significantly better when the two sounds
are spatially separated than when they are co-located (Shinn-Cunningham,
2005; Litovsky, 2012). Moreover, spatial position represents a preferred
grouping cue in multi-talker scenes. For instance, when presented with
two concurrent spoken sentences differing in ITD, listeners tend to group
words according to a common ITD, rather than according to pitch cues
(Darwin and Hukin, 1999). While the benefits of static binaural cues in the
spatial unmasking of speech are well established (see Bronkhorst, 2000;
Freyman et al., 2001; Litovsky, 2012; Leibold et al., 2019 for overviews),
here the focus is on studies leveraging other experimental paradigms.

Melody- and rhythm identification tasks
One class of studies that demonstrates the role of interaural disparities
as an effective driver of sequential perceptual grouping employs melody
identification tasks. When listeners are tasked to identify two temporally
interleaved pure tone melodies, identification rates are drastically better
when the two melodies are separated by IPD or by ear-of-entry, than
when the melodies are presented diotically (Hartmann and Johnson, 1991).
Similarly, when a tone complex consisting of sinusoids corresponding to the
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frequencies of notes in a musical scale is presented binaurally, individual
components of the complex can be biased to stand out perceptually from
the on-going background complex by modulating the IPDs of individual
sinusoids. By applying such modulations sequentially, binaurally encoded
melodies that are not perceivable monaurally, can be embedded into tone
complex stimuli (Kubovy et al., 1974; Kubovy and Daniel, 1983; Culling,
2000). Similar results have been reported with Huggins pitch sequences
embedded into binaural noise stimuli (Dougherty et al., 1998).

Another line of evidence for the salient role of spatial cues in sequential
organization comes from rhythmic masking release (RMR) experiments. In
the RMR-paradigm, two rhythms formed from e.g. broadband noise burst
sequences are presented simultaneously, so that their concurrent presenta-
tion obscures the temporal patterns of both sequences. RMR-experiments
are often designed so that the experimental task is facilitated by perceptual
segregation of the interleaved rhythms into separate streams. For instance,
subjects may be tasked to discriminate between two known target rhythms
in the presence of another random masking rhythm (Turgeon et al., 2002).
Sach and Bailey (2004) showed that while subjects could not identify target
rhythms consisting of tone bursts presented over headphones when the
target was co-located with an arrythmic masker sequence, performance
in the identification task improved significantly when the intracranial
spatial separation of the target and masker sequences was increased by
introducing binaural difference cues between the sequences. Similarly, in
free-field stimulation using broadband noise bursts, spatial separation as
small as 8 azimuthal degrees between the masker- and target streams can
yield consistently successful performance in the RMR-task (Middlebrooks
and Onsan, 2012). A larger spatial separation is needed between the tar-
get and the masker sequences for high-frequency broadband stimuli that
do not provide fine-structure IPD-cues (Middlebrooks and Onsan, 2012),
suggesting that low-frequency interaural timing cues facilitate the task
more effectively than spatial cues derived from high-frequency channels.

Although spatial cues can yield significant advantages in sequential
grouping tasks, they appear to be deployable in a selective manner. This is
demonstrated in experiments employing auditory tasks that are expected
to become more difficult if perceptual organization follows the grouping
implied by the spatial information; When engaged in such tasks, it is
advantageous to ignore the spatially driven segregation cues. Studies
assessing the role of ITD in obligatory stream segregation show that
listeners can effectively ignore ITD-based grouping cues if attending to
them hinders performance the psychophysical task (for instance, Boehnke
and Phillips, 2005; Stainsby et al., 2011).
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Motion-driven effects in auditory grouping
In the visual domain, movement represents a salient grouping cue and
visual objects whose motion is not congruent with the background or
surrounding objects tend to stand out perceptually (e.g. Abrams and
Christ, 2003). Given the salience of motion-cues in visual grouping, the
enhancements provided by spatial information in various auditory tasks
involving sequential grouping and the significant role of self-motion cues
in behaviorally relevant listening, it seems plausible that motion-driven
grouping effects could manifest also in the auditory domain. Yet, only
relatively few studies have addressed such effects in hearing; A selection
of these studies is reviewed below.

One hypothetical auditory-motion-driven perceptual effect is related to
spatial release from masking with moving target sounds. When a target
sound moves against a background of spatially distributed masking sounds,
the motion of the target could potentially serve as a grouping cue that
makes the target sound stand out from the background sounds, analogously
with the visual motion “pop-out” effect. To this end, Pastore and Yost
(2017) measured the motion-induced improvements to word recognition
rates for single-word speech stimuli presented against multiple concurrent
masking talkers. However, no differences in recognition rates were found
for static and moving target conditions, suggesting that the enhancements
to perceptual organization by source motion are less salient than analogous
effects in the visual domain.

Despite the apparent lack of source-motion-driven spatial masking re-
lease, it is possible that the spatial cue dynamics associated with self-
motion could have a more pronounced effect on auditory perceptual or-
ganization than identical dynamics yielded by source motion. Since the
work of Wallach (1939, 1940), it has been acknowledged that a meaningful
interpretation of spatial cue dynamics requires information about how
the dynamics emerged. Under self-motion, this information is readily
furnished by non-auditory sensory systems (e.g. the vestibular system)
but it is unavailable during source motion unless the movements of the
source are controlled by the listener (e.g. Wightman and Kistler, 1999).
Accordingly, self-motion cues have been shown to be more effective than
source motion cues at providing information about sound scenes involving
dynamic spatial cues. For instance, listeners are better at describing the
relative positions of two concurrent sounds during self-motion than during
source motion, even when the auditory inputs are identical under the two
conditions (Brimijoin and Akeroyd, 2014). Therefore, it is possible that
perceptual organization effects driven by motion-cues are more salient
when they arise from self-motion than from source-motion.

One example of self-motion effects in auditory perceptual organization
comes from behavioral studies using the ABAX-streaming paradigm (van
Noorden, 1975). ABAX-stimuli consist of a pair of short tones or bursts
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of narrow-band noise (A and B) followed by an silent period (X). Each
element in the sequence (A, B and X) are of equal temporal duration. The
perceptual organization of repeated ABAX-sequences is strongly affected by
the frequency separation between the A- and B-segments of the stimulation.
When A and B are close in frequency, the stimulation sequence is perceived
as a single auditory stream forming a distinct triplet rhythm. In contrast,
with large frequency intervals, the A- and B-segments form two separate
auditory streams unfolding in isochronous rhythms. With intermediate
frequency intervals, perception of ABAX-stimuli is bistable and a single
stream percept may “build-up” to a segregated percept across a period
of a few seconds; The segregated percept may then rapidly “reset” to a
single stream percept if a sudden change in the stimulation parameters
is introduced (see e.g. Carlyon, 2004; Moore and Gockel, 2012 and the
references therein). Kondo et al. (2012) used ABAX-stimuli to measure
the effects of motion-cues in scene analysis. By using a head-tracked
VAS-system, it was possible to decouple listener movements from the
spatial cue dynamics that would emerge under natural listening conditions.
Listeners gave subjective reports of streaming during trials consisting of
bistable ABAX-stimuli. In some trials, subjects were instructed to perform
head movements while the stimuli were being presented. The results
from these trials show that when self-motion was initiated during two-
stream percepts, it was accompanied by a rapid resetting of auditory
organization back to the single-stream triplet ABAX-rhythm (Kondo et al.,
2012). Interestingly, this effect occurred regardless of whether or not self-
motion was accompanied with spatial cue dynamics, suggesting that self-
motion modulates auditory perceptual organization even in the absence of
changes in auditory information (Kondo et al., 2012).

Another experimental paradigm that appears especially well-suited for
revealing self-motion-driven effects in auditory perceptual organization
is the dynamic front-back illusion discussed in Chapter 2. Although the
paradigm has been leveraged in many behavioral studies in recent years
(e.g. Macpherson, 2011; Brimijoin and Akeroyd, 2012; Macpherson, 2013;
Brimijoin and Akeroyd, 2016; Yost et al., 2019), the focus of these stud-
ies has been on localization only and many of them have used stimuli
that carry salient spectro-temporal grouping cues. It is therefore possible
that self-motion-driven perceptual re-organization effects might not have
emerged simply because such effects may have been masked by the salient
monaural grouping cues. For instance, Brimijoin and Akeroyd (2012, 2016)
implemented the dynamic front-back illusion with speech stimuli; A class
of auditory stimuli that is strongly biased towards perceptual fusion of its
constituent spectral components by a number of signal parameters (e.g.
common envelope and pitch modulations, harmonicity, semantic content,
etc.). Moreover, due to the temporal structure of speech, the short-term
spectrum of speech sounds is modulated on a moment-to-moment basis
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(Moore, 2012). These modulations have the secondary effect of varying
the relative salience of the three major localization cues ITD, ILD and the
monaural spectrum, making it unclear what spatial cues are available at
any instance. Therefore, it is not clear to what extent monaurally perceiv-
able, spectro-temporal grouping cues dominated perceptual organization in
these experiments and whether or not the role of spatial cue dynamics asso-
ciated with self-motion would be more pronounced for non-speech stimuli.
As such, the potential of the dynamic-front back illusion in auditory percep-
tual organization studies appears to be underexploited. Identification of
auditory re-organization effects driven by self-motion-induced spatial cue
dynamics could be facilitated by selecting the experimental task so that
the results are informative also about non-spatial aspects of perceptual or-
ganization and by using stimuli that are devoid of salient spectro-temporal
grouping cues. Such considerations could potentially reveal self-motion-
driven perceptual effects that might have been undetectable under the
conditions of previous experiments.

4.4 Neural correlates of perceptual organization

In the field of auditory neuroscience, much work has been done to iden-
tify neural correlates of the cognitive processes associated with auditory
perceptual organization (e.g. Alain et al., 2002; Dyson and Alain, 2004;
Alain, 2007; Bendixen et al., 2010; Kocsis et al., 2016; Tóth et al., 2016a,
see also Simon, 2015 as well as Snyder and Elhilali, 2017 for reviews).
Identifying the neural markers associated with various aspects of auditory
perception is not only important for advancing basic auditory research,
but may also find valuable applications in the development of hearing
diagnostics (e.g. Dougherty et al., 1998) and neural interfaces for hearing
devices (for instance, Perron, 2017; Bech Christensen et al., 2018).

One line of this research is concerned with identifying the extracranial
electromagnetic correlates of concurrent auditory object perception. Accord-
ingly, it has been found that the neural responses associated with stimuli
that evoke percepts of multiple auditory objects differ from those associated
with single-object percepts (Snyder and Elhilali, 2017). For instance, in the
time-domain representations of event-related responses obtained via EEG
or magnetoencephalography, concurrent object perception is associated
with an “object-related negativity” (ORN, Alain et al., 2001; Alain, 2007).
This electromagnetic marker refers to the magnitude difference in the
dominant waves (N1 and P2) of the event-related responses associated
with stimuli that are acoustically similar, but nevertheless evoke different
perceptual organizations. For example, tone complex stimuli can be biased
to segregate into multiple auditory objects by slightly detuning or delaying
individual partials in the complex (Snyder and Elhilali, 2017). ORN can
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be evoked by a wide range of segregation-promoting cues (see for instance,
Alain et al., 2001, 2002; Johnson et al., 2003; Hautus and Johnson, 2005;
McDonald and Alain, 2005; Sanders et al., 2008; Bendixen et al., 2010;
Kocsis et al., 2016; Tóth et al., 2016a for studies using a wide range of pa-
rameter manipulations), regardless of the listener’s age or attentional state
(Alain and Izenberg, 2003; Alain, 2007; Alain and McDonald, 2007; Fol-
land et al., 2012; Bendixen et al., 2015). These consistencies suggest that
ORN indexes a general neural process associated with auditory perceptual
organization.

In addition to time-domain measures, time-frequency-domain markers
of concurrent object perception have also been investigated. The notion
that human brain function is mediated by oscillations of neuronal activity
(Buzsáki and Draguhn, 2004; Buzsáki, 2006) suggests that electromagnetic
correlates of perceptual organization could potentially be identified using
time-frequency decomposition of neural responses. Accordingly, Tóth et al.
(2016b) investigated whether neuronal oscillations captured by EEG could
be used to index concurrent auditory object perception. When perceptual
organization was manipulated by introducing segregation-promoting cues
(mistuning, asynchronous onsets, spatial cues) between the partials of tone
complex stimuli, bursts of increased θ-band (4 - 8 Hz) activity were found
to be correlated with concurrent object perception (Tóth et al., 2016b).
This was observed both under passive and active listening conditions,
suggesting that they signal the activation of primitive scene analysis
processes functioning across attentional states.

Aside from extracranial electromagnetic correlates of concurrent object
perception in humans, intracellular recordings in a variety of animal
species have demonstrated spatially driven enhancements in neural re-
sponses at different stages of the auditory pathway. For instance, record-
ings from cat primary auditory cortex show spatially selective responses to
RMR-stimuli; When interleaved rhythmic sequences are presented from
opposite hemifields, cortical neurons synchronize preferentially to one of
the constituent rhythms according to its spatial location (Middlebrooks and
Bremen, 2013). Crucially, the spatial tuning of these responses is sharper
than what is commonly observed in cortical neurons under single-source
stimulation, providing neural evidence for spatially driven enhancements
to perceptual organization (King and Middlebrooks, 2011; Middlebrooks
and Bremen, 2013). Sharpening of spatial selectivity in A1-neurons has
been reported also in other species (see e.g. Yao et al., 2015 for recordings
in the rat auditory system). Spatial cues have also been shown to increase
the fidelity of neuronal representation of spectro-temporally overlapping
sounds. For instance, recordings in the rat IC show that when two spa-
tially separated narrow-band noises with the same center-frequency are
presented simultaneously, the IC-responses synchronize preferentially to
the temporal fine-structure of the ipsilateral noise (Luo et al., 2017). Simi-
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larly, when a narrow-band noise target is presented simultaneously with a
spectrally overlapping masker noise, the envelope of cortical responses dis-
plays better synchronization to the envelope of the target sound when the
target and masker are spatially separated than when they are co-located
(Xu et al., 2019; Luo et al., 2020). All in all, results from animal studies
suggest that spatial cues facilitate perceptual organization by enhancing
the fidelity of neural representations of the constituent sources at multiple
stages of the auditory pathway.

4.4.1 Spectro-temporally complex stimulation paradigms

While the classical experimental paradigms of auditory scene analysis
often involve simplistic stimuli that bear little resemblance to the com-
plexity of natural soundscapes, recent years has seen the development of
spectro-temporally complex stimuli that are suitable for assessing neural
markers of perceptual organization in complex soundscapes (e.g. tone-
cloud masker stimuli, Gutschalk et al., 2008, stochastic figure-ground
stimuli, Teki et al., 2011; Tóth et al., 2016a, see also Snyder and Elhilali,
2017). These stimuli provide better approximations of the complexity of
real auditory scenes than classical stimuli (e.g. ABAX-sequences). As
such, they represent a compromise between the methodological constraints
imposed by non-invasive neuroimaging methods and the on-going strive for
improved ecological validity in auditory neuroscience (e.g. Griffiths et al.,
2004; Nelken, 2004, 2008; King and Walker, 2020). However, all of these
stimulation paradigms are driven by monaurally emergent grouping cues
that necessarily co-exist with the spatial cues that may be embedded in
the stimulation. As such, they are not ideal for neuroscientific experiments
targeting binaural processes in specific as the contributions of monaural
and binaural processes cannot be reliably detangled from the neural re-
sponses. Given the salient role that spatial cues play in the perceptual
organization of complex soundscapes, it would be beneficial to establish a
spectro-temporally complex stimulation paradigm for use in neuroscientific
experiments that provides grouping cues specific to binaural hearing.

Such stimulation could potentially be based on Huggins pitch stimuli,
as they have the appealing property of providing no monaural grouping
cues and can therefore reliably isolate binaural contributions to auditory
perceptual organization. Accordingly, these stimuli have been used in
EEG-studies to index the electromagnetic correlates of binaurally driven
concurrent auditory object perception (Johnson et al., 2003; Hautus and
Johnson, 2005). However, since Huggins pitch is driven by IPD, it is
necessarily restricted to the limited range of low frequencies where the
auditory system can decode temporal fine structure (Culling, 1999). This is
a major limitation to the ecological validity of the stimulation, as natural
sounds encompass a much wider range of frequencies that need to be
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correctly grouped together to identify and localize sound sources in the
environment. To overcome the limitations imposed by IPD-based grouping
cues, the novel binaural stimulation paradigm needs to leverage interaural
information beyond the IPD. Recently, theoretical accounts of auditory
perceptual organization have emphasized the role of temporal coherence
across various stimulus features in the formation of auditory percepts (e.g.
Elhilali et al. 2009; Shamma and Micheyl 2010; Shamma et al. 2013). As
such, they offer a potentially useful conceptual framework for advancing
the development an auditory stimulus capable of indexing binaurally
driven perceptual organization processes. According to the predictions
of the "temporal coherence theory" of auditory scene analysis, it seems
plausible that time-frequency-specific modulations of interaural envelope
correlation could potentially be leveraged to develop auditory stimuli with
spectro-temporally complex grouping cues that are only defined binaurally.

Chapter 4 summary

This chapter has presented some of the problems faced by the auditory
system in perceptual organization tasks. Receptor-level information is
uninformative about the sources of sound present in the environment
and the task of identifying the individual sources turns into an ill-posed
computational problem. It appears that the way the auditory system solves
this issue is by relying on heuristics derived from the statistical properties
of natural sounds.

The implication of this is that due to reverberation and other acoustic-
domain phenomena that degrade the reliability of spatial information in
natural soundscapes, many aspects of short time scale perceptual orga-
nization are driven by non-spatial signal characteristics. Nevertheless,
the ITD-dynamics arising from acoustic-domain interference of concurrent
sound sources appear to provide an effective cue to perceptual organization.
Moreover, spatial information becomes increasingly important in listening
tasks that involve perceptual grouping of sound sequences across time (e.g.
speech perception) and multi-source scenes. Therefore, spatial hearing
provides a crucial advantage in behaviorally relevant listening tasks and
it is plausible that auditory self-motion cues could further contribute to
the perceptual organization of sound. Yet, relatively few studies have in-
vestigated such effects, revealing a gap in scene analysis research. To this
end, the dynamic front-back illusion represents a promising experimental
paradigm for probing self-motion-driven effects in perceptual organization.

Finally, despite the importance of spatial cues in scene analysis tasks,
their role remains underexplored in auditory neuroscience experiments
assessing the perceptual organization of complex soundscapes. A possible
reason for this is the lack of an established stimulation paradigm that is
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both specific to binaural hearing and provides binaural grouping cues of
sufficient spectro-temporal complexity.

56



5. Summaries of the studies

The studies contained in this thesis investigated the effects of spatial
cue dynamics on the perceptual organization of sound. In specific, PI
explored the role of self-motion cues in the perceptual organization of
noise stimuli devoid of non-spatial grouping cues. The experiments in
PII were designed to answer open questions about the role of self-motion-
induced level dynamics in active localization. PIII assessed the suitability
of a previously unexplored class of binaurally driven stimuli for use in
neuroscientific scene analysis experiments. PIV characterized the spatial
perception of complex source distributions in the horizontal- and median
planes. A summary of each study is provided below.

5.1 Study I - Conflicting dynamic and spectral directional cues
form separate auditory images

The significant role that self-motion cues play in auditory spatial per-
ception was acknowledged already in the early 20th century by several
authors but their role in auditory perceptual organization remains largely
unexplored. Here, we conducted a behavioral experiment employing a
continuous psychoacoustics paradigm where subjects used horizontal head
rotations to form impressions of simple sound scenes consisting of one or
two sources presented over loudspeakers. We implemented the dynamic
front-back illusion using head-tracking cameras and amplitude panning
to move sound sources within a circular array of loudspeakers according
to the subject’s instantaneous head orientation. This enabled us to create
self-motion-induced front-back confusions by distorting the relationship
between head movements and the resulting spatial cue dynamics. In
order to promote the emergence of perceptual re-organization effects asso-
ciated with self-motion, we used steady-state noise stimuli devoid of salient
spectro-temporal grouping cues, the presence of which could potentially
obscure self-motion-induced effects.

The results show that low-pass filtered stimuli providing mainly dynamic
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low-frequency ITD-cues were consistently localized to the hemiplane im-
plied by the binaural dynamics arising from head rotations, regardless
of the actual location of the sound source. Conversely, high-pass filtered
stimuli providing dynamic ILD and monaural cues were localized to the
correct hemiplane and were seemingly unaffected by the manipulations
imposed on the spatial cue dynamics. In the case of wideband stimuli pro-
viding both dynamic ILD and ITD as well as high-frequency monaural cues,
subjects systematically reported simultaneous percepts in both the front-
and rear-hemiplanes, despite the fact that the stimulus was presented only
from the frontal hemiplane.

While previous research on auditory self-motion cues has mainly focused
on localization, the results of PI suggest that self-motion-driven spatial cue
dynamics affect the interpretation of auditory scenes at a more fundamen-
tal level than previously considered. Scenarios where different modalities
of spatial cue dynamics are in conflict with each other may result in cat-
egorically different perceptual organizations than scenarios where these
cues are congruent. For instance, here conflicting self-motion cues and
high-frequency monaural cues resulted in a single sound source being
perceived as two separate sources in opposite hemiplanes, according to the
directions implied by the conflicting cue modalities. This suggests that
in addition to affecting spatial perception, self-motion-driven spatial cue
dynamics contribute to the fundamental processes of object formation and
stream segregation in a manner that has not been considered previously.

5.2 Study II - Resolving front-back ambiguity with head rotation:
The role of level dynamics

Self-motion enhances spatial hearing by providing dynamic spatial cues
that can resolve otherwise ambiguous spatial information, such as the
front-back location of narrow-band sounds. Previous experiments on self-
motion effects in spatial hearing have established dynamic ITD as salient
cue modality but the role of ILD-dynamics in active localization remains
unclear. The purpose of PII was to address the ambiguous role of level
dynamics in spatial hearing. To this end, we conducted a set of four be-
havioral experiments, where we used head-tracking and real-time signal
processing to restrict the head rotation range listeners could exploit in de-
termining the front-back location of spatially ambiguous pure tone stimuli.
Specifically, the range of head orientations where the target signal was
audible was limited by complementarily ramping up a spatially diffuse
noise masker and ramping down the target signal when head orienta-
tion exceeded experimentally imposed limits. Based on this paradigm,
we assessed the usefulness of narrow-band level dynamics in resolving
front-back ambiguity.
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In experiment I, subjects indicated the front-back dimension of sinusoidal
stimuli presented from the midline (0 or 180 degrees) under free-field
conditions. Task performance was assessed as a function of the allowed
head rotation range. In experiment II, subjects performed a similar task
for free-field sources with various lateral offsets and a fixed head rotation
range of ±20 degrees. Experiments III and IV were headphone-based
replications of experiments I and II in simplistic virtual auditory space,
where the binaural dynamics were derived from the acoustic transfer
functions of a rigid sphere, approximately the size of an average human
head.

The results of the free-field experiments show that listeners were ca-
pable of exploiting level dynamics to successfully resolve the front-back
dimension of high-frequency sinusoids if a sufficiently wide movement
range was available (±40 degrees). When the free-field conditions were
replaced by simplistic headphone stimulation, front-back responses were
in agreement with the simulated source directions even with relatively
small movement ranges (±5 degrees) whenever monaural sound level and
ILD changed monotonically in response to head rotation. In conclusion,
level dynamics can be leveraged as a front-back cue when they are approx-
imately monotonic and provide consistent spatial cue dynamics during
self-motion. However, in free-field conditions and particularly for narrow-
band target signals, this is often not the case. All in all, PII suggests
that the usefulness of self-motion-coupled level dynamics are limited by
confounding acoustic-domain phenomena, rather than by the processing
principles of the auditory system.

5.3 Study III - Cortical processing of binaural cues as shown by
EEG-responses to random-chord stereograms

A large body of behavioral evidence shows that spatial hearing facilitates
successful perceptual organization of complex soundscapes. Nevertheless,
the role of binaural cues in auditory scene analysis has received rela-
tively little attention in recent neuroscientific studies striving for improved
ecological validity by employing spectro-temporally complex stimuli. A
possible reason for this may be that an appropriate stimulation paradigm
suitable for use in neuroscientific experiments has not yet been established.
Ideally, such a paradigm would be specific to binaural hearing, so that
the contributions of monaurally driven perceptual organization processes
could be reliably detangled from the neural responses. Additionally, the
paradigm should be flexible enough to provide binaurally derived grouping
cues of arbitrary spectro-temporal complexity. Potentially, such a paradigm
could be based on random-chord stereograms (RCS, Nassiri and Escabí,
2008); a class of auditory stimuli that leverages IPD and interaural en-
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velope correlation to evoke salient auditory re-organization effects that
emerge only under binaural listening. While RCS-stimuli appear promis-
ing, their usefulness in non-invasive measurements of cortical activity has
not yet been evaluated.

Here, our aim was to assess the usability of the RCS-paradigm as a
stimulus category for indexing cortical processing of binaural cues. We
recorded EEG-responses to RCS-stimuli consisting of an initial 3-s noise
segment, where the envelopes of the binaural channels were uncorrelated,
followed by another 3-s segment, where interaural envelope correlation was
modulated periodically as per the RCS-paradigm. Two types of modulation
were used: In the case of “wideband stimuli”, modulations encompassed
the entire stimulus bandwidth. In the case of “ripple stimuli”, modulations
were applied to shifting frequency bands according to a spectro-temporal
ripple. EEG-responses were recorded from a group of normal-hearing
subjects to wideband stimuli at two modulation rates — 3 and 5 Hz — and
to one ripple stimulus modulated at 3 Hz.

Event-related potentials and inter-trial phase coherence analyses show
that EEG-responses at the fronto-central electrodes synchronized to wide-
band RCS-modulations. In the case of ripple stimuli, the transition from
noise to the modulated segment induced a change-onset complex, but the
steady-state response during the on-going modulations did not synchronize
to the modulation rate of the stimulus. In the case of wideband modu-
lations, frequency-domain analyses revealed spectral power increases at
frequencies related to the RCS-modulations. Overall, PIII shows that
the RCS-paradigm can yield robust cortical responses that reliably index
binaurally driven effects in auditory perceptual organization.

5.4 Study IV - Spatial perception of sound source distribution in
the median plane

Studies of auditory spatial perception have traditionally focused on sim-
plistic scenarios involving point-like sources. Yet, real soundscapes often
contain non-point-like volumetric sources of various spatial configurations
extending both in horizontal and vertical dimensions. Such sound sources
pose a challenge to spatial hearing since the directional cues they provide
are not stable across time but instead, vary unpredictably due to the su-
perposition of the sound energy arriving to the ears from the different
sections of the source distribution. Consequently, spatially distributed
sound sources yield spatial cue dynamics that do not arise from listener or
source movement but rather from acoustic-domain interference between
multiple temporally uncorrelated radiators of sound. Currently, spatial
perception of such sources is poorly understood and remains largely un-
characterized especially in the case of vertical source distributions.
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Here, we investigated the accuracy of human directional hearing in the
case of spatially distributed sources in two behavioral experiments. To this
end, we used horizontal and vertical loudspeaker arrays to create various
source configurations emitting uncorrelated pink noise. The task of the
subjects was to describe the resultant spatial percepts by indicating the
directions of loudspeakers that corresponded to the perceived directions of
sound. Listeners could not perform head movements to facilitate the task.
We were especially interested in exploring spatial perception of vertically
extended source distributions positioned along the auditory midline, where
the contributions of binaural cues are negligible and assessment of spatial
properties relies predominantly on monaural signal characteristics.

In the case of horizontally distributed sources, the findings of PIV are
similar to previous results reported in Santala and Pulkki (2011), where
a similar experimental task was employed but head movements were not
prohibited. This suggests that self-motion cues do not provide significant
enhancements to the perception of azimuthal distributions in the frontal
hemiplane. In PIV, subjects did not perceive small gaps in horizontal
source distributions, but when the azimuthal separation between source
pairs or clusters was sufficiently wide, subjects reported separate distinct
directions, suggesting perceptual segregation. In addition, horizontal dis-
tributions tended to be perceived as narrower than the span of the physical
distributions. Overall, the results from horizontal distributions show that
listeners are able to make use of unstable spatial cues in auditory percep-
tual organization, even if the short-term cue dynamics are unreliable. In
the case of vertical distributions, the results show that spatial perception
of median plane source distributions is qualitatively different from that of
horizontal distributions. For distributions consisting of multiple sources,
subjects tended to severely underestimate the number of active sources
in the distributions, reporting only two or three directions for source con-
figurations spanning angular areas as large as ±45 degrees in elevation.
However, the results demonstrate that subjects were nevertheless able to
reliably identify pairs of median plane sources if the angular separation
between the sources was sufficiently large. This suggests that the tempo-
rally unstable spatial cues arising from the acoustic-domain interaction
of the concurrent sources facilitated successful perceptual organization
despite the fact that the resultant ear canal spectra did not represent the
directional spectrum associated with either source elevation.
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6. Discussion

Overall, the results from the studies included in this thesis show that
spatial cue dynamics contribute significantly to the perceptual organization
of sound. Below, the implications of the results are discussed in the context
of spatial audio technologies and basic auditory research.

6.1 Technological applications

The goal of many spatial sound technologies is to evoke spatial impressions
that are indistinguishable from reality. Arguably, there are two main
categories of spatial synthesis technologies with fundamentally different
approaches to achieving this goal; Namely, physically driven methods and
perceptually driven methods. While physically driven methods, such as
wavefield synthesis (Snow, 1955; Berkhout et al., 1993; Ahrens, 2012)
and ambisonics, (Gerzon, 1973; Zotter and Frank, 2019) aim to replicate
the physical properties of the target sound field as accurately as possible,
perceptually driven methods (e.g. DirAC, Pulkki, 2007) are motivated by
psychophysics. These methods capitalize on the perceptual limitations
of the auditory system in the design of digital signal processing algo-
rithms that do not seek to reproduce the sound field perfectly, but rather
to replicate only its perceptually relevant spatial features. Accordingly,
perceptually driven synthesis techniques are designed according to targets
that are often more feasible to achieve than a perfect reconstruction of the
physical sound field.

While perceptually indistinguishable reproduction of reality has been
the main driver for much of the work in spatial sound technology for the
past decades, the emergence of ubiquitous virtual reality and augmented
hearing technologies introduces new targets both for spatial sound tech-
nologies and basic research on spatial hearing. An ambitious future goal
for binaural reproduction techniques is to achieve a level of sophistication
that enables the evocation of spatial percepts in complex auditory scenes
that would not necessarily ever emerge naturally under the constraints
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imposed by the physics of sound in the real world. Development of such
hyper-real spatial audio techniques requires that the systematic percep-
tual biases associated with spatial hearing and related cross-modal effects
can be identified, quantified and compensated for. Crucially, successful
development of such techniques requires a paradigm shift wherein tech-
nological goals are defined in terms of arbitrary auditory percepts, rather
than benchmarked against the percepts experienced in real soundscapes.

Hyper-real spatial synthesis algorithms have already emerged in the
context of spatial cue dynamics in head-tracked, headphone-based spatial
synthesis. For example, recent work by Brimijoin (2018) and Brimijoin
et al. (2020) showed systematic angle-dependent distortions in the per-
ceived angular displacement of real sound sources rotated in a circular
loudspeaker array. By quantifying these spatial distortions across azimuth,
the systematic warping of auditory space could be compensated for, en-
abling the synthesis of hyperstable auditory stimuli; Such sounds are
perceived to be more stable during self-motion than real sound sources.
Some aspects of the experimental results documented in the current work
merit a discussion in the hyper-reality context.

The results of PII suggest that the auditory system does not maintain
frequency dependent azimuth-to-ILD mappings to facilitate the processing
of narrow-band ILD dynamics emerging during head movements. Rather,
the results imply that spatial decoding of dynamic ILD information relies
on the assumption that the overall ILD computed across the auditory
bands associated with any given auditory object varies monotonically with
lateral position. While this is generally not valid for narrow-band sounds,
such a processing principle would still enable successful behavior in the
majority of ecologically relevant listening scenarios, since narrow-band
sounds represent a rather limited subset of sounds encountered in natural
environments. Further, the results of the headphone experiments in PII
show that in the case of narrow-band sounds, simplistic ILD dynamics
appear to enhance, rather than degrade auditory spatial perception. This
could potentially be exploited in hyper-real spatial synthesis of narrow-
band sounds in augmented- or virtual reality devices. For instance, if it is
detected that the localization of a given target sound — be it virtual or a
binaurally delivered, augmented version of a real sound in the environment
— is mostly driven by high-frequency narrow-band ILD, spatial perception
of that sound can likely be enhanced by applying simplistic azimuth-to-ILD
mappings, rather than a set of real HRTFs. Such simplified mappings
could be derived from e.g. the azimuth-dependent wideband ILD of the
listeners true HRTFs.

While the results of PII suggest that the spatial cue dynamics delivered
by augmented hearing devices do not have to fully correspond to those aris-
ing naturally during listener movement, the results of PI show that this
aspect cannot be completely ignored either. In PI, the relationship between
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spatial cues and head movements was manipulated artificially by using
a head-tracking apparatus to control a panning algorithm. The manipu-
lation revealed that conflicting spatial cue modalities arising during an
active localization task consistently resulted in a fundamentally erroneous
perceptual organization of the auditory scene. In specific, low-frequency
ITD-sequences manipulated according to the dynamic front-back illusion
resulted in systematic hemiplane reversals of low-frequency sounds. When
the same manipulations were applied to wideband sources providing both
dynamic binaural cues as well as spectral cues, the interpretation of the
auditory scene was erroneous at a more fundamental level, as subjects
consistently reported percepts of two simultaneous auditory images oc-
cupying opposite hemiplanes even though the stimulation consisted of a
single wideband source. These results have immediate implications for
spatial synthesis algorithms in virtual- and augmented reality applications.
Perhaps more importantly, they — together with the results of PII — also
underline the importance of preserving sufficiently accurate spatial cue dy-
namics in bilateral hearing aids. The distortions imposed on the binaural
signals by hearing aids (e.g. compression, delay, spectral distortion) should
be evaluated by considering their perceptual implications in behaviorally
relevant listening scenarios, where the listener is in motion and experi-
ences dynamic spatial cues at least as often as static ones. Failure to do
so may lead to situations where the auditory percepts experienced by the
users of such devices are severely distorted.

Finally, the results of PIV show that the spatial percepts evoked by vari-
ous sound source distributions deviated from the spatial properties of the
actual source distributions, especially when the sources were positioned in
the median plane. Since the acuity of spatial hearing was demonstrated to
be rather poor in these scenarios, their reproduction in the perceptually
motivated spatial synthesis paradigm is relatively straight-forward. In the
context of PIV, hyper-real synthesis of complex distributions would com-
pensate for the spatial distortions associated with distributed sources and
evoke auditory spatial percepts that closely match the spatial properties
of the source arrangement even if such percepts would not emerge under
real-world conditions. While the results of PIV do not make it obvious how
this could be achieved, it is clear that obtaining a deeper understanding of
the salient signal features that drive perceptual organization of complex
soundscapes is part of the solution.

6.2 Towards improved ecological validity in auditory perceptual
organization studies

Although scene analysis is a relatively mature field of auditory research,
it has mainly focused on revealing the dominant low-level processing
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principles deployed in simplistic listening scenarios involving stationary
listeners and point-like sources. Because successful detection of many
salient auditory grouping cues does not require binaural hearing, spatial
cues or their dynamic variations have rarely been the focus of perceptual
organization experiments. As such, the experimental scenarios of many
scene analysis studies are far removed from the listening tasks faced
in real life. In an attempt to open up new avenues in behavioral and
neuroscientific research on auditory perceptual organization, the studies
contained in the present work incorporated aspects of real-world listening
that have previously received little attention in scene analysis research.

The results from the experiments documented in PI & PII show that self-
motion cues yield a strong influence on how auditory scenes are perceived
both spatially and at the more fundamental level of object- and stream
formation. Given that listeners are typically in motion when engaged in
behaviorally relevant listening, the incorporation of self-motion-driven
listening tasks to behavioral experiments presents a fruitful direction for
future studies on auditory perceptual organization. Such an approach
would take scene analysis studies a step closer to ecological validity by
acknowledging the fundamentally cross-modal nature of human audition.

Similarly, PIV showed that spatial cue dynamics arising from the acoustic-
domain interference associated with concurrent sound sources plays a role
in the perceptual organization of spatially complex soundscapes even when
no other grouping cues are available. Crucially, PIV revealed that both
horizontal and vertical spatial separation of spectrally overlapping sources
contributed to how many distinct directions — and implicitly, how many
separate auditory objects — the scene was divided into in the perceptual
domain. This suggests that the role of spatial cues in the perceptual or-
ganization of ecologically relevant complex soundscapes merits further
investigation.

Finally, due to a number of methodological constraints, auditory neuro-
science has traditionally employed simplistic stimuli that bear little resem-
blance to real soundscapes. In recent years however, spectro-temporally
complex synthetic stimuli that serve to improve the ecological validity of
neuroscientific scene analysis experiments have become more common.
Despite this development, no such stimulation paradigm has emerged
that is able to index binaurally driven perceptual organization processes
in specific. To this end, PIII evaluated the usefulness of random-chord
stereograms as a potential stimulus category to fill this methodological
gap, revealing that these stimuli evoke robust cortical responses that
are attributable to binaural processing only. As such, the RCS-paradigm
appears to present a promising means of introducing spectro-temporal
complexity to neuroscientific scene analysis studies focused on binaurally
driven perceptual organization processes.
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The work documented in this thesis elucidates the role of spatial cue dy-
namics in experimental scenarios where salient monaural auditory group-
ing cues were not available. Spatial cue dynamics emerged in each experi-
ment in one of three ways: 1) as a result of listener movement (PI & PII),
2) by synthetic binaural stimulation (PIII), or 3) by acoustic-domain in-
teraction between spectrally overlapping, incoherent sound sources (PIV).
Overall, spatial cue dynamics were found to have a salient effect on per-
ceptual organization at the level of object-formation and spatial perception.
The results have implications for various fields of auditory research and
the development of spatial synthesis technologies.

PI investigated how a simple auditory scene is perceived when the spatial
information delivered by monaural cues and dynamic binaural cues arising
from listener self-motion are in conflict with one another. By leveraging the
dynamic front-back illusion, it was found that the conflicting spatial cues
resulted in the perception of two separate auditory images at directions
implied by the two cue modalities. The results of PI indicate that cross-
modal effects between the spatial auditory system and the sense of self-
motion can have salient effects on the perceptual organization of sounds
during listener movements. Accordingly, these effects should be accounted
for in the design of audio processing algorithms for hearing devices and
augmented reality systems with dynamic spatial synthesis engines.

PII explored the role of self-motion-induced level dynamics as a local-
ization cue. It was found that front-back localization of high-frequency
narrow-band targets is confounded by the naturally occurring head-related
acoustics. Yet, when simplistic headphone stimulation was used to impose
simplistic level dynamics, front-back discrimination performance increased
substantially despite the unnaturalness of the stimulation. Therefore, spa-
tial perception of high-frequency narrow-band targets is not limited by
the processing principles of the auditory system itself, but rather, by the
idiosyncratic spatial cue dynamics emerging in the acoustic domain. This
suggests that in the case of augmented reality devices, and other electroa-
coustic systems where dynamically spatialized sound content is delivered
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binaurally directly to the ear canals, the spatial impression evoked by
high-frequency narrow-band targets can be made more robust by using
simplified azimuth-to-ILD mappings, rather than the naturally occurring,
band-specific ILD-dynamics embedded into human HRTFs.

PIII assessed the usefulness of random-chord stereograms in neuroscien-
tific auditory scene analysis experiments. These stimuli are an attractive
option for assessing cortical processing of binaural cues, as the auditory
re-organization effects that they evoke are driven by binaural rather than
monaural signal features. The results of PIII showed that simple vari-
ants of RCS-stimuli, where binaural envelope correlation is modulated
periodically across the entire stimulus bandwidth evoked robust cortical
responses. As such, the RCS-paradigm appears to provide a promising
basis for the design of neuroscientific experiments seeking to elucidate the
role of binaural processing in auditory scene analysis without introducing
monaural confounds into the neural response data. Moreover, the RCS-
paradigm could potentially be suitable for developing novel EEG-based
diagnostics of binaural processing and facilitating the fitting of bilateral
hearing devices.

PIV evaluated the accuracy of directional perception in spatially com-
plex auditory scenes involving distributed sources along the median- and
horizontal planes. Results from horizontal distributions were largely in
line with those from a previous study employing the same stimulation and
response paradigms despite the fact that in the previous study subjects
were encouraged to move their heads and here static listening conditions
were imposed. The similarity of the results suggests that in the case of
spatially distributed sources in the frontal hemiplane, head movement cues
do not provide salient enhancements to spatial perception. The median
plane results revealed that spatial perception of multiple vertically sepa-
rated sound sources is remarkably poor as indicated by e.g. the consistent
underestimation of the number of active sources in multi-source vertical
distributions. Nevertheless, listeners were able to indicate the vertical
positions of two concurrent sources when the angular separation between
them was sufficiently large, suggesting that at least two simultaneous di-
rections can be decoded from temporally unstable monaural spectral cues.
In short, the results from PIV show that spatial perception of vertically
distributed median plane sources is considerably worse than in the case of
horizontal distributions and point-like sources. These limitations can be
capitalized on in spatial synthesis applications that seek to reproduce the
spatial percepts evoked by real source distributions.

All in all, the results of the present work provide new insights into
how dynamic spatial cues are integrated in the perceptual organization
of sound and open up new lines of basic behavioral and neuroscientific re-
search on auditory scene analysis. In addition, the results of the behavioral
studies find practical applications in informing the design of spatial audio
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algorithms in user-worn binaural devices and aiding the perceptually in-
formed positioning of elevated audio channels in multichannel loudspeaker
systems.
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