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Over the past decade, Peer-to-Peer (P2P) 
technologies have proven themselves as a 
viable option for providing services in the 
Internet. This dissertation focuses on the 
use of P2P technologies in the context of 
communication services, including Voice 
over IP (VoIP) and Machine-to-Machine 
(M2M) communication. The main result 
presented in the dissertation is a framework 
architecture for decentralized 
communications. The framework 
architecture represents a toolkit that can be 
used to provide communication services in a 
decentralized mode. The framework 
architecture is adaptive, scalable, modular, 
generic, based on current and emerging 
standards, and has high performance. 
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Abstract 
Peer-to-Peer (P2P) systems represent a paradigm shift from the traditional client/server 

architecture. Over the past decade, P2P technologies have proven themselves as a viable option 
for providing services in the Internet. This success has resulted in initiatives to develop 
standards-based P2P protocols and services. One of the major initiatives in this area is Peer-
to-Peer Session Initiation Protocol (P2PSIP), a suite of communication protocols that enable 
the Session Initiation Protocol (SIP) to decentralize its functions. P2PSIP is being 
standardized in the Internet Engineering Task Force (IETF). This dissertation presents a 
framework architecture for decentralized communications that is built around P2PSIP and the 
set of technologies it uses, including the REsource LOcation And Discovery (RELOAD) P2P 
signaling protocol, Chord Distributed Hash Table (DHT) algorithm, and the Interactive 
Connectivity Establishment (ICE) Network Address Translator (NAT) traversal solution. 

The framework presented in this dissertation is a set of reusable and modular software 
components that can be used in a flexible manner either individually or in different 
combinations to support the needs of a broad set of applications and use cases. Due to its 
flexibility and modularity, the framework is not an integrated architecture, tightly coupled set 
of components, or a purpose-built software platform whose components cannot function 
individually or are not interchangeable. The framework and all of its components were 
implemented as a part of the work on this dissertation. 

In the dissertation, the performance of the implementation of the framework and its 
components is evaluated using real-world prototypes and simulators. The focus is on 
evaluating the performance of DHT maintenance routines, ICE-based NAT traversal, the 
operations the framework provides to applications, and the performance of the implementation 
of the framework in mobile environments. Based on the performance analysis, missing features 
and performance bottlenecks are identified. The performance bottlenecks are addressed and 
the missing features are added by designing new components to complete the framework. 
These components include self-tuning, service discovery, M2M communication, and session 
setup delay optimization components. 

The contributions of this dissertation can be divided into three categories. First, the delays 
associated with using the services and operations provided by the framework are analyzed and 
optimized. Second, the overlay network platform that the framework provides is evaluated and 
extended. Finally, the framework is applied to new use cases. The overall result of the work is 
a framework architecture for decentralized communications that is scalable, adaptive, generic, 
modular, based on emerging standards, and has high performance. 
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Tiivistelmä 
Vertaisverkkoarkkitehtuurit poikkeavat perinteisistä, keskitettyihin palvelimiin pohjautu-

vista arkkitehtuureista. Viimeisimmän vuosikymmenen aikana vertaisverkot ovat osoittautu-
neet toimivaksi tavaksi toteuttaa palveluja. Tämä menestys on herättänyt kiinnostuksen 
standardoida vertaisverkkoyhteyskäytäntöjä ja -palveluita. Tärkein näistä aloitteista on 
P2PSIP (Peer-to-Peer Session Initiation Protocol). P2PSIP on joukko yhteyskäytäntöjä, joita 
standardoidaan IETF (Internet Engineering Task Force) -organisaatiossa. Tämä työ esittelee 
P2PSIP:n käyttämien teknologioiden ympärille rakennetun viitekehysarkkitehtuurin, joka 
mahdollistaa viestinnän hajautuksen. Teknologiat, joita työssä käytetään ovat RELOAD 
(REsource LOcation And Discovery), hajautetut tiivistetaulualgoritmit (DHT) ja ICE 
(Interactive Connectivity Establishment) -osoitteenmuuntajien läpäisymenetelmä. 

Työssä esitetty viitekehys koostuu joukosta itsenäisiä komponentteja, joita voidaan käyttää 
joko yksitellen tai ryhmissä tukemaan erilaisten käyttötapausten tarpeita. Viitekehys on 
suunniteltu joustavaksi; se ei ole jäykkä yhtenäinen arkkitehtuuri eikä joukko toisistaan 
riippuvia komponentteja. Se ei myöskään ole yhtä tarkoitusta varten rakennettu 
ohjelmistoalusta jonka komponentit eivät voi toimia itsenäisesti ja jotka eivät ole korvattavissa. 
Viitekehys ja sen komponentit toteutettiin osana tätä työtä. 

Tämä työ arvioi yllä mainitun viitekehyksen toteutuksen suorituskykyä käyttäen työn osana 
kehitettyjä prototyyppejä ja simulaattoria. Työ keskittyy arvioimaan DHT-algoritmien 
ylläpitorutiineja, ICE-menetelmää, viitekehyksen sovelluksille tarjoamien toimintojen 
suorituskykyä ja viitekehyksen toteutuksen suorituskykyä langattomissa verkoissa. 
Suorituskykyanalyysin pohjalta työ nostaa esille tekijöitä, jotka voivat muodostua 
pullonkauloiksi suorituskyvylle ja tunnistaa uusia hyödyllisiä ominaisuuksia. Työssä edellä 
mainitut pullonkaulat ratkaistaan ja uudet ominaisuudet lisätään suunnittelemalla uusia osia, 
jotka täydentävät viitekehyksen. Nämä uudet osat ovat hajautettujen tiivistetaulualgoritmien 
itseviritysmenetelmä, palveluiden hakumenetelmä, laitteiden välinen (M2M) hajautettu 
viestintämenetelmä ja istunnonaloitusviiveiden optimointimenetelmä. 

Työn tulokset voidaan jakaa kolmeen osa-alueeseen. Näistä ensimmäinen on viitekehyksen 
tarjoamiin palveluihin ja toimintoihin liittyvien viiveiden arviointi ja optimointi. Toinen osa-
alue on viitekehyksen käyttämän sovelluskerroksen verkkoalustan suorituskyvyn arviointi ja 
alustan laajentaminen. Kolmas osa-alue on uusien käyttötapausten kehittäminen. Työn 
lopputulos on viestinnän hajautuksen mahdollistava viitekehysarkkitehtuuri, joka on 
skaalautuva, muuttuviin olosuhteisiin sopeutuva, sovellusriippumaton, moduuleista koottu, 
alustaviin standardeihin pohjautuva ja omaa korkean suorituskyvyn. 
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Preface

This dissertation presents a framework architecture for decentralized com-

munications. The framework is based on the author’s work on Peer-to-

Peer Session Initiation Protocol (P2PSIP) and the set of enabling tech-

nologies it uses, including Distributed Hash Table (DHT) algorithms, RE-

source LOcation And Discovery (RELOAD), and Interactive Connectivity

Establishment (ICE). The work was carried out at Ericsson Finland be-

tween the years 2007 and 2013.

I would like to thank my managers at Ericsson for providing me the op-

portunity to carry out the research for this dissertation and for supporting

me in different phases of the process, including especially Gonzalo Camar-

illo, Johan Torsner, Raimo Vuopionperä, Viktor Berggren, Harri Reiman,

Hans Hermansson, and Daniel Enström. I am grateful to the co-authors

of my publications, especially Gonzalo Camarillo for his invaluable com-

ments and guidance, and Jaime Jiménez for all the idea-generating dis-

cussions. I would also like to thank my colleagues at Ericsson with whom

I worked in the projects in which the research for this dissertation was

carried out.

Professor Raimo Kantola supervised this dissertation and all of my stud-

ies at Aalto University. I would like to thank him for his invaluable advice

and comments during the process of writing this dissertation and during

my studies. I would also like to thank the pre-examiners of this disserta-

tion, György Dán and Mika Ylianttila for their comments that helped to

improve the quality of the dissertation.

The research for this thesis was carried out in the context of four TEKES

projects: Decentralized Inter-personal Communication (DECICOM), ICT

SHOK Future Internet, Device Interoperability EcosysteM (DIEM), and

Massive-Scale Machine-to-Machine Service (MAMMotH). I would like to

thank my fellow researchers with whom I worked in these projects. I
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would also like to thank Ericsson and TEKES for supporting the work on

the publications of this dissertation.

Finally, I would like to express my deepest gratitude to Johanna, Nella,

my mother, and the rest of my family for their love, patience, and support.

Nummela, March 26, 2013,

Jouni Mäenpää
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1. Introduction

During the past decade, Peer-to-Peer (P2P) networking has emerged as

a viable paradigm for providing services in the Internet. Well-known

examples of successful P2P applications include file sharing, streaming,

and real-time communication. The benefits that P2P technologies offer

to applications include among other things self-organization, scalability,

robustness, and reduced capital expenditures (capex) and operational ex-

penditures (opex).

The tremendous success of P2P communication services, the prime ex-

ample of which is Skype, gave rise to an initiative to create a standard-

ized P2P communication service in the IETF. This initiative resulted in

the creation of the P2PSIP Working Group (WG) in the Real-Time Ap-

plications and Infrastructure (RAI) area of the IETF. The mission of the

P2PSIP WG became to create a general-purpose P2P signaling protocol.

The protocol that the WG adopted as a working group item is called RE-

source LOcation And Discovery (RELOAD) [98]. RELOAD provides a

generic overlay networking service that can be used also by other applica-

tion protocols than SIP.

This dissertation presents a framework architecture for decentralized

communications that is built around P2PSIP and the set of enabling tech-

nologies it uses, including RELOAD, Interactive Connectivity Establish-

ment (ICE), the Chord Distributed Hash Table (DHT) algorithm, and the

Session Initiation Protocol (SIP). The framework has been designed, and

its performance analyzed, in the publications of this thesis.

The work on the framework began by the author of this dissertation im-

plementing an early real-world prototype of a P2PSIP overlay network.

While running the prototype in the global PlanetLab network [170], one

of the author’s first findings was that P2P algorithms are difficult to con-

figure and suffer from scalability problems. To address these problems,
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the author ran a large set of measurements using the prototype to gain

an understanding of how the system should be configured to make it ro-

bust. The findings in this area are presented in Publication I.

One challenge for a P2P system is that due to the need to route mes-

sages through several intermediate hops in the overlay network, the per-

formance of the system is inherently lower than that of a client/server

system. To gain an understanding of various delays in a P2PSIP system,

including the call setup delay, the author of this dissertation ran delay

measurements in PlanetLab using the P2PSIP prototype. Further, the

author compared P2PSIP delays to those of client/server SIP. The results

of these measurements are reported in Publication II.

A P2P system also typically consumes more resources such as Central

Processing Unit (CPU) power, memory, and bandwidth on devices run-

ning it than a client/server system. Consequently, running a P2P system

on mobile devices and networks is especially challenging. In Publication

III, we studied the feasibility of using P2PSIP in mobile environments by

running the P2PSIP prototype on low-end mobile phones.

To further address the problems associated with scalability and config-

uring overlay algorithms, the author of this dissertation developed novel

mechanisms to make a P2PSIP system self-tuning, that is, able to monitor

the operating conditions of the overlay network and adapt to them. These

mechanisms are presented in Publication IV.

Any P2P system has to be able to cope with Network Address Trans-

lators (NATs). In Publication V, we study how Interactive Connectiv-

ity Establishment (ICE) based NAT traversal affects the performance of

P2PSIP. One of the findings is that the use of ICE results in a considerable

increase in the P2PSIP session setup delay.

The use of ICE in a P2PSIP overlay requires the nodes to be capable

of discovering TURN relays from the overlay in a scalable way. To ad-

dress the problem of discovery of TURN servers and other type of ser-

vice providers, the author of this dissertation proposed a service discov-

ery mechanism for P2PSIP in Publication VI. The author also developed

optimizations to make service discovery more adaptive.

The P2P mechanisms that the P2PSIP working group develops, includ-

ing RELOAD, are intended to be generic and not specific to a single ap-

plication or application protocol. To expand RELOAD beyond the P2PSIP

use case, we proposed in Publication VII an architecture for distributed

Machine-to-Machine (M2M) networks that is based on a novel Constrained
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Application Protocol (CoAP) usage for RELOAD that we designed.

As discussed above, the findings in Publication V and Publication VII

showed that session setup delays can be unacceptably high for applica-

tion usages of RELOAD. To address this issue, the author of this disser-

tation developed novel mechanisms for bringing the session setup delay

down. These mechanisms and an analysis of their performance is the

topic of Publication VIII.

The results obtained during the work on this dissertation were con-

tributed to IETF standardization in the form of Internet drafts. At the

time of writing this dissertation, two of these Internet drafts had be-

come official P2PSIP working group items and had gone through the IETF

working group last call procedure. One of the Internet drafts was still an

early proposal in the working group.

Together, the results, mechanisms, and architectures presented in the

publications of this dissertation form a generic and scalable framework

architecture for decentralized communications.

1.1 Research Methodology

This dissertation presents new measurement results, mechanisms, and

architectures that are utilized to develop a framework architecture for de-

centralized communications. The approach that was followed while work-

ing on the publications of this dissertation was to first produce a software

implementation of the framework and its components and then analyze

their performance. The performance evaluation was done either through

real-life measurements or simulations. Thus, the main methods that were

used were system design and performance analysis.

As a part of the work, the entire framework and its components were

implemented. This was necessary since the components were not read-

ily available either because we were the first ones to propose, implement,

and contribute the components to standardization or because the stan-

dardization of the components was still ongoing while the work on this

dissertation was being carried out.

The performance of the implementation of the framework and its com-

ponents was verified through measurements and simulations. Whenever

possible, the results were obtained by running the prototypes in the real

Internet. Throughout the work, the PlanetLab [170] network was used

extensively. When it was necessary to experiment with larger-scale sys-
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tems that were infeasible to run in real networks, a simulator was used.

A major part of the work associated with this dissertation consisted of

implementing the prototypes and the simulator. The simulator that the

author built and used has been validated in Publication VI. All of the re-

sults presented in this dissertation have been reported in scientific pub-

lications. Many of them have also been provided as input to the P2PSIP

standardization process.

As more results were obtained and more experience was gained in run-

ning the implementation of the framework, several additional compo-

nents from which the framework could benefit in order to better fulfill

the requirements that will be listed in Chapter 2 were identified. After

the missing components had been identified, they were designed and im-

plemented, and their performance was evaluated.

In Publications I, II, III, and V, prototyping and performance evalua-

tion through PlanetLab measurements was used as the main method. In

Publications IV, VI, VII, and VIII, the main method was prototyping and

performance evaluation through simulations.

The main result of the research presented in this dissertation is a frame-

work architecture for decentralized communications that is scalable, adap-

tive, generic, modular, based on emerging standards, and has high perfor-

mance.

1.2 Contribution to Knowledge

The main contributions to knowledge that this dissertation makes are as

follows:

• The dissertation analyzes the impact of ICE on P2PSIP session setup

delays, shows that these delays are unacceptably high, and proposes

novel mechanisms to reduce the delays.

• The dissertation analyzes the performance and scalability of the ReDiR

service discovery mechanism. Also a novel mechanism is developed to

self-tune ReDiR parameters.

• A new distributed M2M architecture is proposed. The architecture is

based on a novel CoAP usage for RELOAD that was designed as a part

of the work on this dissertation. The proposed architecture is evaluated
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through simulations and using a real-world prototype.

• Through simulations and measurements in the real Internet, new re-

sults are produced on the performance of maintenance operations in

P2PSIP overlays, on delays associated with various operations that a

P2PSIP overlay provides to applications, and on the performance of

P2PSIP in mobile networks and devices.

• It is shown that existing mechanisms for estimating operating condi-

tions in a DHT-based overlay network are not accurate enough. To ad-

dress this issue, new operating condition estimation mechanisms are

designed and their performance analyzed. These mechanisms can be

used to self-tune the parameters of DHT algorithms.

1.3 Structure of the Thesis

The remainder of the thesis is structured as follows.

Chapter 2 describes the research goal of this thesis and lists the require-

ments that the framework presented in the thesis should fulfill.

Chapter 3 provides background information on the technologies utilized

in this thesis, including P2P technologies, communication protocols, NAT

traversal, and M2M communication. In this chapter, also previous re-

search that is relevant for the components of the framework is summa-

rized.

Chapter 4 presents the proposed framework architecture for decentral-

ized communications. The chapter begins with an overview of the frame-

work and its components. Next, in Section 4.2, the setup that was used

for evaluating the performance of the implementation of the framework is

described. The remaining sections of the chapter present the components

of the framework one by one. Section 4.3 summarizes our work on analyz-

ing the impact of churn and maintenance operations on the performance

of P2PSIP. In Section 4.4, the focus is on the performance of the basic API

that the framework uses between the overlay networking layer and the

application protocols. Section 4.5 is dedicated to our work on analyzing

the impact of ICE on the performance of P2PSIP. Section 4.6 deals with

session setup and ICE optimizations that the author of this dissertation

developed for P2PSIP. Section 4.7 addresses issues related to adaptivity
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and self-tuning in P2PSIP overlays. Section 4.8 presents the work that

the author of this dissertation did on service discovery in P2PSIP over-

lays. Section 4.9 presents a summary of the work we carried out to ana-

lyze the performance of the P2PSIP peer protocol in mobile environments.

Section 4.10 describes our architecture for using RELOAD to decentralize

M2M communication.

Finally, Chapter 5 presents the conclusions of this thesis and proposes

topics for future research.
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2. Research Goal

The research goal of this dissertation is to design a framework architec-

ture for decentralized communications. The framework architecture is

built around P2PSIP and the set of enabling technologies that it uses.

This chapter will define what is meant by such a framework and list the

requirements that the framework fulfills.

2.1 Framework Architecture for Decentralized Communications

In this dissertation, a framework architecture for decentralized commu-

nications refers to a flexible software framework consisting of a number

of reusable and modular components organized in different layers. The

framework does not represent a tightly coupled set of components or an

integrated architecture; the flexible and modular design of the framework

allows different applications to utilize the framework in different ways by

using the components either individually or in different combinations. At

the core of the framework is an overlay networking layer that exposes

an API to application usages on the application support layer. The ap-

plication usages are components utilizing the overlay networking layer

in order to be able to run in decentralized mode. The framework will be

described in more detail in Chapter 4.

The framework is built around the basic P2PSIP components, including

RELOAD, ICE, and the Chord DHT. The framework consists of these com-

ponents and a number of novel components that were designed as a part

of the work on this dissertation.
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2.2 Requirements for the Framework

In this section, the requirements for the framework will be described.

The overall goal in the publications of this dissertation was to build a

framework that is adaptive, scalable, generic, modular, based on current

or emerging standards, and has high performance.

2.2.1 Adaptiveness

The most important challenge for P2P systems is the problem of churn,

that is, the constant process of peer arrival and departure. To make

structured overlay algorithms resistant to churn, they must be configured

appropriately. One of the early findings in the research carried out for

this dissertation was that a major shortcoming of structured overlay algo-

rithms like the Chord DHT is that in order to configure the algorithm, the

expected churn rate and network size need to be known in advance, even

before the system is made operational. These estimates are used to con-

figure the algorithm in a static fashion. The challenge with this approach

is that if the operating conditions that the system faces during its lifetime

do not match the expected operating conditions, the result is sub-optimal

performance or even network partitioning. Therefore, the first require-

ment for the framework is that it needs to incorporate mechanisms that

are able to adapt the system to changing operating conditions through

self-tuning behavior.

2.2.2 Scalability

Another requirement for a framework architecture for decentralized com-

munications is that it needs to be able to scale from small-scale use cases

such as a VoIP network within a small company to large-scale use cases

such as a distributed M2M system consisting of potentially hundreds of

thousands of embedded devices. One important aspect of scalability is the

adaptive behavior discussed in the previous subsection. However, also

mechanisms beyond adaptive behavior are needed, including the ability

to keep traffic levels low, and to discover and provide services in the over-

lay in a manner that distributes load evenly.
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2.2.3 Generality

The framework needs to be generic enough so that it can be used to de-

centralize a wide range of application protocols and services. Therefore,

the operations (i.e., the API) that the different layers of the framework

offer to other layers must not be specific to or optimized for a single appli-

cation. Further, the set of operations should be complete enough to fulfill

the needs of applications ranging from M2M communication to real-time

multimedia communication.

Another aspect of generality is that an implementation of the frame-

work needs to be able to run on heterogeneous devices and networks; it

should be able to run on devices ranging from embedded devices and mo-

bile phones to desktop computers and servers, and also be able to accom-

modate even constrained devices such as sensors and actuators.

2.2.4 Modularity

The framework needs to have an extensible and modular internal archi-

tecture that enables it to utilize among other things different application

protocols, overlay algorithms, and P2P signaling protocols. This is nec-

essary since different environments in which the framework is used may

place different requirements on its components. An example is the overlay

algorithm; a small static overlay consisting of perhaps only tens of nodes

does not require the same level of complexity from the overlay algorithm

as a dynamic system having perhaps tens of thousands of nodes.

2.2.5 Based on Emerging and Approved Standards

To achieve wide adoption and interoperability, the framework should be

based on accepted or emerging open standards. This makes it possible for

nodes running independent implementations of the components to inter-

operate with each other and even participate in the same overlay network.

2.2.6 High Performance

The framework should be designed for high performance. It should offer

mechanisms that can be activated to meet the performance requirements

of different classes of applications. Examples of such requirements in-

clude low failure rate of operations, low traffic load, and low session setup

time.
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3. Background

This Chapter introduces the technologies that the framework architecture

for decentralized communications presented in this dissertation builds on.

These include P2P technologies, SIP, NAT traversal, P2PSIP, and M2M

communication.

3.1 Peer-to-Peer Technologies

P2P systems represent a paradigm shift from the traditional client/server

model, in which a participating node can either act as a server or as a

client but cannot offer both capabilities at the same time. Typically, a

client/server system consists of one high performance system, the server,

and several mostly lower performance systems, which are the clients. The

server is the only provider of content and services; clients only request

content or services without sharing any of their own resources [191]. In

contrast, in a P2P system, a participating node is capable of acting at

the same time as a server as well as a client. The purpose of such a sys-

tem is to employ distributed resources of the nodes to perform a selected

function in a decentralized manner [153]. The distributed resources can

include computing power, data, network bandwidth, and presence (e.g., of

computers or users). The function can be distributed computing, data or

content sharing, communication and collaboration, or platform services.

The decentralization may apply to algorithms, data, or both.

The term peer-to-peer is widely associated with P2P file sharing appli-

cations due to the predominantly negative attention such systems have

received in the general media. P2P file sharing applications started to

gain momentum after the legal challenges that the Napster service, which

popularized file sharing, experienced. Napster’s Achilles’ heel was its cen-

tralized register of file locations; although the files themselves were stored
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at individual users, Napster relied on a centralized register for storing the

locations of files [38]. The centralized register allowed the Recording In-

dustry Association of America (RIAA) to enforce a filter at the Napster

site. Because of the central point of failure that the centralized register

represented for Napster, the next generation of P2P file sharing appli-

cations such as Gnutella sought to replace central registers with a dis-

tributed one.

Besides file sharing, another example of a successful P2P application is

real-time P2P communication, which is the focus of this dissertation. The

prime example of a successful P2P communication application is Skype.

Skype was created by the developers of the KaZaa P2P file sharing appli-

cation in 2003. It was the first VoIP and instant messaging client based on

P2P technology. The network that Skype uses is a P2P overlay network

implemented using a protocol that is proprietary and encrypted. Skype

functions such as login, NAT and firewall traversal, call establishment,

media transfer, codecs, and conferencing have been investigated in [13].

It has been shown in [74] that the nature of the Skype system differs fun-

damentally from other P2P systems such as file sharing and music and

video distribution.

Yet another example of a popular class of P2P applications is P2P video

streaming. The self-scaling property of P2P architectures makes them

especially attractive for the delivery of video streams. Self-scaling refers

to the fact that every new peer that is added to the system also brings

additional capacity; any peer receiving a video stream can also forward

it to further peers. A survey of popular P2P streaming applications is

presented in [73, 166]. These include, among others, Joost, Octoshape,

PPLive, Zattoo, PPStream, SopCast, TVants, TVUPlayer, Veoh TV, Peer-

Cast, and Coolstreaming.

Besides self-scaling, other characteristics of P2P networks include self-

organization, symmetric communication, and distributed control [183]. A

self-organizing system automatically adapts to the arrival, failure, and

departure of nodes [189], a phenomenon that is also known as churn.

Communication is symmetric in nature since peers act both as clients and

servers. Control is distributed since there is no central entity controlling

the system and no central index or directory. The benefits of P2P systems

and the challenges that they face are discussed in the subsections below.
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3.1.1 Benefits

The benefits of P2P systems include low barrier of entry, self-scaling, low

operating cost [217], robustness, easy configuration [46], and easy main-

tenance [193]. P2P architectures provide a low barrier of entry for ser-

vice providers. This is because little hardware or network investment

is needed to launch a P2P application as the architecture relies on re-

sources of the participating peers to provide the service. Such easy and

cheap deployability makes P2P systems attractive for providing low-cost

services [216]. The self-scaling property was already discussed in the con-

text of P2P video streaming above. A P2P architecture reduces opera-

tional expenditures compared to a centralized architecture since fewer en-

tities have to be installed and operated [23]. The systems are robust since

they have no or less central points of failure than client/server systems.

P2P systems also employ mechanisms such as data replication, redundant

routing table entries, larger neighbor sets, and hierarchy to improve relia-

bility. P2P systems are easier to configure than centralized systems due to

their self-configuration properties, including especially the ability of the

peers to organize themselves in a structured overlay network. The self-

configuration and self-organization properties of the systems also mean

that they are easier to maintain than client/server systems.

3.1.2 Challenges

The challenges affecting P2P systems include churn, heterogeneity, load

balancing, connectivity, and various security issues. Churn, that is, the

continuous process of node arrival and departure, causes a number of

negative effects on P2P systems, including latency growth and network

partitioning [180].

Although P2P algorithms are symmetric, meaning that all peers play

the same role, the devices running the P2P software can be highly het-

erogeneous [207], ranging from mobile phones in narrowband wireless

access networks to powerful servers having broadband Internet connec-

tivity. Heterogeneity of peer capabilities is also one but certainly not

the only factor causing the problem of load balancing. Load imbalance

may also follow from the way DHT algorithms distribute objects ran-

domly among peers, non-uniform distribution of objects and peers in the

identifier space, heterogeneity in object loads, continuous insertions and

deletions of objects, skewed object arrival patterns, and churn [70]. The
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problem of load balancing in DHT-based P2P systems has been studied

extensively in the literature. The proposed mechanisms can be divided

into four different categories [85]. The first category consists of mecha-

nisms based on the concept of virtual servers. This approach is used as a

basis for many load balancing algorithms, including [205, 175, 49, 70, 72].

In this approach, a single physical node may host several virtual nodes,

also known as virtual servers. These virtual nodes are participating inde-

pendently in the same overlay network. The benefit of the use of virtual

servers is that it makes the number of objects stored per node more uni-

form. A slight modification to the virtual server approach is to allow only

one of the virtual servers of a node to be active at any given time [104].

The second class of load balancing mechanisms takes the approach of di-

rectly controlling the location of objects in the overlay. One example of this

approach is the application of the power of two choices paradigm [10, 154]

to balance load [31]. This approach uses multiple hash functions per ob-

ject. When storing an object into the overlay, these hash functions are

used to calculate alternative keys for the object. After calculating the al-

ternative keys, the load experienced by the peers responsible for these

keys is retrieved and the object is stored in the least loaded peer. The

third category of load balancing mechanisms controls the location of nodes

in the overlay. Karger and Ruhl [104] propose a mechanism in which un-

derloaded nodes migrate to the portions of the address space occupied by

too many objects. Another similar mechanism is proposed in [182]. The

fourth and final category of load balancing algorithms attempts to bal-

ance the address space between the nodes in the overlay network. The

majority of algorithms in this category, such as [141, 112, 18], attempt to

minimize the variation between partition sizes, meaning that they try to

ensure that the nodes are responsible for equally sized partitions of the

total identifier space of the overlay. In [89], we propose a mechanism that

takes the partition sizes of nodes into account when selecting entries to

the routing table of a DHT algorithm.

P2P systems also face connectivity challenges due to the ubiquitous de-

ployment of NATs and firewalls in the present-day Internet [202]. NATs

cause problems for P2P applications since peers located behind a NAT de-

vice normally do not have permanently visible public addresses and ports

on the Internet to which incoming TCP and UDP connections from other

peers can be directed. NAT traversal will be discussed in more detail in

Section 3.3.
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Security

The security issues associated with P2P systems have received a great

deal of attention from the research community. From the viewpoint of

this dissertation, the most relevant security issues are those of struc-

tured overlays. Chopra et al. [46] discuss security problems of structured

overlays for real-time communication. These include attacks on the rout-

ing of queries, targeted denial of service attacks, and attacks on data in-

tegrity [46, 192]. In [193], security challenges for P2PSIP are discussed.

The challenges include attacks on the Node-ID mapping scheme, attacks

on overlay routing, malicious bootstrap nodes, identity enforcement with-

out a trusted central authority, free riding, lack of anonymity, provision

of reliable and secure emergency services, lawful interception, and spam

prevention. Reliable real-time P2P communication also requires each

user to be unique and discoverable without false negatives [26].

Many of the security problems that P2P systems face are caused by the

presence of malicious nodes in the overlay. Such nodes may misroute,

corrupt, or drop messages and routing information [42]. They may also

attempt to steal the identity of other nodes and corrupt or delete resource

objects that these nodes are responsible for. Malicious nodes that are able

to choose Node-IDs can compromise the integrity of the overlay without

the need to control a particularly large fraction of the nodes. Such nodes

may also run targeted attacks on selected victims. The most efficient way

to secure the assignment of Node-IDs is to delegate the task to a trusted

central authority that assigns Node-IDs and certificates [42].

Even if Node-ID assignment has been secured, an attacker may still be

able to obtain a large number of legitimate Node-IDs. This is known as

the Sybil attack [55]. Solutions to Sybil attacks include among others

charging money for certificates and binding Node-IDs to real-world iden-

tities [42].

Besides secure Node-ID assignment, other requirements for secure rout-

ing in structured overlays include secure routing table maintenance, and

secure message forwarding [42]. Secure routing table maintenance en-

sures that the fraction of malicious nodes in the routing tables of correct

nodes does not exceed the fraction of malicious nodes in the entire overlay.

Secure message forwarding ensures that at least one copy of a message

sent to a key reaches the correct peer responsible for the key with a high

probability.

Free-riding represents a problem for P2P systems since P2P systems
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typically rely on altruistic behavior in the form of voluntary contribution

of resources from peers. However, in the absence of central control, some

peers may choose to free-ride rather than to contribute their resources to

the system [62]. This has generated a large body of research that attempts

to design incentive mechanisms for P2P systems to overcome the free-

riding problem [63].

Lawful interception of P2PSIP communications is problematic due to

there being no central entity through which signaling will pass. Other

challenges include changing participants and varying data responsibility.

Potential solutions to this problem are analyzed in [194]. However, the

conclusion is that providing a general solution for lawful interception is

technically highly challenging and therefore represents an open research

problem.

Despite of the large body of research on security of P2P systems, fully

distributed security is still an ongoing research problem [192]. For this

reason, the RELOAD P2P signaling protocol that P2PSIP uses relies on

a central authority to verify credentials, and to assign Node-IDs and cer-

tificates. Although dependence on a centralized authority goes against

the ideal of a fully distributed system, its use is unavoidable due to the

lack of a reliable enough distributed security mechanism. RELOAD uses

certificates to sign each message and each resource record stored in the

overlay. Further, RELOAD also uses secure TLS or DTLS transport for

connections between nodes in the overlay. The benefit of RELOAD’s secu-

rity model is that it addresses a large number of security problems that a

large-scale, publicly accessible DHT system faces [26].

3.1.3 Overlay Networks

The collection of connections between peers in a P2P system is called a

P2P overlay network. An overlay network is virtual, application-level net-

work topology built on top of the physical network. There are two main

approaches to building P2P overlay networks: structured and unstruc-

tured [4, 183, 46]. Unstructured P2P overlay networks are constructed in

an uncontrolled fashion; a peer that joins the system can connect to any

of the existing peers. The advantage of unstructured overlay networks is

that they are flexible when it comes to lookup operations, that is, they can

support arbitrary search queries such as wildcard searches. The disad-

vantage of unstructured overlays is that they cannot provide performance

guarantees. This is because even if the system contains the resource being
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searched for, no guarantee can be given that the data can be located due to

the unstructured nature of the system. This inability to avoid false nega-

tives is one of the most important disadvantages of unstructured systems

from the viewpoint of real-time P2P communication [26]. Unstructured

overlays are also inefficient since they typically need to rely on flooding or

random walks as the main search mechanism.

Structured overlay algorithms emerged to address the limitations of un-

structured algorithms. In structured overlay networks, the identifier of

a peer defines its place in the topology of the overlay network, indicat-

ing to which other peers it should connect. The most significant advan-

tage of structured overlay networks is that they can provide performance

guarantees. They have efficient key-based routing and are able to locate

even rare objects. They have also been shown to provide efficiency and

scalability in a wide range of applications [41]. Although structured over-

lay algorithms cannot readily support arbitrary searches, mechanisms for

adding such support have been designed [41]. The main class of struc-

tured overlay networks are the Distributed Hash Table (DHT) based sys-

tems. The most well-known DHT algorithms include Chord [205], Pas-

try [189], Kademlia [151], Tapestry [220], and Content Addressable Net-

work (CAN) [176].

Although in this dissertation, P2P overlay networks are divided into

structured and unstructured systems, also other more fine-grained tax-

onomies can be used as discussed in [34]. However, the division into

structured and unstructured systems is sufficient for the purposes of this

dissertation. The focus of this dissertation is solely on structured overlay

networks due to their better suitability for real-time P2P communication,

which is also demonstrated by the P2PSIP working group’s choice to use

a DHT algorithm, namely Chord, as the mandatory-to-implement overlay

algorithm for RELOAD.

3.1.4 Chord

Chord [205] is one of the most studied structured overlay algorithms. It is

a DHT algorithm that uses consistent hashing to build a structured over-

lay network out of the participating peers. Consistent hashing assigns

each peer and resource record an m-bit identifier using SHA-1 [58] as the

base hash function. The keys are ordered on an identifier circle of size 2m,

which is called the Chord ring.

On the Chord ring, such as the one shown in Figure 3.1, each peer main-
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Figure 3.1. Chord ring

tains a routing table consisting of a finger table, successor list, and prede-

cessor list. In an N-node network, the finger tables of peers contain infor-

mation about O(logN ) other peers. The successor list contains the peer’s

immediate successors on the Chord ring. A typical approach is to set the

size of the successor list to O(logN ). Although the original Chord algo-

rithm maintains information about only one predecessor, some Chord im-

plementations such as the one specified in the RELOAD specification [98],

also maintain a predecessor list to increase the stability of the overlay; if

a peer maintains only one predecessor and loses it, the peer cannot make

reliable routing decisions until it learns the identity of a new predecessor.

Depending on the frequency of stabilization operations, this time may be

long enough to result in an increase in the number of failed routing deci-

sions.

Figure 3.1 shows an example of a Chord ring that uses 6-bit identifiers

(i.e., m=6). The use of 6-bit identifiers results in an identifier space whose

size is 64. In the figure, the routing table of Node 8 (N8) is depicted.

The routing table consists of the finger table, a predecessor list, and a
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successor list. The sizes of the successor and predecessor lists are one,

whereas the size of the finger table is six entries. In the figure, the single

predecessor pointer is denoted by P, and the successor pointer by S. The

ith entry in the finger table of N8 contains the identity of the first node

that succeeds N8 by at least 2i−1 on the Chord ring. As an example, the

6th entry in the finger table contains the first peer that succeeds N8 by at

least 32. This peer is N42.

As already mentioned, the Chord DHT algorithm is of special relevance

to P2PSIP since the P2PSIP working group has specified it as mandatory

to implement.

Maintenance

A major challenge with which DHTs such as Chord need to deal with

is churn. One metric of churn is node session time, which is defined as

the time between the node joining the network and subsequently leav-

ing it. The negative impacts of churn on DHTs include latency growth,

suboptimal routing decisions, failed lookups, inconsistent lookup results,

data inconsistency, increased bandwidth usage, and network partition-

ing [180, 71].

The impact of churn on P2P systems has been studied extensively in

the literature. Stutzbach and Rejaie [206] study churn in P2P file shar-

ing networks, including Kad (which is used by the eMule P2P file sharing

software), Gnutella, and BitTorrent. The work identifies several proper-

ties of churn in file sharing networks. One of the findings is that a large

portion of the active peers in the network are highly stable whereas the

rest of the peers have fairly low session times. In [180], it is shown that

in a file sharing system, the session times of nodes can be as low as a few

minutes.

Guha and Jain [74] study churn in Skype’s super peer network. The

findings indicate that there is very little churn in the super peer network.

Further, the super peers demonstrate diurnal behavior, which causes me-

dian session times to be of several hours, the median being 5.5 hours.

Skype usage peaks during normal working hours and is significantly re-

duced at night. For super peers, Skype usage is correlated with normal

working times. All in all, user behavior in the Skype network was found

to be rather different from P2P file sharing networks.

Li et al. [129] compare the performance of different DHTs under churn.

The studied DHTs include Tapestry, Chord, Kelips [78], and Kademlia.
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The results indicate that the DHTs can achieve similar performance un-

der churn if their parameters are tuned sufficiently well. The parameters

having the greatest effect on DHT performance under churn are mainte-

nance interval and identifier base (as an example, the default identifier

base of Chord is 2). The effect of base depends on the size of the network,

whereas the effect of the maintenance interval depends on the average

session time of churning nodes.

Kassinen et al. [106] analyze the impact of churn on a simulated Kademlia-

based Peer-to-Peer Protocol (P2PP) overlay network that is experiencing

churn. The results suggest that churn has a clear impact on lookup suc-

cess ratios; under the churn rates studied, the lookup success rate varied

between 30% (2000-peer overlay experiencing heavy churn) and 70% (200-

peer overlay experiencing lighter churn).

Ou et al. [161] study the impacts of different churn models on the perfor-

mance of a simulated 200-peer Kademlia-based P2P network. The studied

churn models include exponential distribution, Pareto distribution, and

Weibull distribution. The results indicate that churn model does not have

a significant impact on the results of the simulations.

Gummadi et al. [76] study how the geometry of DHTs affects their per-

formance in the areas of static resilience and proximity routing. Static

resilience refers to how well a DHT can route under churn even before

the maintenance routine has had a chance to update the routing table as

a response to peer departures and arrivals. Proximity refers to the total

latency of the DHT routing paths and their local convergence. The main

finding is that the ring geometry, which is used for instance by Chord,

achieves the best resilience and proximity performance.

There are two approaches to handling churn in a DHT: reactive recovery

and periodic recovery [180]. In reactive recovery, a peer reacts to the fail-

ure or departure of a neighboring node by immediately starting to search

for a replacement. A significant downside with reactive recovery is that

it can lead to a positive feedback cycle that overloads the network [180].

In periodic recovery, a peer recovers from neighbor failure at a fixed, pe-

riodic rate. Periodic recovery has been shown to improve performance

of a DHT under churn by allowing the system to avoid positive feedback

cycles [180].

The strategy that Chord uses for dealing with churn is periodic recovery,

also known as periodic stabilization or periodic maintenance. The periodic

maintenance routine is run in order to keep the contents of the finger
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table, successor list, and predecessor list up to date with the topology of

the overlay that changes constantly as a result of churn. As a part of the

maintenance routine, a peer synchronizes its predecessor list with its first

predecessor and its successor list with its first successor, and incorporates

new peers into its finger table.

The main challenge with periodic maintenance is choosing an appropri-

ate maintenance rate. On the one hand, if the maintenance rate is too

low, a peer cannot recover fast enough from the loss of its neighbors. On

the other hand, if the maintenance rate is too high, the result is wasted

bandwidth, energy, and potential network overload. To address this chal-

lenge and also other challenges associated with configuring DHTs, vari-

ous mechanisms have been developed. These mechanisms are discussed

in the next subsection.

Adaptive Behavior

The traditional approach to configuring DHTs is to do it in a static fash-

ion, that is, to use fixed values for parameters such as the maintenance

interval and the size of the routing table (which in the case of Chord in-

cludes setting the sizes of the predecessor list, successor list, and finger

table). The problem with this approach is that in the absence of perfect in-

formation about the future, it is very difficult to choose values that would

remain appropriate in all possible operating conditions that an overlay

network faces during its lifetime. Therefore, rather than using fixed val-

ues to configure a DHT, it would be more efficient if the system can deter-

mine its operating conditions and adapt to them by dynamically adjusting

its configuration parameters.

The techniques that an overlay network can use to adjust its parameters

to match the prevailing operating conditions are referred to as self-tuning.

A typical approach to self-tuning is to estimate three parameters: network

size N, join rate λ, and leave rate μ. The network size estimate N is used

to adjust the size of the routing table. The maintenance rate is set based

on the estimates for N, λ, and μ.

The approaches to estimating operating conditions can be divided into

two coarse categories: active mechanisms and passive mechanisms. Pas-

sive mechanisms do not add extra messages to the overlay. Instead, all the

information used in the estimation process consists of information that is

locally available to the node computing the estimates. In contrast, active

mechanisms for operating condition estimation add extra traffic to the
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overlay. Active approaches can be divided into three categories [127]. The

first category is probabilistic polling and randomized report techniques,

which probe the overlay in a probabilistic way and infer properties of the

system from the received replies. In these techniques, the initiating node

broadcasts a message to all nodes in the overlay. The second category is

made up of epidemic, also known as gossip-based, algorithms that gather

information from the system by constantly exchanging information be-

tween peers in a random manner. The third class of techniques relies on

random walks in the overlay.

Mahajan et al. present a self-tuning mechanism for the Pastry DHT

in [139]. In this mechanism, the density of Node-IDs in the Pastry leaf

set is used to estimate N. The value of μ is estimated using observed node

failures in the leaf set and routing table. The mechanism to estimate N

and μ are passive in nature. The join rate λ is not estimated.

Ghinita and Teo [69] present an adaptive maintenance framework for

Chord. The density of Node-IDs in Chord’s successor list is used to esti-

mate N. The leave rate μ is estimated by maintaining a failure history of

observed node failures. The node join rate λ is estimated using the online

times of nodes in the routing table. Online time refers to the difference

between the current time and the time when the peer joined the overlay.

The presented estimation mechanisms are passive.

The appropriate rate for Chord stabilization operations is studied in [132].

The main finding is that a Chord network that is in a ring-like state stays

in the ring-like state as long as nodes send Ω(log2N) messages in the time

it takes for N new nodes to join or N/2 existing nodes to leave the system.

This guideline makes it possible to calculate an appropriate value for the

Chord maintenance rate provided that estimates for N, μ, and λ are avail-

able.

In [138], we propose how to add self-tuning behavior to the Chord vari-

ant that RELOAD uses. The approach is passive. The size of the network

is estimated using the density of node-IDs in the successor and predeces-

sor lists. Join rate is estimated using the online times of peers in the rout-

ing table following the approach in [69]. Leave rate estimation is based

on keeping track of peer failures in the routing table using the algorithm

presented in [139]. For determining the maintenance rate, the guidelines

in [132] are used.

Shafaat et al. [197] present a gossip-based aggregation-style network

size estimation mechanism. The mechanism is active since it adds traffic
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to the overlay by performing a random walk in it. The network size esti-

mate is produced by using Node-ID distances collected during the random

walk.

In [19], an active algorithm that takes a snapshot of a running Chord

overlay is presented. The snapshot is used for determining the current

state of the overlay. The algorithm operates by dividing the overlay into

subparts, performing a measurement for each subpart utilizing token pass-

ing, and sending the measurement result back to a central collecting

point. The snapshot algorithm can be used to estimate among other things

the network size and the churn rate.

Kostoulas et al. [124, 173] propose two size estimation algorithms for

structured overlay networks. The first is an active approach called Hops

Sampling. This approach is similar to [197] in that it relies on gossip

requests. The hop count values in the returned gossip responses are used

to produce an estimate of the network size. The second size estimation

algorithm is a passive approach called Interval Density. This approach is

similar to that in [139] since it uses the density of the identifier space to

estimate N.

Binzenhofer and Leibnitz [20] introduce a mechanism to estimate churn

in structured overlay networks. As in [139, 69], the estimate is based on

the number of changes a peer observes in its neighborhood set. In addition

to producing a local estimate, nodes also share observed changes with

their direct neighbors. The mechanism makes the assumption that peers

that leave the system will rejoin the system at a later time; the estimate

is calculated using information about the duration of the periods during

which peers stay online and offline.

In [91], a passive approach that estimates network size from local infor-

mation is presented. The accuracy of the mechanism is rather limited as

the estimate it produces is within the range N
2 ...N

2.

A passive mechanism that estimates N in a Chord overlay using the

density of identifiers on the successor list and the distance of finger point-

ers from their ideal positions is presented in [21]. The accuracy of the

estimator is shown to be roughly between N
2 ...2 ×N through simulations

in which no churn was present. A uniform distribution of Node-IDs in the

identifier space was assumed while evaluating the accuracy.

Massoulié et al. [147] present two random-walk based active mecha-

nisms for size estimation in overlay networks. These mechanisms are

called random tour and sample and collide. The random tour method is
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based on statistics collected during a random walk along the overlay. The

sample and collide method is inspired by the birthday paradox [17] and is

based on counting the number of random samples gathered until a target

number of redundant samples are obtained.

Bawa et al. [17] propose a few flooding and random walk based active

approaches to network size estimation. The cost of the flooding based ap-

proaches is high, O(logN) as they need to probe a large number of nodes in

the overlay. The BdayParadox algorithm is based on the birthday paradox

and random walks. The birthday paradox states that for
√
N independent

samples from a population of size N, the probability that a pair of sam-

ples will have the same value is at least 0.5. Using this approach, the

cost of the size estimation algorithm is reduced to O(
√
NlogN), which is

still very high. The final mechanism is RandomIncWalk, which is based

on performing random increasing walks. The cost of this approach grows

logarithmically with N but its performance has only been verified in ran-

dom graph network topologies.

To summarize, mechanisms for estimating the operating conditions of

a P2P overlay network can be classified to two coarse categories: pas-

sive mechanisms and active mechanisms. The general downside of active

mechanisms is the high communication cost that they incur due to the fact

that they add extra messages to the overlay either through broadcasting,

gossiping, or random walks. Passive mechanisms have better scalability

since they rely only on information that is locally available for a peer, such

as the density of node-IDs in the routing table, online times of peers in the

routing table, and the number of failures observed. However, the accuracy

of existing passive mechanisms may not always be sufficient, as we show

in Publication IV.

3.1.5 Service Discovery and Registration

The ability to discover services from a P2P overlay network is crucial for

many P2P applications. One example of a service that is necessary to

nearly all P2P systems operating in the Internet is a relay service that

may be needed due to the presence of the most restrictive types of NATs.

In a P2PSIP network, other possible services include a voice mail service,

IMS or Public Switched Telephone Network (PSTN) gateway service, con-

ference focus service, and transcoding service.

Since service discovery is a term used in many different contexts, this

subsection begins with the definition of what service discovery means in
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the context of structured overlay networks. Well-known service discovery

protocols such as the Service Location Protocol (SLP) [79], Simple Ser-

vice Discovery Protocol (SSDP) for Universal Plug and Play (UPnP) [209]

and Service Discovery Protocol (SDP) for Bluetooth [8] are designed for

local area networks. These solutions address a different problem than

that of finding services within a structured P2P overlay network. Fur-

ther, these conventional service discovery protocols rely on broadcast pro-

tocols or central server repositories and thus do not scale to P2P networks.

Therefore, a number of service discovery algorithms optimized for P2P

overlay networks have been proposed.

In this dissertation, service discovery refers to the process through which

a node participating in an overlay network can find providers of a given

service from the same overlay network. In contrast, service registration

refers to the process that a node follows to register itself as a service

provider for a given service in the overlay. The problem of discovering

services within a single P2P overlay network should not be confused with

global or wide area service discovery, in which a device connected to the

Internet attempts to discover services offered by any other device in the

Internet [30]. Global service discovery using P2P technologies is discussed

for instance in [43]. This approach uses a top tier universal overlay net-

work interconnecting various lower tier overlay networks.

A naive way to perform service discovery and registration in a struc-

tured overlay network is to store the Node-IDs of all providers of a service

under a well-known key uniquely identifying the service, such as a SHA-

1 hash over the well-known string "turn-service". The problem with this

approach is that it does not scale, since in a large system, the approach

can cause a high lookup and storage load on the unfortunate peer that is

responsible for the well-known key.

Service discovery algorithms for P2P systems can be classified into two

coarse categories: proximal and non-proximal algorithms. Proximal al-

gorithms attempt to discover nearby service providers and are typically

optimized to a specific use case such as relay discovery for VoIP or P2P

streaming. In contrast, non-proximal algorithms do not take proximity

into account but are more generic in nature. Proximal algorithms incur a

higher cost than non-proximal ones due to the need to maintain informa-

tion about communication latencies between nodes.

A proximal node discovery algorithm is proposed in [158] for a P2P

streaming system. The algorithm relies on Internet Coordinate Systems
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(ICS) [133]. The algorithm partitions the coordinate space and stores lo-

cation information of service nodes in a DHT. One disadvantage of the

algorithm is that the coordinates need to be maintained, which adds ex-

tra traffic to the overlay. In addition, the algorithm uses fixed parameters

such as the number of levels and partitions, which may hinder scalability.

Ren at al. propose an Autonomous System (AS) Aware peer-relay Proto-

col (ASAP) in [178]. ASAP uses an annotated graph to select relay nodes

for P2P communication. ASAP relies on the existence of powerful peers

called cluster surrogates that have sufficient resources for maintaining

the AS graph. The cluster surrogates are also responsible for maintain-

ing a cluster set, which consists of a set of nearby nodes. The maintenance

of clusters and the AS graph add extra traffic to the overlay.

Dowling et al. [56] propose the use of a gradient topology [190] for discov-

ering relay servers in a P2P network. In the gradient topology, peers use a

local utility to adapt their connections to other peers. The peers with the

highest utility value, which is calculated based on available bandwidth

and session time, are clustered in the center of the topology. The archi-

tecture divides peers into three categories: NATed peers, normal super

peers, and super peers capable of providing an ICE service. Only super

peers are connected using the gradient topology; NATed peers are clients

of the gradient topology. The downside of this approach is that it defines

a new overlay network topology and is thus not suitable for DHT-based

systems.

A distributed relay selection technique is proposed in [15]. The approach

is to construct a two tier P2P network. All peers in the top tier provide

routing and relay services. The nodes in the lower tier connect to nearby

(in terms of network latency) peers in the top tier. A peer in the lower tier

performs relay discovery by asking for a list of relays from a peer in the

top tier. The downside of this approach is that it distributes the cost of

maintaining the P2P system unevenly among the publicly reachable (top

tier) and NATed (lower tier) peers.

Zhou et al. [224] present a service advertisement and discovery model

for call services in a P2P overlay. In the model, service providers store

information about their services in the overlay. Peers using the services

discover service providers using DHT lookups. Information about the ser-

vices and their attributes is encoded in the key under which the record

of the service is stored in the overlay. The downside of this approach is

that it places an upper limit on the services in the overlay and also on the
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attributes of the services. Further, the proposed key assignment scheme

does not distribute the records uniformly in the overlay and is incompati-

ble with protocols like RELOAD due to the need to encode information in

the keys.

Service discovery in a structured overlay could also be implemented

through a broadcast algorithm, such as the one specified in [59]. This al-

gorithm constructs a spanning tree rooted at the broadcast initiator. Each

node in the tree forwards the broadcast message to all or subset of its fin-

gers. The downside of broadcast is that its cost can become prohibitive

especially in large P2P systems.

The RELOAD specification defines a simplistic TURN-specific service

discovery mechanism [98]. The algorithm requires as input an estimate of

the percentage of peers in the overlay that are capable of acting as TURN

servers. In the algorithm, each TURN service provider stores a number of

records equal to the reciprocal of the estimate in the overlay. Peers that

need to find a TURN server generate lookups to random Node-IDs until

they find a TURN relay. One downside of the algorithm is the estimate

of the percentage of TURN servers that it requires. This estimate needs

to be fairly accurate or otherwise the process of finding a TURN server

becomes expensive (in terms of messages required and the latency of the

TURN server discovery process).

The P2PSIP working group has also adopted a more generic service dis-

covery algorithm. This algorithm, which we have specified in [137], is

based on the Recursive Distributed Rendezvous (ReDiR) service discov-

ery mechanism proposed in [181]. The benefits of ReDiR include, in addi-

tion to its generic nature, that it does not rely on the existence of super

peers and does not require an estimate of the density of service providers.

In addition, ReDiR does not rely on flooding or broadcast as the lookup

mechanism and does not use fixed parameters such as the number of lev-

els or partitions. The way ReDiR operates should also result in a balanced

load of storing the service provider records. An overview of ReDiR is given

in the subsection below.

ReDiR

ReDiR implements service discovery by building a tree structure of the

peers that provide a given service. ReDiR trees are service-specific; each

service has its own ReDiR tree. The tree structure is embedded tree node

by tree node into the RELOAD overlay by using RELOAD Store and Fetch
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Figure 3.2. ReDiR tree

operations. Each tree node in the ReDiR tree contains one or more node-

IDs of nodes providing a particular service. The ReDiR tree is illustrated

in Figure 3.2. The tree has multiple levels. Each tree node belongs to a

particular level. The root of the tree contains a single node at level 0. The

child nodes of the root are at level 1, and so forth. The ReDiR tree has

a branching factor b, which is 2 in the example shown in Figure 3.2. At

every level i in the tree, there are at most bi nodes. The nodes at every

level are labeled from left to right, such that a pair (i, j) identifies the jth

node from the left at level i. The tree is embedded into the DHT by stor-

ing the values of tree node (i, j) at key H(namespace, i, j), where H is the

SHA-1 hash function, and namespace is a string that identifies the service

being provided. An example of a namespace is "turn-server". Each ReDiR

tree node is stored as a resource record in the RELOAD overlay. The

RELOAD data model that these resource records use is dictionary, that

is, a set of values indexed by a key. The dictionary keys are node-IDs of

service providers. Each dictionary value (i.e., service provider record) con-

tains among other things a RELOAD destination list that specifies how to

reach the service provider in the overlay. The service provider record of

a given service provider is typically stored in multiple tree nodes. The

exact amount of copies stored depends on the density of existing service

provider records in the tree.

Each level in the ReDiR tree spans the whole identifier space of the DHT.
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At each level, the ID space is divided among the tree nodes. Each tree

node is further divided into b intervals. When storing a service provider

record (i.e., performing a service registration) with identifier k at a given

level l, the record is stored in the interval within whose range k falls. A

ReDiR service lookup is carried out by selecting a key (e.g., by generat-

ing a random key or using the node-ID of the node initiating the service

lookup) and searching for the closest successor of the key from the ReDiR

tree.

The primary reason why ReDiR embeds a tree structure in the overlay

is to be able to provide service discovery in a scalable manner. As was dis-

cussed in Section 3.1.5, a simple service discovery mechanism relying on

well-known keys and the regular put/get API that a DHT provides does

not scale for popular services. The benefit of ReDiR’s tree structure is

that it distributes the load among peers that store information about ser-

vice providers far better than a simple mechanism relying on well-known

keys. This is because the part of the ReDiR tree in which a peer wishing

to discover a service performs service lookups is determined by the search

key. Since ReDiR makes it possible to use random search keys that are

distributed uniformly in the identifier space, the result is, at least in the-

ory, a balanced distribution of service lookups among the peers participat-

ing in the ReDiR tree. Another benefit of the use of the ReDiR tree and

random search keys is that the service users are, at least in theory, dis-

tributed evenly among the service providers. The performance of ReDiR

is analyzed in Publication VI.

3.2 Session Initiation Protocol

At the time of writing this dissertation, SIP [187] was the only application

protocol usage for RELOAD that the P2PSIP WG of the IETF had formally

adopted. SIP is the main IETF-specified session control protocol. SIP is

being widely used for the establishment, modification, and termination of

voice and video over IP, instant messaging, and presence sessions in the

Internet. SIP has also been adopted as the call control protocol by the IP

Multimedia Subsystem (IMS) [1].

SIP is an application-layer protocol that uses textual encoding. The tex-

tual encoding of SIP messages makes the protocol easier to debug for de-

velopers. SIP is based on the Hypertext Transfer Protocol (HTTP) [65].

It uses an HTTP-like request/response transaction model. Each transac-
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Table 3.1. Examples of SIP methods

Method Purpose

ACK Acknowledges the reception of a final response to an

INVITE request

BYE Terminates a session

CANCEL Cancels the previous request sent by a client

INFO Carries session-related control information

INVITE Establishes a session

MESSAGE Allows the transfer of instant messages

NOTIFY Notifies a SIP node about an event that has occurred

OPTIONS Queries a server about its capabilities

PUBLISH Publishes event state

REGISTER Informs a proxy server about a binding between an AoR

and a contact address

SUBSCRIBE Requests asynchronous notifications of an event

UPDATE Updates the parameters of a session

tion consists of a request and at least one response. SIP defines two types

of responses: final and provisional. A final response always terminates

a SIP transaction. In contrast, the purpose of a provisional response is

merely to indicate progress; an example is an indication that the called

terminal is ringing. Another key SIP concept is that of a dialog. A SIP

dialog is a persistent peer-to-peer signaling relationship between two SIP

user agents. As an example, an INVITE dialog is initiated by the SIP

INVITE request, whose purpose is to establish a session. An INVITE dia-

log is terminated by a SIP BYE request, whose purpose is to tear down a

session. SIP requests that are exchanged within a SIP dialog are referred

to as mid-dialog requests. Further examples of SIP requests are listed in

Table 3.1

SIP messages can contain one or more message bodies. For multime-

dia sessions, the most common body type is a session description, which

describes the details of a multimedia session such as IP addresses, ports,

and audio and video codecs to be used in the session. In SIP, multimedia

sessions are described using the Session Description Protocol (SDP) [80].

The network elements that SIP defines include User Agents (UAs), reg-

istrars, proxies, and redirect servers. There are two types of UAs: User

Agent Clients (UAC) and User Agent Servers (UAS). A UAC is a logical

entity that creates a request and receives a response. In contrast, a UAS

is a logical entity that receives a request and generates a response to it.

The UAC and UAS roles last only for the duration of a single transaction.
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A SIP registrar is a server that maintains information about the loca-

tions of SIP users. The location of the user is typically the IP address and

port where the user is currently reachable. SIP UAs inform the registrar

about locations of the users using SIP REGISTER requests. SIP proxies

take care of routing of SIP messages. Proxies can be either stateless or

stateful. A stateless proxy does not maintain any state information for a

transaction. Instead, it simply forwards every request it receives down-

stream and every response it receives upstream. In contrast, a stateful

proxy maintains client and server transaction state machines and thus

takes care of among other things message retransmissions. The differ-

ence between a SIP proxy and a SIP redirect server is that a redirect

server does not perform routing of SIP messages. Instead, it answers the

requests it receives with a redirect response that directs the UAC to con-

tact an alternative URI that points closer to the UAS.

Over the years, a considerable number of SIP extensions have been stan-

dardized. Some of the extensions that are used in this dissertation include

SIP extensions for Instant Messaging (IM) [37], presence [185], event no-

tification [184], and compression [33].

3.2.1 Signaling Compression

In contrast to SIP, traditional call control protocols such as the Integrated

Services Digital Network (ISDN) User Part (ISUP) [60] use binary encod-

ing for their signaling messages. The cost of the textual encoding that

SIP uses is that SIP messages are typically multiple, even on the order of

one hundred times larger than binary encoded messages. The large size

of SIP messages is a challenge especially for narrowband links, where it

leads to increased call setup delays.

The mechanism that the IETF has designed to address this problem is

Signaling Compression (SigComp) [172]. SigComp is a solution to reduce

the size of application protocol messages through data compression. In

the protocol stack, SigComp represents a new layer between the applica-

tion layer and the underlying transport; compressed application protocol

messages are carried in the payload of SigComp messages. SigComp can

make use of a variety of compression algorithms. This is possible since the

decompression algorithm needed to decompress the payload is included in

the header of the SigComp message in the form of bytecode. This bytecode

is executed in the receiving end by running it in a virtual machine called

the Universal Decompressor Virtual Machine (UDVM) that SigComp de-
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fines.

SIP extensions that can be used to signal that SigComp compression is

desired for SIP messages are specified in RFC 3486 [33].

SigComp has been extended to improve its efficiency. RFC 3485 [68] de-

fines a SIP and SDP static dictionary for SigComp that contains character

sequences that occur commonly in SIP messages and their SDP bodies.

RFC 3321 [81] defines further extensions, including dynamic compression

and shared compression. The idea in these mechanisms is to utilize in-

formation from previously sent and received messages while compressing

further application protocol messages. The author of this dissertation has

studied the performance of SigComp and its extensions in [134]. In Publi-

cation VIII, the author uses SigComp and its extensions to reduce P2PSIP

session setup delays.

3.3 NAT Traversal

Network Address Translation (NAT) is a method by which IP addresses

are mapped from one address realm to another in order to provide trans-

parent routing to end hosts [203]. There exist different types of NAT

devices. Especially the way NATs assign IP addresses and port numbers

to outgoing sessions differs across NATs [7]. In endpoint independent

mapping, the NAT reuses the same port mapping for subsequent packets

sent from the same internal IP address and port to any external IP ad-

dress and port. In address dependent mapping, the NAT reuses the port

mapping only for the same external IP address, regardless of the external

port. Finally, in address and port dependent mapping, the NAT reuses

the port mapping only for subsequent packets sent to the same external

IP address and port.

Also the way NATs perform packet filtering for packets originating from

external endpoints differs across NAT devices [7]. In endpoint-independent

filtering, the NAT forwards packets to an internal IP address and port re-

gardless of the external IP address and port source. In address-dependent

filtering, the NAT forwards packets to an internal IP address and port

only if the internal endpoint has previously sent packets to the external

source IP address. Finally, in address and port dependent filtering, the

NAT forwards packets from an external host only if the internal endpoint

has previously sent packets to the external host’s IP address and port.

There are many techniques for making applications such as real-time
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multimedia communication work across NAT devices. Application Level

Gateways (ALGs) [203] allow transparent connectivity between applica-

tions running on two hosts in different address realms. ALGs may achieve

this through different means, including interacting with NAT to set up

state, using NAT state information, and modifying application specific

payload of protocol messages. UNilateral Self-Address Fixing (UNSAF) [52]

is a process in which an originating endpoint attempts to determine or fix

the address and port by which it is known to another endpoint for instance

to be able to use the address data in a protocol exchange, or to advertise

a public address from which it will receive connections. Session Traversal

Utilities for NAT (STUN) [186] is one way to perform the UNSAF func-

tion. Another example of an UNSAF mechanism is Teredo [94], which

tunnels IPv6 over UDP/IPv4.

The NAT traversal solution that has been adopted by P2PSIP is Inter-

active Connectivity Establishment (ICE) [188]. ICE is a NAT traversal

technique that has been designed by the IETF. In ICE, hosts that wish to

establish a direct connection first gather a set of candidate addresses that

can potentially be used for communication. There are three main types

of candidate addresses. A host candidate is the transport address (i.e., IP

address and port) of a local network interface. A server reflexive candi-

date is an address that has been assigned to a host by a NAT. A relayed

candidate is a transport address that has been allocated for a host at a

relay server for the purpose of relaying traffic destined to and originating

from the host. ICE only uses a relay server as a last resort. The need for

using a relay occurs when both of the hosts wishing to establish a connec-

tion are located behind the most restrictive types of NATs, that is, NATs

using address and port dependent mapping and filtering behavior.

Having gathered ICE candidate addresses, the hosts run connectivity

checks to test the connectivity between pairs of candidate addresses. The

checks are done in priority order in such a way that host candidates have

the highest and relayed candidates the lowest priority.

ICE makes use of the Session Traversal Utilities for NAT (STUN) [186]

protocol and its extension, Traversal Using Relays around NAT (TURN) [140].

STUN is a client/server protocol. It defines two types of transactions: re-

quest/response transactions and indication transactions. The difference

between the two types of transactions is that unlike request/response

transactions, indication transactions consist only of a single message from

one STUN agent (i.e., STUN client or server) to another; an indication
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Table 3.2. STUN and TURN methods

Method Purpose

Allocate Create an allocation on a relay server

Binding Used for learning server reflexive address, for con-

nectivity checks, and for keepalives

ChannelBind Used for creating a channel to a remote peer

CreatePermission Install a permission allowing a remote peer to send

data to the client

Data Used for sending data from a server to a client

Refresh Used for keeping an allocation alive

Send Used for sending data from a client to a server

transaction does not include a response. The STUN RFC defines a single

method called Binding. A Binding request is sent from a STUN client to

a STUN server. ICE uses the Binding method to learn the server reflex-

ive address of a STUN client and to implement connectivity checks and

keepalives.

TURN is an extension to STUN. TURN allows hosts to control the op-

eration of a relay server and to exchange packets with its peers using the

relay. TURN extends STUN with a number of new methods, including

the Allocate, Refresh, Send, Data, CreatePermission, and ChannelBind

methods. The Allocate method is used for creating an allocation on a

relay server. An allocation is a data structure on the server containing

among other things the relayed address of the client. A TURN client can

use the allocation for sending data to its peers. The client uses the Send

method for sending data to the server. The Data method is used for send-

ing data from the server to the client. The Refresh method is used by the

TURN client for keeping the allocation alive. Using the CreatePermission

method, a client can install a permission on the server for a given remote

IP address. This permission allows a remote peer to send data to the client

through the allocation. The ChannelBind method is used by the channel

mode of TURN. The channel mode is an alternative to the use of Send

and Data indications. In the channel mode, the ChannelBind method is

used to request the creation of a channel between the client and a re-

mote peer. Once the channel has been created, ChannelData messages

are used instead of Send and Data indications to exchange data. The ben-

efit of ChannelData messages is that due to the existence of the channel

state on the relay server, they require less overhead (4 bytes) than Send

and Data indications (which carry 36 bytes of overhead). The different
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Figure 3.3. P2PSIP overlay

STUN and TURN methods are summarized in Table 3.2.

3.4 Peer-to-Peer Session Initiation Protocol

P2PSIP refers to a use case of SIP in which the SIP protocol is used in a

P2P environment. The fundamental idea in P2PSIP is to replace the cen-

tralized proxy-registrar servers that SIP uses with a decentralized P2P

overlay network. The first publications to propose a P2P architecture for

SIP were [201, 25].

The architecture of a P2PSIP overlay is illustrated in Figure 3.3. The

figure uses the terminology specified in [27]. In the figure, P2PSIP peers

create an overlay network that in the figure uses a ring topology. The

overlay has one or more bootstrap peers. Bootstrap peers are publicly

reachable and thus capable of serving as the first points of contact in the

overlay for peers wishing to join it. The protocol that peers use to main-

tain the overlay network, establish connections, and perform lookup and

storage operations is called the peer protocol. In addition to peers, the

P2PSIP overlay also contains nodes called clients. Clients are not part of

the overlay ring typically because they have insufficient resources (e.g.,
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bandwidth or battery power) to do so. Since they are not part of the over-

lay ring, clients do not provide routing and storage services to other nodes.

Instead, clients use the services that the overlay network provides by con-

necting to a peer. The protocol that a client uses to communicate with

a peer is called the client protocol. Both peers and clients are identified

by node-IDs. The data that are stored in the overlay are referred to as

resources. Each resource record is identified by a resource-ID. The over-

lay has a single centralized entity called the enrollment server, which is

responsible for assigning certificates and node-IDs. Finally, some nodes

may be located behind NAT devices that hinder the establishment of con-

nections.

The P2PSIP peer protocol is being standardized in the P2PSIP work-

ing group of the IETF. In the early stages of P2PSIP standardization,

there were several competing proposals for the peer protocol, including

REsource LOcation And Discovery (RELOAD) [98], Peer-to-Peer Proto-

col (P2PP) [14], Address Settlement by Peer to Peer (ASP) [100], Ex-

tensible Peer Protocol (XPP) [143], Service Extensible P2P Peer Protocol

(SEP) [102], and Distributed Transport Function in P2PSIP Using HIP

for Multi-Hop Overlay Routing (HIP-HOP) [48]. Eventually, the working

group converged into a single peer protocol which merged the RELOAD,

ASP, and P2PP proposals. The resulting protocol inherited the name

RELOAD. RELOAD is used as both the peer protocol and the client pro-

tocol in a P2PSIP overlay network.

P2PSIP can be used in several potential use cases [28]. Perhaps the

best known of these is the one in which P2PSIP is used to provide a

public P2P VoIP service. This use case is best exemplified by services

such as Skype. In the open global P2P VoIP network use case, there is

no single service provider responsible for the VoIP service. Instead, any

user can join and leave the network freely and anyone can implement the

software required to participate in the overlay network. This use case

is made possible by the use of open standards. Another envisioned use

case is to use P2PSIP-powered P2P presence to enable for instance in-

stant content sharing between multimedia consumer electronics devices.

Small organizations not having centralized IT could use P2PSIP to imple-

ment a decentralized serverless small-scale IP Private Branch Exchange

(PBX) system. It has also been proposed that P2PSIP could be used for

connecting together a farm of SIP proxies in a transparent way to pass re-

sources between them with as little configuration as possible [215, 218]. A
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P2PSIP system could also be used to construct ad-hoc communication sys-

tems in a zero-configuration fashion without the need to depend on Inter-

net connectivity. Such a system could be used in isolated wireless ad-hoc

networks [135] with no or limited connection to the Internet for instance

in public events [165], emergencies [149], and battlefields. Huguenin et

al. [171] specify how to use RELOAD for inter-domain SIP federation as a

component of a solution called Verification Involving PSTN Reachability

(VIPR) [12]. VIPR provides a fully distributed inter-domain routing for

phone numbers. Yet another use case for P2PSIP is proposed in Publi-

cation VII, in which we describe how to use RELOAD to distribute M2M

communication.

One challenge when analyzing the literature on real-time P2P commu-

nication is that the term P2PSIP is used to refer to a variety of different

solutions. Especially in the early work on real-time P2P communication,

the term P2PSIP referred to a system using SIP as the peer protocol,

meaning that all the operations in the DHT were implemented using SIP

in contrast to using RELOAD or one of its early versions. Also, some

systems are referred to as P2PSIP although they use a proprietary P2P

signaling protocol, do not use the SIP protocol for session control, or do not

implement NAT traversal. In this dissertation, the term P2PSIP is used

to refer to the system being specified in the P2PSIP working group of the

IETF, that is, a system that uses RELOAD or one of its early versions (i.e.,

RELOAD, P2PP, or ASP) as the peer protocol, ICE as the NAT traversal

solution, Chord as the DHT algorithm, and SIP as the session control pro-

tocol. Other SIP-based P2P solutions are referred to as distributed SIP.

3.4.1 RELOAD

As was discussed in the previous subsection, the P2PSIP working group

has adopted RELOAD [98] as the P2PSIP peer protocol. RELOAD is

a P2P signaling protocol that provides a generic overlay network ser-

vice for application protocols. RELOAD supports operations such as data

lookup, data storage, and message routing. The most important features

of RELOAD include its security framework, usage model, NAT traversal,

high performance routing, and pluggable overlay algorithms.

In RELOAD, every node has one or more public key certificates as-

signed by a central server [98]. Besides certificates, the central server

also assigns node-IDs. RELOAD messages are sent over TLS [54] and

DTLS [179] protocols. The certificates assigned by the central server are
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utilized in TLS and DTLS handshake phases. Further, every RELOAD

message a node sends and every object a node stores in the overlay is

signed with the node’s private key. For storing the certificates in the over-

lay, RELOAD defines a certificate store usage, which makes it possible to

fetch certificates from the overlay. The certificate store usage avoids the

need to include certificates in each RELOAD message.

Although RELOAD is designed to support a P2PSIP overlay network,

also other applications can utilize it by defining new usages. This is en-

abled by RELOAD’s usage model. Each new RELOAD usage needs to

specify among other things the content and format of the data structures

it stores in the overlay. Several RELOAD usages have been proposed.

The SIP usage for RELOAD, which will be discussed in more detail in

Section 3.4.3, is specified in [99]. Other usages include the CoAP usage

for RELOAD that we have proposed in [103], the service discovery us-

age that we have proposed in [137], RELOAD usage for distributed con-

ference control [116], SNMP usage for RELOAD [167], usage for shared

resources [117], and usage for PSTN verification [171].

RELOAD uses ICE [188] (see Section 3.3) to establish connections across

NATs. When two nodes wish to set up a direct connection, they first ex-

change ICE candidate addresses via the overlay using a RELOAD mes-

sage called Attach. ICE will then run connectivity checks between pairs

of candidate addresses to discover a working path between the nodes.

Although RELOAD specifies Chord as the mandatory to implement DHT,

it can also be extended to support other overlay algorithms. This is en-

abled by RELOAD’s topology plugin model. A topology plugin is responsi-

ble for implementing a specific overlay algorithm. At the time of writing

this dissertation, Chord was the only topology plugin that had been spec-

ified for RELOAD.

The most important RELOAD messages are summarized in Table 3.3.

As was already discussed above, the RELOAD Attach message is used

to establish direct connections for RELOAD signaling between two peers.

Attach messages carry ICE candidate addresses in their payload. The

purpose of the AppAttach is similar to Attach with the difference that Ap-

pAttach is used to establish direct connections for application-layer pro-

tocols such as SIP. The Join and Leave messages are used to join and

leave the overlay, respectively. The Fetch and Store messages are used

to retrieve data from and store data in the overlay. The Update mes-

sage is used to support DHT maintenance operations, such as periodically
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Table 3.3. Examples of RELOAD messages

Message Purpose

AppAttach Establish a direct connection with another node for ap-

plication layer messages

Attach Establish a direct connection with another node for

RELOAD signaling

Fetch Used to retrieve a data element stored under a given

resource-ID

Join Used by a new peer to join the overlay

Leave Used to indicate that a node is exiting the overlay

Ping Used for instance for populating the finger table

Store Store data in the overlay

Update Used for overlay maintenance

exchanging neighborhood information among neighboring peers. Finally,

the Ping message is used to test connectivity and for instance to find new

entries to the Chord finger table.

3.4.2 P2PP

P2PP [14] was one of the predecessors of RELOAD during the P2PSIP

peer protocol standardization process. The reason why a separate subsec-

tion is devoted to P2PP is that the author’s first P2PSIP implementation

and thus also the first publications of this dissertation were using the

P2PP protocol. The main reason why the author chose to base his early

P2PSIP implementation on P2PP back in 2007 was that when the imple-

mentation was started, P2PP was the only peer protocol proposal that was

considered mature enough to be implementable.

RELOAD and P2PP are very similar to each other, which is not surpris-

ing considering that P2PP was merged with RELOAD during the stan-

dardization process in the P2PSIP working group. Their common prop-

erties include for instance the ability to support also other application

usages than P2PSIP, the use of ICE for NAT traversal, use of a secure

transport, the ability to support multiple different overlay algorithms,

messages using binary encoding, support for both peers and clients, re-

liance on central enrollment and authentication servers, and the use of

certificates and public/private key cryptography.
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Peer 1
(TURN server)

Alice
(client)

RELOAD
Overlay

Peer 2
(TURN server)

Bob
(client)

1) RELOAD Fetch
2) Fetch Answer

3) TURN Allocate
4) Allocate resp 5) RELOAD

AppAttach 6) RELOAD AppAttach
7) TURN Allocate

8) Allocate response
9) RELOAD AppAttach Answer10) RELOAD

AppAttach Answer

11) ICE connectivity checks for SIP
12) TURN Allocate
13) Allocate resp

14) SIP INVITE

17) SIP 200 OK (INVITE)
18) SIP ACK

15) TURN Allocate
16) Allocate resp

19) ICE connectivity checks for media

20) RTP media

Figure 3.4. P2PSIP session setup

3.4.3 SIP Usage for RELOAD

The SIP Usage for RELOAD specification [99] defines how to use a RELOAD

overlay network to provide the functionality of SIP proxy and registrar

servers. The main operations defined by the usage are SIP registration

and session setup.

To perform a registration operation, a SIP UA uses RELOAD to store a

mapping from a SHA-1 hash of its SIP Address of Record (AoR) to its node-

ID in the overlay. The process of establishing a SIP session is illustrated

in Figure 3.4. In the figure, Alice wishes to set up a VoIP session with Bob.

Both Alice and Bob are acting as clients in the P2PSIP overlay. To set up

the session, Alice first computes a SHA-1 hash over Bob’s SIP AoR. Next,

Alice fetches Bob’s node-ID from the RELOAD overlay in step 1 using a

RELOAD Fetch request destined to the SHA-1 hash. The Fetch answer

containing Bob’s node-ID is returned in step 2. In steps 3-4, Alice gathers

ICE candidates for the purpose of establishing a direct connection for SIP

signaling between her and Bob. ICE candidate gathering is carried out

by sending a TURN Allocate request to Peer 1 who is acting as a TURN

server for Alice. In steps 5-6, Alice sends her ICE candidate addresses to

Bob in a RELOAD AppAttach request that is destined to Bob’s node-ID.

In steps 7-8, Bob gathers his ICE candidate addresses and returns them

to Alice in steps 9-10 inside an AppAttach answer. In step 11, Alice and

Bob run ICE connectivity checks to establish a direct connection between
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them for SIP signaling across NATs. Once ICE has established the direct

connection, Alice next gathers ICE candidate addresses for the RTP media

stream in steps 12-13. These candidates are included in the SDP offer that

is sent to Bob in a SIP INVITE request in step 14. After Bob has received

the SIP INVITE, he gathers his ICE candidates for the RTP stream in

steps 15-16. Bob returns these candidates to Alice in an SDP answer

included in the payload of a SIP 200 OK final response that is sent to

Alice in step 17. In step 18, Alice acknowledges the reception of the 200

OK response using a SIP ACK message. In step 19, Alice and Bob execute

ICE connectivity checks for the RTP media stream. When the connectivity

checks have finished, RTP packets start flowing between Alice and Bob in

step 20.

3.4.4 P2PSIP Delays

Delays associated with operations such as user registration, lookup, ses-

sion setup, and user de-registration are inherently longer in a P2PSIP

system compared to client/server SIP, as we have shown in Publication

II. The major reason for this is the difference in the cost of routing a

message from its source to its destination: in a DHT, this cost is O(logN)

hops, whereas in a client/server system, it is O(1). From the viewpoint of

the session setup delay, a further reason is the two ICE negotiations that

P2PSIP performs when setting up a session, as we have shown in Publi-

cation V. This subsection will summarize other work on analyzing delays

in P2P systems.

Meyer and Portmann [152] present the results of using OpenDHT [181]

as a distributed lookup service for SIP. OpenDHT is a free, public DHT

service that runs in PlanetLab. In the evaluation, no P2PSIP protocols

were used and the SIP nodes did not take part in the overlay but instead

used OpenDHT via eXtensible Markup Language (XML) [24] based Re-

mote Procedure Calls (RPCs). A NAT-free environment was assumed. The

results indicate that the call setup delays of even a large-scale distributed

SIP deployment are acceptable.

Tian et al. [208] compare the performance of DHTs in a distributed SIP

use case through OverSim [16] simulations. The compared DHTs include

Kademlia, Chord, and Bamboo. No P2PSIP peer protocol is used and a

NAT-free environment is assumed. No details are revealed on the network

setup used in the simulations. The results indicate that while Kademlia

and Bamboo have advantages in performance compared to Chord, the to-
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tal amount of data stored in their routing tables is larger and their main-

tenance generates more traffic. Kademlia and Bamboo were also observed

to consume more CPU power, which combined with the higher bandwidth

usage, may be problematic for mobile devices.

Harjula et al. [83] compare the performance of the Chord and Kadem-

lia DHTs in a distributed SIP use case through simulations. The simu-

lated overlays were not experiencing any churn. A NAT-free environment

was assumed. The results indicate that Kademlia can achieve a lower

lookup hop count than Chord. However, Chord has better scalability than

Kademlia. The paper concludes that Kademlia is a good choice in small

and medium size overlays where lookup cost needs to be minimized. How-

ever, Chord becomes a better choice in larger overlays.

In [82], the performance of a mobile hierarchical distributed SIP system

in which only super nodes participate in the overlay network is analyzed.

The results are obtained from an analytical model. They indicate that dis-

tributed SIP and client/server SIP achieve similar performance at least in

a cellular network due to the dominating role of the delay associated with

the first wireless hop. However, when it comes to message hop counts,

distributed SIP has clearly higher costs.

In [97], the performance of a distributed SIP system that uses a vari-

ant of the CAN DHT algorithm is evaluated through small-scale mea-

surements in which the DHT contained only 2-5 peers. A NAT-free en-

vironment was assumed. The peer protocol used in the evaluation was

XPP. The conclusion of the evaluation is that distributed SIP is a feasible

solution in small office or home environment since the cost in terms of

increased delay is moderate at least in a small network.

Zheng et al. [219] study call setup delays in a distributed SIP system.

The results were obtained using an analytical model of a Chord network

where there are no NATs and firewalls. No P2PSIP protocols were used.

Further, iterative routing rather than the recursive routing model that

P2PSIP has adopted, was used. The results indicate that session setup

delay of distributed SIP has a high variance and that lookup latency is the

dominant component, taking 60-80% of the total delay. However, these re-

sults are not applicable to P2PSIP due to the differences in the protocol

and routing mode used and the absence of ICE and NATs in the evalua-

tion.

The lookup delays in a Chord DHT have naturally been studied also in

non-P2PSIP use cases. Binzenhofer and Tran-Gia [22] study delays in a
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Chord-based file sharing system. The results were obtained from an ana-

lytical model. The main findings include that the search delay increases

rapidly as a function of the network size when the size of a small Chord

overlay increases. However, despite of the rapid initial increase, the de-

lay still stays moderate even in very large peer populations. Also the

95th, 99th, and 99.99th percentiles of the search delay are analyzed. The

results indicate that the percentiles can be on a significantly higher level

than the average. The high delay variation makes it more difficult to guar-

antee Service Level Agreements (SLAs). The path length of Chord lookup

operations is investigated in [205] through simulations. The results in-

dicate that the mean and 99th percentile path length increases logarith-

mically as a function of network size and that the mean path length is

roughly 1
2 log2N .

A common shortcoming for all the research above is that a NAT-free

environment is assumed. This greatly reduces the accuracy of the results

since multiple components of P2PSIP delays are omitted, including the

RELOAD Attach and AppAttach transactions, ICE candidate gathering,

and ICE connectivity checks for signaling and media. Further limitations

include one or more of the following: (i) some other DHT algorithm than

Chord, which is the mandatory-to-implement DHT for P2PSIP, is used,

(ii) some other routing mode than symmetric recursive routing, which has

been adopted by RELOAD, is used, (iii) the results have been obtained

through the use of an analytical model or simulations rather than real-life

measurements in a DHT running in the global Internet, or (iv) neither the

RELOAD protocol nor its predecessors are used.

3.4.5 Reducing SIP and P2PSIP Delays

In Publication V, we show that P2PSIP session setup delays can be unac-

ceptably high, especially when the hosts wishing to establish a session are

located behind P2P-unfriendly NATs. Therefore, mechanisms to bring the

session setup delay down to acceptable levels are necessary. Such mecha-

nisms can target different components of the P2PSIP session setup delay,

including (1) the delays caused by NAT traversal procedures, (2) delays

caused by SIP related procedures, and (3) delays caused by DHT routing

and lookups.
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Reducing Delays Related to NAT Traversal

As the author of this dissertation shows in Publication VIII, the most ef-

ficient way to reduce the P2PSIP session setup delay is to remove one of

the two ICE negotiations that P2PSIP session setup includes. In [35], we

describe how to achieve this by using the Host Identity Protocol based

Overlay Network Environment (HIP BONE) [36] architecture together

with the HIP BONE instance specification for RELOAD that we have de-

fined in [113]. The main idea in this approach is to use the Host Identity

Protocol (HIP) [157] to perform connection management for P2PSIP. The

benefit of the approach is that it allows the multiplexing of SIP and RTP

over a single connection established using HIP, thus removing one of the

two ICE negotiations performed when setting up P2PSIP sessions. The

downsides of the approach include the implementation cost required to

integrate P2PSIP and HIP and the fact that the approach is not compati-

ble with RELOAD.

Wacker et al. [213] propose a NAT traversal mechanism for P2P net-

works. Another similar mechanism is proposed in [174]. These mech-

anisms are alternatives to ICE. They work as follows: in the first step,

the peers wishing to establish a direct connection determine the types of

NATs behind which they are located. Next, the peers exchange informa-

tion about their NAT types across the overlay. Finally, the peers choose

the appropriate means for establishing a connection based on the combi-

nation of their NAT types. As an example, if both hosts are located behind

the most restrictive types of NATs, the peers will establish the connection

via a relay. The benefit of this approach is that it reduces the connection

establishment delay compared to ICE since it does not need to check con-

nectivity between multiple different candidate address types. However,

the approach has a significant shortcoming; the process of a peer trying

to determine the type of the NAT behind which it is located is known to

be error-prone [188]. This is especially due to the fact that some NATs

have non-deterministic behavior, that is, the same NAT can exhibit differ-

ent behavior under different conditions [7]. Further, the approach is not

robust in complex NAT topologies where a peer can be behind multiple

levels of NATs.

Another way to reduce NAT traversal related delays is to modify the

NAT devices. One example of such an approach is the use of Domain

Name System (DNS) extensions to NATs [204]. This approach is based

on the use of DNS Application Level Gateways (DNS ALGs), which trans-
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late 〈Fully Qualified Domain Name (FQDN), private address〉 mappings

in DNS payloads into 〈FQDN, external address〉 mappings and vice versa

using state information available on NATs. As an example, let us assume

that an external host X wishes to establish a session with a private host

A located behind a NAT in a domain private.net. As the first step, X per-

forms a DNS lookup query for the FQDN of host A, which is A.private.net.

The DNS query is eventually routed to the DNS server of the domain

private.net. On its way, the DNS query transits the NAT of the domain

A.private.net. This NAT has DNS ALG functionality. The DNS server of

the domain private.net replies to the DNS query with the private address

of host A. This reply will transit the NAT on its way towards X. Upon re-

ceiving the reply, the DNS ALG of the NAT modifies the payload of the

DNS reply by replacing the private IP address in the payload with an ex-

ternal address. Further, the DNS ALG also requests the NAT to setup a

temporary binding for host A with the external address. Once X receives

the DNS reply, it will initiate a session to A’s external assigned address.

When it receives the datagrams, the NAT translates the external address

to host A’s private address. The benefit of the DNS ALG approach is that

it removes the need for technologies such as ICE. The downside is natu-

rally that since this approach requires changes to existing NAT devices,

it cannot solve the problems in the present day networks.

Reducing the SIP Session Setup Delay

Another way to bring P2PSIP session setup delay down is to focus on

optimizing the components of the delay associated with SIP signaling.

Baldi et al. [11] propose an alternative to ICE called Address List Ex-

tension (ALEX). ALEX is a non-standard SIP extension that provides dual

stack, multihoming, and NAT traversal support for signaling and media

flows. ALEX attempts to reduce SIP delays by setting up a direct commu-

nication channel for SIP between the communicating SIP UAs for mid-

dialog and non-dialog-related SIP messages, and by making use of the

information obtained during the ALEX negotiation for the SIP channel

when negotiating the media channels. The benefit of ALEX is that, ac-

cording to the results presented in [11], it can reduce SIP session setup

delays on the average by roughly 23%. The downside of ALEX is that it

is a non-standard approach. Further, ALEX is not applicable to P2PSIP

since it assumes the use of proxy servers for the initial SIP signaling.

As was already discussed in Section 3.2.1, SIP session setup delays can
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also be reduced by using SigComp compression. This approach reduces

the delay of transmitting SIP messages especially over narrowband links.

In Section 4.6, the work of the author of this dissertation on applying

SigComp to P2PSIP will be summarized.

Reducing DHT Lookup Delays

P2PSIP session setup delays can also be reduced by reducing the cost of

DHT lookup operations. The cost (i.e., path length) of a DHT lookup opera-

tion is O(logN) hops. A straightforward way to attack the delay of lookup

operations is to shorten the path length. One-hop DHTs [77], as their

name suggests, bring the path length down to O(1). This is possible since

the routing table of every peer in a one-hop DHT contains every other

peer in the overlay. The high cost of maintaining a complete routing ta-

ble makes one-hop DHTs primarily attractive in small-scale or low-churn

systems [130]. Further, in environments with NATs, one-hop DHTs need

to maintain a full mesh of connections between every peer in the overlay.

Another technique for reducing lookup latency is to choose geographi-

cally close nodes as routing table entries. This technique is know as Prox-

imity Neighbor Selection (PNS) [50]. The cost of using PNS is that the

DHT design must include an algorithm to search for nearby nodes. Such

algorithms typically rely on RTT measurements to select nearby routing

table entries. These measurements create additional traffic in the overlay.

As an example, it is shown in [180], that a 42% decrease in lookup latency

requires a 40% increase in the traffic load of the DHT.

Li et al. [131] apply a proximity-based approach to reduce DHT lookup

delays in a distributed SIP system. The proposed locality-aware distributed

SIP system uses the Pastry DHT and skip graphs [5]. In the solution, geo-

graphical location information is embedded in node-IDs and resource-IDs

in the form a a locality prefix. The downside of this approach is that it

does not work with the centralized security model of RELOAD and also re-

sults in non-uniformly distributed node-IDs, which results in performance

degradation. Performance evaluation of the proposed locality-aware sys-

tem is carried out using simulations assuming a NAT-free environment.

The results are reported using hop counts; no delay values are reported.

The results confirm that proximity awareness can reduce lookup delays.

Also parallel lookups for a given key can reduce the lookup delay. Cheng

et al. [45] propose the use of two parallel lookups in a Bi-Chord [101]

ring that maintains two finger tables, one in the clockwise direction and
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another one in the counter-clockwise direction. The mechanism works

by sending one lookup in the clockwise direction and one in the counter-

clockwise direction. The mechanism can reduce the lookup path length

from 1
2 log2(N) to roughly 1

2 log2(
N
2 ). However, this improvement comes at

the cost of the need to maintain two finger tables, which increases the

maintenance cost of the overlay considerably.

Other improvements proposed in [222] include the use of the semi-recursive

routing mode and cache entry records. A cache entry record is a local

database that a peer uses to record its communication history. The database

contains the node-IDs, IP addresses, and ports of other peers with whom

the peer has established sessions in the past. The downside of semi-

recursive routing is that it only works when there are no NATs present in

the overlay network. The same is true for the cache entry record; it can

only achieve the suggested O(logN) optimization in a NAT-free overlay.

Yet another way to reduce the cost of lookups in structured overlay net-

works is to use caching of resource records in the overlay. Darlagiannis

et al. [53] propose a mechanism that caches popular resource records in

intermediate peers along the paths towards the responsible peers. The

mechanism can cut the routing cost of lookup operations by 50% com-

pared to the original cost. One challenge associated with caching is choos-

ing a maximum lifetime for cached information. In addition, caching can

only reduce delays if the information being cached is popular. This ren-

ders caching less effective in the P2PSIP use case, since contact records of

users have very uniform popularity when compared to for instance a file

sharing use case.

Also the choice of the routing mode impacts the DHT lookup delay. In

iterative routing, a peer receiving a message does not forward the message

to a peer closer to the target key. Instead, the peer replies to the initiator

with a message carrying the identifier of the closer peer. In recursive

routing, a peer receiving a lookup request always forwards the request to

a peer that is closer to the search key. This continues until the lookup

reaches the peer responsible for the search key. The response from the

responsible peer is routed back along the reverse of the path that the

request followed. Forward-only routing is similar to the recursive routing

mode with the key difference that the response is not routed back along

the reverse of the path that the request followed. Instead, the response is

routed across the overlay to the identifier of the initiator of the request.

Finally, in semi-recursive routing, the request is routed recursively but
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the response is sent directly back to the initiator over a single routing hop.

The analysis in [26] shows that the semi-recursive routing mode has the

lowest cost, whereas the recursive routing mode typically used by DHTs

has the second lowest cost. Thus, the cost of DHT lookups can be reduced

by adopting the semi-recursive mode. However, as was already discussed

earlier in this subsection, semi-recursive routing works only if there are

no NATs between the peers initiating and terminating the request.

DHTs with hierarchical structure [67] can also reduce lookup delays. Ou

et al. [163], propose the use of a hierarchical overlay network consisting

of multiple layers of sub-overlays. In the system, the lowest level sub-

overlay has the most peers while the top level sub-overlay has the least

peers. Peers in higher level sub-overlays duplicate all the resource records

stored by peers in lower-level sub-overlays. The results of the theoreti-

cal performance analysis in [163] suggest that the approach can reduce

lookup latencies although the path length is higher than for a flat DHT.

However, the lower lookup latency comes at the cost of higher complexity

of the system and high load for the peers in the higher-level sub-overlays.

Koskela et al. [123] compare the performance of hierarchical and flat ar-

chitectures for the Chord and Kademlia DHTs in the context of a P2P

community management service. The results indicate that a hierarchical

structure can achieve lower hop counts, and thus also lower delays, than

a flat architecture.

3.4.6 Mobile P2PSIP

Mobile networks and devices pose special challenges for P2P applications,

including consumption of resources (e.g., battery capacity [110], CPU [162],

bandwidth [111], and memory), device mobility, the churn that device mo-

bility creates [146], and the heterogeneity of the device population [84].

Matuszewski and Kokkonen present a distributed SIP architecture for

mobile communities in [150, 120]. The architecture uses OpenDHT [181]

as the overlay network instead of Chord and RELOAD. In the architec-

ture, mobile devices do not participate in the overlay network but instead

act as clients using XML-RPC over HTTP as the client protocol. ICE is not

used. Instead, the mobile devices always use a relay server to send and

receive SIP signaling and media. The architecture is evaluated through

measurements in the OpenDHT overlay network. The results of the mea-

surements suggest that registration and call setup delays do not impose

any significant restrictions on the implementation of a serverless mobile
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VoIP service.

A mobile middleware system called Plug-and-Play Application Platform

(PnPAP) is presented in [86, 82, 92, 108, 216]. In [82], a version of PnPAP

that uses distributed SIP for interconnection is introduced. The inter-

connection overlay uses a hierarchical architecture where mobile nodes

connect to super peers. A NAT-free network is assumed. The performance

of the system is analyzed using an analytical model. The results suggest

that a hierarchical architecture has lower lookup and registration laten-

cies than a fully distributed architecture in which also mobile devices par-

ticipate in the overlay.

Another hierarchical distributed SIP architecture for mobile environ-

ments is proposed in [145]. The idea in this architecture is to improve

the performance of distributed SIP by dividing nodes to different over-

lay networks based on their mobility behaviors. These separate overlay

network domains are connected using an interconnection overlay. Each

of the interconnected domains has a super peer which is responsible for

participating in the interconnection overlay. Traffic destined to or orig-

inating from another domain needs to be routed via the super peer. No

performance evaluation is carried out, but the suggested benefit of the

architecture is that it avoids the impact of peers with high churn on the

whole system by isolating such peers in their own sub-overlay network.

The cost of the approach is the need to maintain two levels of overlay net-

works and the need for the super peers to route the traffic of all peers in

their domain.

Cheng et al. [44] propose the use of an unstructured overlay algorithm

called Unstructured P2P SIP (UP2P SIP) for connecting SIP nodes in a

mobile environment. The use of an unstructured overlay is in contrast to

RELOAD, which uses a structured overlay (i.e., Chord) as the mandatory-

to-implement overlay algorithm. UP2P SIP uses flooding as the search

mechanism. In the UP2P SIP architecture, users form P2P links with

their friends instead of random nodes. The UP2P SIP architecture is

evaluated through simulations in a stable overlay. The simulation re-

sults suggest that the UP2P SIP architecture outperforms a DHT-based

system in terms of call setup delay and maintenance cost. However, the

performance of the system is not evaluated in high-churn and large-scale

scenarios. The downside of the use of an unstructured overlay is that

unlike a structured overlay, an unstructured system cannot provide per-

formance guarantees due to the fact that the system cannot avoid false
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negatives [26], as was discussed in Section 3.1.3.

The feasibility of a communication-oriented mobile P2P system is eval-

uated in [162] using a system called Mobile Peer-to-Peer Protocol (M2PP).

M2PP uses Kademlia as the DHT algorithm and P2PP as the peer pro-

tocol. The performance of M2PP is evaluated through simulations that

assume a NAT-free environment. No security features such as encryption

and signatures were used. The results indicate that the CPU load and

bandwidth usage of the system are acceptable for mobile devices. In [107],

the same M2PP prototype is used to study hop count and retransmission

count values in a mobile P2PSIP system. However, the delays of P2P

operations were not studied.

The energy consumption on a mobile DHT client is studied in a Bit-

Torrent system in [110]. The results indicate that the battery of a mobile

device is depleted in only a couple of hours. The studied use case is mobile

P2P file sharing; mobile P2P communication was not studied.

The battery life of mobile peers in Kademlia-based P2PSIP system is

studied in [109]. However, the results are based on calculations and not

simulations or measurements. Another study on the performance of a

Kademlia-based mobile P2PSIP system is presented in [111]. Also these

results are based on an analytical model. Kassinen et al. [105] study the

battery life in a Kademlia-based P2P overlay network. The battery life is

evaluated both in 3G and WLAN access networks. In the measurements,

mobile peers join a simulated overlay network. The results indicate that

when using 3G access, the battery of a mobile peer is drained in three

hours. When using WLAN access, the battery is drained on the average

in 8 hours.

A common property for the mobile P2P research summarized above is

that the RELOAD and ICE protocols are not used. Further, either (i)

the Chord DHT, which has been chosen as mandatory to implement by

the P2PSIP working group, is not used, (ii) the use case is not P2P real-

time communication, (iii) the impact of security features such as public

key cryptography are not analyzed, (iv) the studies are based on analyti-

cal models or simulations rather than measurements on real mobile net-

works, (v) mobile devices are not participating in the overlay, or (vi) a full

range of performance metrics (delays, message sizes, and the use of CPU,

memory, bandwidth, battery) is not studied. Section 4.9 will summarize

our work on the performance of mobile P2PSIP.
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3.4.7 Other P2PSIP Research

The subsections above gave an overview of P2PSIP research in areas re-

lated to the publications of this dissertation, including DHT maintenance,

delay analysis, mobile P2PSIP, self-tuning, NAT traversal, service discov-

ery, and optimization of delays. This subsection will summarize P2PSIP

research in other areas.

Interconnectivity to other communication networks such as PSTN is im-

portant to any new real-time person-to-person communication service. In-

terconnectivity between IMS and P2PSIP has been studied in [142, 88,

144, 221]. The solution for interconnection presented in [88, 221] is to use

a gateway that acts as a peer in the P2PSIP network and as an applica-

tion server on the IMS side. In [142, 144], the approach is to rely on proxy

peers that can exchange SIP messages with public domains and provide

this function as a service to the P2PSIP overlay. In addition, relay agents

are used to relay media streams to endpoints in other domains.

A technology evolution analysis framework is built for mobile peer-to-

peer communications in [90]. Three evolution paths are studied: Internet-

driven, telecom-driven and proprietary. These paths are represented by

P2PSIP, IMS, and Skype. The paper concludes that P2PSIP can serve as

an alternative to existing networks in situations where lower costs are

desired or when existing networks are not available. The main obstacle

for P2PSIP is its technical immaturity. This is a problem that the publi-

cations making up this dissertation attempt to address.

RELOAD-based distributed conference control solution is presented in

[118]. The idea is to define a new RELOAD usage for separating the con-

ference URI from any specific conference focus entity and instead map it

to multiple RELOAD peers. This usage allows the creation of multime-

dia conferences without dedicated server infrastructure. Another video

conferencing system based on distributed SIP is presented in [57]. This

system is called Video Conference Network Foundation (VCNF). VCNF

uses Chord to store and retrieve user and group information and SIP to

establish media sessions. Klauck and Kirsche [115] present yet another

P2P videoconferencing system called BRAndenburg VIdeo conferencing

System (BRAVIS) that uses P2PP for rendezvous and SIP for session es-

tablishment.

Buford and Kolberg [29] have proposed a RELOAD usage for Applica-

tion Layer Multicast (ALM). In ALM, which is also known as end system
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multicast [93], end hosts in an overlay network implement all multicast

functionality, including membership management and packet replication.

ALM requires no infrastructure support. Therefore, it is in contrast with

IP level multicast that implements multicast in the network level and

thus requires support in network routers. The RELOAD usage for ALM

defines new RELOAD data types, message types, and new ALM topol-

ogy plugins based on Scribe [40] and P2PCast [160]. These mechanisms

enable ALM in RELOAD-based overlays.

Koskela [121] presents preliminary work on a HIP-based distributed

SIP system. The system is used for experimenting with security mecha-

nisms for distributed real-time communication. The same authors present

a related HIP-based SPAM prevention system for distributed SIP in [122].

The use of HIP for P2P connections enables strong authentication and

confidentiality, mobility, multihoming, and NAT traversal. The perfor-

mance of the system is evaluated through measurements. The results

indicate that the initial HIP handshake, which is known as the Base Ex-

change (BEX), introduces a considerable additional delay component to

call setup times. However, the impact of the IP Security (IPSec) encryp-

tion that HIP uses is minor when sending data over the connection es-

tablished using HIP. Zheng and Oleshchuk [223] propose another archi-

tecture for improving the security of distributed SIP. The architecture is

based on the use of centralized secure proxy servers called Chord Secure

Proxies (CSPs). CSPs provide security services such as data confidential-

ity, integrity, and availability during P2PSIP session setup. A CSP is a

provisioned, secure and trusted application server that acts as an inter-

mediary between two peers wishing to set up a session. The conclusion

of the paper is that a CSP based system provides better security than the

current P2PSIP system. The main cost of the CSP approach is the need

for the operator of the overlay to provide and operate the centralized CSP

servers.

Also the topic of event subscriptions and notifications in a P2PSIP over-

lay network has generated research interest. A P2PSIP event notifica-

tion architecture that replaces traditional SIP presence servers with a

P2P overlay network is proposed in [164]. The proposed architecture

uses ALM to distribute event notifications within the overlay. Wang et

al. [214] propose another event notification mechanism for P2PSIP. In

this proposal, direct subscribe/notify relationships between peers are used

in contrast to ALM. Le et al. [126] propose a solution where a P2PSIP
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peer acting as a presence server uses routing cost information from an

Application-Layer Traffic Optimization (ALTO) [195] server to build a

minimum spanning tree among watchers (i.e., peers that have subscribed

to a particular event) with itself as the root. Event notifications are dis-

tributed among the watchers using the minimum spanning tree. The per-

formance of the solution is analyzed through simulations. The results

indicate that the solution reduces the load of the presence server, keeps

delays at acceptable levels, and reduces the amount of data traffic.

3.5 Machine-to-Machine Communication

The term Machine-to-Machine communication is a generalization of the

term telemetry, which is about performing remote measurements. M2M

communication implies autonomic communication between non-human-

operated machines [211]. It is used for instance to transmit fuel con-

sumption data from trucks, weather related information from a weather

station, or to track items in a vending machine. In telemetry applications,

remote access to information on devices is most often achieved through

cellular radio networks such as Global System for Mobile Communica-

tions (GSM), 3G, or Long-Term Evolution (LTE).

One specific form of M2M communication is wireless sensor networking.

A Wireless Sensor Network (WSN) is formed by wireless sensors that co-

operatively monitor a physical environment [212]. Using their wireless

radios, the sensor nodes communicate not only with each other but also

with a base station. Not all of the sensors in a WSN may be able to directly

communicate with the base station. Therefore, the sensors also help each

other to relay information towards the base station. This allows them to

disseminate their sensor data to remote processing, visualization, analy-

sis and storage systems. WSNs are used among other things for wild fire

tracking, animal observation, agriculture management, and industrial

monitoring to name only a few examples. WSNs use short-range wire-

less radio technologies for communication. During the recent years, these

technologies have been moving away from proprietary to standards-based

solutions. The primary radio standard for WSNs is IEEE 802.15.4 [95],

which specifies the physical layer and media access control for WSNs.

IEEE 802.15.4 based WSNs are capable of carrying IPv6 packets by ap-

plying the encapsulation and header compression mechanisms defined by

the IPv6 over Low power Wireless Personal Area Networks (6LoWPAN)
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working group of the IETF [155].

A full M2M system consists of not only the sensors, actuators, and com-

munications equipment in the field. Other elements of the system include

centralized management applications, resource directories, databases, and

software for analyzing the input and making decisions based on the anal-

ysis [125]. Such systems are sometimes referred to as M2M service en-

ablement systems or M2M middleware.

In Publication VII, we investigate Wide Area Sensor and Actuator Net-

works (WASANs). WASANs refer to autonomous wide area M2M com-

munication systems where the interconnected sensors and actuators co-

operate with each other to replace the need for implementing central man-

agement, processing, and application logic in servers and data centers.

Since such systems are deployed in the wide area, they rely on cellular

connectivity. In Publication VII, we propose how to apply a RELOAD-

based P2P architecture for WASANs. In addition, in [136], the author of

this dissertation applies Self-Organizing Maps (SOMs) [119] to the prob-

lem of data classification in WASANs.

The expansion of IP connectivity to WSNs and other forms of M2M com-

munication is only the beginning. The Internet is also extending into

common everyday objects ranging from consumer electronics devices and

kitchen appliances to toys and even clothing. This vision is known as

the Internet of Things, a concept that was put forward by Kevin Ash-

ton in 2002 [148]. The Internet of Things goes beyond the data and ser-

vices that can be provided by an isolated WSN or embedded M2M system.

Rather, it provides access to connected smart objects that in the not-so-

distant future will become ubiquitous in our surroundings. In the Inter-

net of Things, these smart objects become addressable, self-configuring,

and seamlessly integrated to information networks.

A vision closely related to the Internet of Things is the Web of Things. In

the Web of Things, smart objects in the physical world become integrated

not only with computer networks but also with the World Wide Web. In

this architecture, real world objects become RESTful resources and thus

integratable with the existing Web [75]. A central protocol for the Web of

Things is the Constrained Application Protocol (CoAP). REST and CoAP

will be discussed in more detail in the subsections below.
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3.5.1 Representational State Transfer

Representational State Transfer (REST) is an architectural style for de-

signing web applications. The term REST was introduced and defined by

Roy Fielding in 2000 in his doctoral dissertation [66]. REST provides a

set of architectural principles that focus on a system’s resources, includ-

ing how resource states are addressed and transferred over HTTP. In a

RESTful service, resources are identified by a Uniform Resource Loca-

tor (URL). REST defines four operations, which are referred to by the

acronym CRUD. This acronym comes from the words Create, Read, Up-

date, and Delete. These four operations map to HTTP’s POST, GET, PUT,

and DELETE methods. To create a resource on the server, clients use the

POST method. GET is used to retrieve a resource, whereas PUT is used

to change the state of a resource or update it. Finally, DELETE is used to

remove or delete a resource.

The major benefit of REST is that it is stateless; a client includes within

the HTTP headers and body of a request all the parameters, context, and

data needed by the server-side component to generate a response. The

statelessness on the server side that this approach enables improves per-

formance and scalability, and simplifies the design and implementation of

server-side components.

3.5.2 Constrained Application Protocol

The Constrained Application Protocol (CoAP) [198] is being specified in

the Constrained RESTful Environments (CoRE) working group of the

IETF. CoAP is a generic web protocol for constrained environments. It

realizes the REST architecture for the most constrained nodes. CoAP can

be used not only between nodes on the same constrained network but

also between constrained nodes and nodes on the Internet. Nodes on the

Internet that do not support CoAP but instead the Hypertext Transfer

Protocol (HTTP) can interoperate with CoAP nodes through HTTP-CoAP

proxies [39]. CoAP can also be used between devices in different con-

strained networks interconnected by an internet. The application areas

of CoAP include different forms of M2M communication.

CoAP provides a request/response interaction model between applica-

tion endpoints, supports built-in resource discovery, and includes key web

concepts such as Uniform Resource Identifiers (URIs) and content-types.

CoAP uses UDP as the transport protocol. CoAP meets the specialized re-
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quirements of constrained environments such as low overhead, simplicity,

and ability to deal with sleeping nodes. The main example of operating

environments CoAP targets is 6LoWPANs. However, CoAP also operates

over traditional IP networks. CoAP has been extended to enable observa-

tion relationships between clients and resources [87].

To discover sensors and resources, CoAP may use either web linking [200],

central resource directory [199], or DNS Service Discovery (DNS-SD) [210].

In Publication VII, we describe an additional discovery mechanism for

CoAP. This mechanism is based on the use of a RELOAD P2P overlay

network as an alternative to centralized services such as DNS-SD and

resource directories.

CoAP defines four types of messages: Confirmable (CON), Non-confirmable

(NON), Acknowledgement (ACK), and Reset (RST). Confirmable messages

are sent reliably, whereas Non-confirmable messages are not. The ACK

message acknowledges the reception of a Confirmable message. The RST

message indicates that the recipient is not able to process a CON or NON

message. The CoAP requests that can be carried in CON and NON mes-

sages include GET, PUT, POST, and DELETE. The GET method retrieves

information, whereas the POST method requests that the representation

enclosed in the request should be processed. The PUT method requests

that a resource should be updated or created with the enclosed represen-

tation. Finally, the DELETE method requests the deletion of the resource

identified by the request URI of the request.

3.5.3 P2P Architectures for M2M Communication

Up to this point, P2P technologies and M2M communication have been

discussed as two isolated topics. However, there have also been research

efforts investigating ways to merge these two paradigms.

DHTs have been proposed as a solution to data management and rout-

ing problems in WSNs due to their ability to perform an efficient lookup

in a scalable and reliable manner [64]. However, there are also some

challenges when deploying DHTs over WSNs [64]. First, DHTs do not

consider the physical structure of the underlying network. Therefore, an

overlay hop can have a high cost in terms of physical hops in the underly-

ing network. Second, the maintenance traffic required by DHTs can cause

network instability. It also consumes additional energy.

Geographic Hash Tables (GHTs) [177] are inspired by DHT systems.

GHTs hash keys into geographic locations. In GHTs, data items are stored
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on the sensor node geographically nearest to the hash of its key. GHTs are

built as overlays on top of existing ad-hoc routing protocols such as the Ad

hoc On-Demand Distance Vector (AODV) protocol [168].

In [9], Awad et al. propose a DHT-like routing, storage, and lookup

service for WSNs called the Virtual Cord Protocol (VCP). VCP places all

nodes and data on a virtual cord-like topology using hashing. Routing

is performed by using the virtual cord to find a path to a destination.

Additionally, local neighborhood information is used for greedy routing.

The Virtual Ring Routing (VRR) protocol [32] is also inspired by DHTs.

VRR organizes the nodes into a virtual ring, on which each node main-

tains a set of virtual neighbors that are used for routing. In the same

way as in the Chord DHT, the virtual neighbors of a node n are those

nodes whose identifiers are the closest successors and predecessors of the

identifier of n in the identifier space of the virtual ring.

ScatterPastry [2] uses an extended Pastry DHT for overlay routing over

WSNs. ScatterPastry can be either implemented as an overlay on top

of an existing multi-hop ad-hoc routing protocol such as the Destination-

Sequenced Distance Vector (DSDV) protocol [169], or alternatively, inte-

grated within the network layer.

Muneeb et al. [3] have suggested using the Chord DHT over a WSN. The

proposed protocol, called Chord for Sensor Networks (CSN), is a network

layer protocol that organizes sensors on a logical ring. On the ring, the

clockwise successor of each node n is the node that is geographically clos-

est to n. In addition, each sensor node maintains a finger table containing

O(logN) other nodes. The cost of lookups is O(logN). The sensors in CSN

operate in low-power mode unless a query from the application is made.

The performance of CSN is evaluated through simulations. The results

of the simulations indicate that CSN can efficiently locate data in a WSN

and that it can also scale to large-scale WSNs.

Further examples on the use of DHTs or DHT-like mechanisms over

WSNs can be found in [64].

What is common to all of the solutions above is that they use a DHT or a

DHT-like mechanism to solve the problem of routing within a single WSN.

Another way to use P2P technologies in the context of WSNs would be to

use a DHT for routing between different WSNs. Section 4.10 describes

our work on such an approach.
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4. Framework Architecture for
Decentralized Communications

This chapter begins with an overview of the framework architecture for

decentralized communications that this dissertation proposes. Next, the

setup for the measurements and simulations that were used to evaluate

the performance of the implementation of the framework and its compo-

nents will be described. The remaining sections of the chapter will sum-

marize one by one the publications of this dissertation.

4.1 Overview of the Framework

Figure 4.1 shows the P2PSIP architecture that was adopted by the P2PSIP

working group already at the early stages of P2PSIP standardization.

This architecture served as the starting point for the work in this dis-

sertation. The architecture consists of components organized in different

layers. The components on the top layer of the figure include the appli-

cation protocols that are being run on top of the P2PSIP overlay network

service. The only application protocol usage that the P2PSIP working

group had defined at the time of writing this dissertation was SIP. The

application protocols interface the underlying overlay networking layer

through an API offering among other things data retrieval and storage

operations. The overlay networking layer contains two components: the

peer protocol and a DHT algorithm. Finally, the bottom layer, which is

called the connection establishment layer, contains one component: the

ICE protocol. ICE takes care of connection establishment for the peer

protocol and SIP.

The publications making up this dissertation extend the P2PSIP archi-

tecture shown in Figure 4.1 into a more complete framework architecture

for decentralized communications by proposing several new components

that were added to the architecture. The resulting extended framework is
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Figure 4.1. P2PSIP architecture
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Figure 4.2. Framework architecture for decentralized communications

shown in Figure 4.2.

As a part of the work on this dissertation, all of the components of the

framework were implemented. Some of the components, namely those

corresponding to the components of the P2PSIP architecture shown in

Figure 4.1, were implemented following existing or emerging standards

(SIP, ICE, and peer protocol), or previous research (the Chord DHT). The
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performance of these components was analyzed through measurements

and simulations. The rest of the components shown in Figure 4.2 are

components that were designed, and in many cases, contributed to stan-

dardization as a part of the work associated with this dissertation. For

each component of the framework, the figure also indicates the number

of the publication focusing on that specific component. In the figure, the

components have been divided into three categories using different colors.

The light grey color represents work that was carried out to analyze and

optimize delays in the framework. This includes the work on ICE, ICE

optimizations, session setup delay optimizations, SIP usage, distributed

VoIP service, and the extended API. The white color represents work on

various aspects of the overlay networking framework. This includes the

work on self-tuning, maintaining the Chord DHT, performance of the peer

protocol, and the service discovery usage. Finally, the dark grey color rep-

resents work on new use cases, including the CoAP usage for RELOAD

and the distributed M2M service. The subsections below will provide an

overview of the components on different layers of the figure starting from

the top layer, which is the Services layer.

4.1.1 Services

The top layer in Figure 4.2 contains the services that were, as a part of

the work on this dissertation, implemented on top of the application pro-

tocol usages located on the underlying application protocol support layer.

The services that were implemented include a distributed VoIP service

that utilizes the SIP application protocol usage and a distributed M2M

communication service that utilizes a novel CoAP application protocol us-

age that we defined. The performance of the distributed VoIP service is

analyzed in Publication V, whereas the distributed M2M communication

service is the topic of Publication VII.

4.1.2 Application Protocol Support

The second highest layer in Figure 4.2 is the application protocol sup-

port layer. This layer is responsible for defining how application protocols

interface with the underlying overlay networking layer. The application

protocol support layer consists of different protocol usages. The SIP us-

age provides the means to use SIP on top of the overlay networking layer.

SIP is used as the session establishment, instant messaging, and presence
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protocol for the distributed VoIP service described above. When running

SIP on top of the platform, the SIP usage for RELOAD [99] specification

is followed. The performance of the SIP usage has been studied in Publi-

cation V.

The main enabling protocol for the distributed M2M communication ser-

vice is CoAP. In order to be able to run CoAP on top of the platform, we de-

signed the CoAP usage for RELOAD [103]. The CoAP usage for RELOAD

is the topic of Publication VII.

The final usage on the application protocol support layer is the service

discovery usage. This component enables applications to discover services

from and register services in the overlay network. One service that is

necessary for any distributed system is a relay service that is required

due to the presence of NATs. In Publication VI, the author of this dis-

sertation describes a service discovery usage for RELOAD that is based

on ReDiR. The use case that Publication VI focuses on is a scalable dis-

tributed TURN relay service. Other examples of services that need to be

discovered from the overlay network include a presence service, transcod-

ing service, gateway service to client/server SIP networks, voice mail ser-

vice, and a HTTP/CoAP proxy service.

4.1.3 Extended API

Below the application protocol layer are the operations, that is, the API

that the framework provides to the application protocols. The basic set

of operations includes lookup, store, join, leave, and connection establish-

ment. We analyze the performance of these operations in Publication II.

The lookup and storage operations are used to implement data retrieval

and storage. In the case of SIP, these operations can be used to implement

a distributed SIP registrar service. A SIP endpoint uses the store opera-

tion to insert a mapping between its SIP URI and node-ID in the overlay.

Another SIP endpoint can then use the lookup operation for rendezvous.

The join and leave operations allow an application to join the overlay

network as either a peer or a client, and leave the overlay network.

The connection establishment operation provides an application a means

to establish a direct connection to another endpoint participating in the

overlay across NATs. The connections are established by exchanging ICE

candidates in the peer protocol messages across the overlay and by run-

ning ICE to discover a working path between the endpoints. Once the P2P

signaling protocol has established the connection, it hands the connection
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over to the application, which can then use the connection to exchange

data or application protocol messages with the remote endpoint. The con-

nection establishment operation is discussed in Publication V.

In addition to the basic set of the five operations described above, the

publications of this dissertation extend the API with a set of new opera-

tions. These include service discovery, service registration, and data tun-

neling.

The service discovery and registration operations are discussed in Pub-

lication VI. The service discovery operation allows an application to dis-

cover a service provider from the overlay, whereas the service registration

operation allows the application to register as the provider of a service in

the overlay.

The data tunneling operation is used to send a small amount of data

across the overlay without the need to establish a direct connection be-

tween the sender and the receiver. The data is carried in the payload of

a P2P signaling protocol message that is in this dissertation referred to

as the Tunnel message. The tunnel operation is used extensively by the

CoAP usage for RELOAD that is described in Publication VII.

4.1.4 Overlay Networking

Underneath the API layer sits the overlay networking layer. The compo-

nents on this layer include the Chord DHT algorithm, peer protocol, self-

tuning, and session setup optimization components. These components

will be discussed in more detail in the subsections below.

Chord DHT

A DHT algorithm implements the topology of the overlay network. In the

publications of this thesis, the Chord DHT algorithm has been used since

the P2PSIP working group has adopted it as the mandatory-to-implement

DHT algorithm. As was discussed in Section 3.1.4, one of the major prob-

lems for DHTs is the problem of churn. To efficiently cope with churn,

the parameters of the DHT such as the maintenance interval need to be

configured appropriately. In Publication I, we have studied the impact

of different maintenance intervals and churn rates on the performance of

P2PSIP.
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Peer Protocol

The overlay networking layer uses the P2PSIP peer protocol to send and

receive messages, and to establish connections. During the research for

this dissertation, two peer protocols were implemented. In the early phases

of the work, the P2PP protocol was used. P2PP was one of candidates for

the P2PSIP peer protocol in the early stages of P2PSIP standardization.

Later, also the RELOAD protocol was implemented following the decision

of the P2PSIP working group to merge P2PP with RELOAD and adopt

RELOAD as an official working group item. We have studied the perfor-

mance of the peer protocol especially in Publication III, in which we focus

on the performance of RELOAD in mobile environments.

Self-tuning

As was discussed in 3.1.4, self-tuning is a process through which a DHT

algorithm adjusts its parameters to match the operating conditions of the

overlay. In the framework, it is the task of the self-tuning component to

implement this behavior. The prerequisite for self-tuning is the ability to

estimate the operating conditions of the overlay. Publication IV proposes

novel mechanisms for operating condition estimation. We have specified

self-tuning extensions for RELOAD in [138].

Session Setup Optimizations

The research in Publication V demonstrated that P2PSIP session setup

delays can be unacceptably high. To address this issue, the author of this

dissertation developed novel mechanisms for reducing the session setup

delay in Publication VIII. A summary of these mechanisms will be pre-

sented in Section 4.6.

4.1.5 Connection Establishment

Beneath the overlay networking layer sits the connection establishment

layer. This layer consists of the ICE and ICE optimization components.

The sending and reception of all peer and application protocol messages

happens through the API that the connectivity layer exposes to the upper

layers.

ICE

The connection establishment layer relies on the ICE framework for es-

tablishing direct connections between peers located behind NATs and fire-

walls. ICE is also used for keepalive signaling. The impact of ICE on
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P2PSIP performance has been studied in Publication V.

Besides ICE, the connectivity layer also contains STUN and TURN server

implementations. To be able to utilize the distributed STUN and TURN

services provided by the overlay network, the ICE component needs to

learn the addresses of STUN and TURN servers. This information is

passed to the ICE component via the API of the connectivity layer follow-

ing a TURN service discovery procedure implemented using the service

discovery component of the framework.

ICE Optimizations

To further address the problem of high session setup delays that the ses-

sion setup optimization component (see Section 4.1.4) attempts to allevi-

ate, the author of this dissertation studied the impact of different ICE

parameters on the session setup delays in Publication VIII. These opti-

mizations are summarized in Section 4.6.

4.1.6 Summary of the Framework

The most important features of the framework are summarized below.

The self-tuning properties of the framework make it adaptive, scalable,

and resistant to churn and changes in the size of the overlay network.

Self-tuning addresses the challenges associated with providing DHT based

services in the real Internet.

The service discovery and registration component enables the provision

of new services in the overlay network. This makes it possible to offer

services such as a TURN relay service or an IMS gateway service to the

user population in a scalable manner.

The extended API of the overlay networking layer meets the needs of a

wide variety of application usages. To verify whether the API is generic

enough, three different usages, namely the SIP, CoAP, and service discov-

ery usages, were implemented as a part of the work on this dissertation.

The framework contains optimizations that allow it to meet the perfor-

mance requirements of different application protocols. Publication VIII

proposes optimizations that reduce the session setup and connection es-

tablishment delays, whereas Publication II introduces optimizations in-

creasing the reliability of lookup operations.

The design choices, implementation, and performance of the implemen-

tation of the framework and its components have been verified through

extensive testing in the real Internet, mobile devices and networks, and
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simulators.

When implemented together in the form of the proposed framework, the

new components that were designed as a part of the work on this disserta-

tion enable an overlay networking service to fulfill the requirements that

were stated out in Chapter 2.

The sections below will summarize the work on the components of the

framework. Publication I (Section 4.3) focuses on the Chord DHT. Pub-

lication II (Section 4.4) analyzes the performance of the basic version of

the API that the overlay networking layer exposes to application protocol

usages. Extensions to the API will be described in later sections. The

focus of Publication V (Section 4.5) is on the performance of ICE-based

NAT traversal and the SIP usage. Publication VIII (Section 4.6) describes

session setup and ICE optimizations. Publication IV (Section 4.7) de-

scribes our work on operating condition estimation and self-tuning. Pub-

lication VI (Section 4.8) deals with service discovery. Publication III (Sec-

tion 4.9) studies the performance of the peer protocol. Publication VII

(Section 4.10) is about the CoAP usage and the distributed M2M com-

munication service it enables. Finally, in Chapter 5, conclusions will be

drawn about the framework, focusing especially on the sum of its parts.

4.2 Setup for Analyzing the Performance of the Implementation of
the Framework

4.2.1 Implementing the Framework

In order to make the prototype implementation of the framework able to

run on as many devices and operating systems as possible, the framework

was implemented in the Java programming language. Java was chosen

since it made the effort of porting the implementation to environments

such as Java Standard Edition (J2SE) on desktop Linux and Windows,

Google Android, Java Micro Edition (J2ME), and embedded Linux sys-

tems easier. In experiments on mobile phones, the J2ME and Android

versions of the prototype were used. In PlanetLab experiments and in

experiments on Windows and Linux desktop computers, the J2SE version

was used. In the M2M experiments, the prototype was run on an embed-

ded Linux operating system on top of the CACAO Java Virtual Machine

(JVM) for ARM processors.
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As mentioned above, PlanetLab was used extensively in the experi-

ments. PlanetLab [170] is a global platform for deploying and evaluating

network services and protocols. At the time of writing this dissertation,

PlanetLab consisted of over 1000 Internet nodes at more than 500 sites

located all over the world. Researches are using PlanetLab to develop

among other things new peer-to-peer and distributed storage systems.

The main reason for selecting PlanetLab as the platform for the exper-

iments is that this made it possible to run the experiments on a global

scale with a high number of nodes.

4.2.2 Simulator

The author of this dissertation also implemented an event-driven, message-

level P2PSIP simulator around the framework. To enable running the

prototype in a simulated mode, a network abstraction layer that sits be-

low the connection establishment layer was designed. The abstraction

layer hides away the fact whether the framework is being run on top of

a real or simulated network socket layer. It also enabled the use of the

same codebase when running the framework in the simulator and on real

devices and networks. The simulator has been validated in Publication

VI.

4.2.3 Traffic Model

Many of the publications of this thesis use a similar traffic model. In the

experiments, P2P lookup traffic consists of lookups related to VoIP calls

and presence. Calls are modeled according to busy hour traffic volumes.

The number of busy hour call attempts per user is 2.21. This rate of call

attempts was chosen based on the results in [6, 47]: in [6], it is suggested

that VoIP users initiate 13 calls per day. Further, [47] states that 17%

of calls that a user initiates during a day can be used to represent busy

hour traffic. This results in a number of busy hour call attempts equal to

2.21. This figure is used as the mean rate for the arrival of calls, which is

modeled as a Poisson process.

For presence the traffic, the number of buddies that a user has in the

buddy list of her application is assumed to follow the power law distri-

bution, as reported in [128, 156] with an average of 22. This number of

buddies was chosen based on the results in [159]. After having joined the

overlay, each user initiates lookups to fetch the contact information of her
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buddies from the overlay. Since users typically call their friends instead

of strangers [44], it is assumed that 2
3 of the calls are placed to users on

the buddy list.

Chord Parameters

The size of Chord’s finger table and successor list were set to logN , where

N is the network size, based on the recommendation in [205]. Also a

Chord predecessor list is used to improve stability. The size of the prede-

cessor list is set to 1
2×logN to ensure that the probability that all predeces-

sors fail at the same time is low. When configuring the Chord maintenance

interval, the recommendation in [132] that roughly Ω(log2N) rounds of

stabilization should occur in the time it takes for N new peers to join

or N
2 peers to leave the overlay is followed. To configure the maintenance

interval, also the results of Publication I are used in addition to the above-

mentioned recommendation.

4.3 Maintenance of P2PSIP Overlays

As was discussed in Section 3.1.4, DHT algorithms are difficult to con-

figure. The primary challenge with configuring them is selecting an ap-

propriate frequency for the periodic maintenance routine that most DHTs

run to counter the negative effects of churn on performance. Churn and

the frequency of maintenance operations naturally impact also the per-

formance of P2PSIP overlays. This section will summarize the work in

Publication I on studying the impact of different churn rates and mainte-

nance intervals on the performance of a real-world P2PSIP overlay net-

work. Publication I was, to the best of the author’s knowledge, the first

study on the effects of churn and maintenance interval in a real-world

P2PSIP overlay network running in the Internet.

In the experiments carried out for Publication I, the performance of a

500-peer P2PSIP overlay running in the PlanetLab network was studied

using different churn rates and maintenance intervals. The churn rates

that were used correspond to user interarrival and departure times of

5s, 10s, and 30s. In a 500-peer overlay, these correspond to mean ses-

sion times of 42min, 83min, and 250min. Session time refers to the time

between the user joining the overlay and leaving it. The maintenance in-

tervals ranged between 15s and 360s. The performance metrics that were

measured include hop count, lookup delay, percentage of failed lookups,
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percentage of failed self-lookups, percentage of timed out requests, and

the ratio between maintenance traffic, lookup traffic, and total P2PP traf-

fic in the overlay. Maintenance traffic refers to the P2PP traffic gener-

ated by periodic DHT maintenance operations and maintenance traffic

generated by peers joining and leaving the system. Lookup traffic refers

to P2PP traffic generated by service-related lookup operations associated

with establishing calls and presence subscriptions; maintenance-related

lookups are not included in this figure. The total traffic includes all the

P2PP traffic exchanged in the overlay, that is, both maintenance traffic

and lookup traffic. Note that the experiments focused only on measuring

P2PP traffic, the traffic generated by SIP messages needed to set up and

tear down calls and presence sessions was not measured.

The findings in Publication I show that the dominant traffic type in a

P2PSIP overlay is the traffic generated by DHT maintenance routines.

The volume of traffic generated by lookups related to VoIP calls, instant

messaging, and presence is much lower. Depending on the churn rate and

maintenance interval, 80-98% of the traffic in the overlay is maintenance

traffic. Therefore, the percentage of maintenance traffic can be higher

than in other use cases of DHTs [61]. One implication of this is that

P2P algorithm optimizations that piggyback maintenance information in

lookup messages [151] are not efficient in a P2PSIP overlay due to the low

amount of lookup traffic.

The results in Publication I also indicate that the total amount of traffic

that a single peer processes in a P2PSIP overlay is relatively low. Even

at the highest churn rate and shortest maintenance interval, the average

incoming and outgoing traffic per peer is on the average only 355 kilo-

bytes per hour. Therefore, the bandwidth usage is low compared to many

other classes of P2P applications [114, 196]. This observation suggests

that the traffic load of P2PSIP should not pose a problem even for mo-

bile devices participating in a P2PSIP overlay. To verify this observation,

the performance of P2PSIP on mobile devices is studied in more detail

in Publication III.

The results also demonstrate the impact that churn has on lookup de-

lays. As churn increases, the routing tables of peers become less accu-

rate. This has the impact of increasing the path length (i.e., hop count) of

lookups. Too infrequent maintenance operations have the same impact;

if the maintenance rate is too low for the prevailing churn rate, routing

tables become inaccurate and path length and thus also the lookup delay
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increases. An inappropriate maintenance rate also results in a dramatic

increase in lookup errors; if the maintenance rate is too low, the failure

rate can become so high that the lookup service provided by the overlay

becomes in practice unusable. A perhaps more surprising finding is that

also too frequent maintenance operations result in an increase in lookup

failures. The explanation for this is that when the maintenance rate is

high, peers that become unresponsive due to temporary overload are re-

moved from the routing tables of other peers rather aggressively. Once the

nodes become responsive again, they are inserted back. This instability

results in a considerable increase in the amount of failed lookups.

The above-described challenges with selecting an appropriate mainte-

nance rate demonstrate the need for a solution that can adapt (i.e., self-

tune) the maintenance rate as a function of churn rate and other changing

operating conditions. Section 4.7 will describe our work on mechanisms

enabling self-tuning.

The results in Publication I indicate that path error is clearly a more

common reason for lookup failures than other errors such as timeouts,

exceeded Time-To-Live (TTL) limits, and routing loops. A path error refers

to a forwarding error at one of the intermediate nodes forwarding a peer

protocol request towards its final destination. Further, reverse path errors

are very rare compared to forward path errors. This observation is very

relevant for P2PSIP, as reverse path errors have been considered as an

obstacle for using the recursive routing mode in P2PSIP.

Yet another conclusion of the results in Publication I is that the lookup

failure rate is rather high even when the optimal maintenance interval is

used at the lowest churn rate. This suggests that P2PSIP would greatly

benefit from additional reliability mechanisms for lookups. To address

this issue, the impact of end-to-end lookup retransmissions was studied

in Publication II.

The results on P2PSIP lookup delays in Publication I also called for a

more detailed analysis of P2PSIP session setup delays. Such an analysis

is carried out in Publication II and Publication V.

To summarize, the work in Publication I contributed to the understand-

ing of the impact of churn and maintenance interval on P2PSIP, to the

understanding of how to best configure a P2PSIP overlay and how the

traffic in a P2PSIP overlay differs from other P2P systems. It also iden-

tified areas of research that demanded further attention, including self-

tuning, reliability mechanisms, performance of P2PSIP on mobile devices
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and networks, and a detailed analysis of P2PSIP session setup delays.

4.4 P2PSIP Delays

Due to the O(logN) lookup cost of DHTs, a P2PSIP system has inherently

higher delays than a client/server SIP system, where the lookup cost is

O(1). In a P2PSIP overlay, the relevant delays from the viewpoint of user

experience include the delay of joining the overlay, the session setup de-

lay, and the delay associated with leaving the overlay. The join delay

influences the time between the user launching the P2PSIP application

and the user being able to initiate the first call. The session setup delay

influences the time it takes for the user to establish for instance calls, chat

sessions, and presence subscriptions. The leave delay affects the time it

takes for the P2PSIP application to close. This is because the application

needs to inform other peers of the user’s departure from the overlay. In

a client/server SIP system, the delay corresponding to the join delay is

the registration delay. The delay corresponding to the leave delay is the

de-registration delay. All of these delays are studied in Publication II. To

the best of the author’s knowledge, Publication II was the first study that

analyzed the delays in a real-world, global-scale P2PSIP overlay. In ad-

dition, also to the best of the author’s knowledge, it was the first study

that compared the performance of P2PSIP and client/server SIP in the

real Internet.

In the experiments carried out in Publication II, the performance of a

P2PSIP overlay running in PlanetLab was studied. Three different net-

work sizes, 250, 500 and 1000 peers, and 6 different churn rates corre-

sponding to user interarrival and departure times between 1s and 40s

were used. In addition to the P2PSIP measurements, also delays in a

client/server SIP system that was facing similar load as the P2PSIP over-

lay were measured.

The results in Publication II show that the P2PSIP join operation de-

lay can be multiple, 11-20, times higher than the SIP registration delay.

The average P2PSIP session setup delay is 2.4-5.0 times higher than the

average SIP session setup delay and the average P2PSIP leave operation

delay 11-14 times higher than the SIP de-registration delay.

The results also indicate that at high churn rates, the failure rate of

P2PSIP lookup operations becomes unacceptably high even though the

failure rate remains at zero in a client/server SIP system facing the same
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Figure 4.3. Lookup delay as a function of network size

load. In the extreme case, that is, in a 250-peer overlay where the aver-

age session time is 4 minutes, over 17% of lookup operations fail. It was

also discovered that the dominant reason for a lookup failure is that the

lookup gets routed to an unstable peer, that is, to a peer that is in the

middle of the process of joining or leaving the overlay. This observation

suggests that an efficient way to deal with the majority of lookup failures

is to route around unstable peers by repeating the lookup operation im-

mediately after the unstable peer is detected. To enable such detection,

we added an explicit notification that informs the peer that originated the

request about the unstable peer on the routing path. This strategy is very

efficient; it eliminates nearly all of the errors caused by unstable peers in

the routing path. As an example, in the above-mentioned case where over

17% of lookups failed, the failure rate was brought down to roughly 2%.

Based on the results on measuring the lookup delay in networks of dif-

ferent sizes, it is possible to predict how the lookup delay will behave

when the network size increases further. This prediction is depicted in

Figure 4.3, which shows the lookup delay as a function of network size.

The figure is based on the results of experiments with a user interar-

rival and departure time of 5s. The x-axis of the figure uses logarithmic

scale. The figure was created by fitting a logarithmic curve to the mea-

surement results of Publication II. In the measurements, a large number
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Figure 4.4. Percentage of failed lookups as a function of session time

of delay values were obtained for each network size. The differences be-

tween the measured delay values are statistically significant. However, it

must be noted that the prediction of delay values in Figure 4.3 should be

considered as approximate since the predicted values have been obtained

through extrapolation. From the figure, we can observe that the delay

appears to grow in a logarithmic fashion and remain reasonable even in a

network of 1000 million peers.

In Figure 4.3, also the theoretical average path length of messages in a

Chord DHT is depicted. According to [205], the theoretical average path

length is 1
2 × log2(N). Based on this information, the average lookup delay

can be calculated by multiplying the average path length with the average

delay of exchanging messages between two overlay peers, which was ob-

tained from the measurement results of Publication II. The lookup delay

predicted using the theoretical average path length is depicted in Figure

4.3. From the figure, one can observe that the two predictions seem to be

fairly close to each other. The reason why the delay obtained through ex-

trapolation is slightly higher is explained by the fact that in a real-world

DHT, the average path length is higher than the analytical model pre-

dicts since temporary instability caused by churn increases the average

path length.

Figure 4.4 predicts how the lookup failure rate will behave as a function
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of the session time. The figure includes session times ranging from five

minutes to 16 hours and network sizes ranging from 100 peers to 100 mil-

lion peers. The y-axis in the figure uses logarithmic scale. In the same way

as in the case of Figure 4.3, the prediction for the lookup failure rate was

created by fitting a logarithmic curve to the measurement results of Pub-

lication II, from which the percentage of failed lookups can be obtained

as a function of network size. The differences between the measured fail-

ure rates are statistically significant. However, it must be noted that the

prediction of lookup failure rates in Figure 4.4 should be considered as ap-

proximate since the predicted values have been obtained through extrap-

olation. From the figure, one can observe that, as can be expected, the

lookup failure rate increases as the mean session time decreases. This

is because shortening the session time increases the frequency of peer

arrivals and departures (i.e., churn). The instability caused by churn re-

sults in an increase in the failure rate. One can also see that for any

given session time, the percentage of failed lookups grows as a function

of network size. As an example, when the session time is 10 minutes, the

failure rate in a 100 peer overlay is 1.42% and 11.33% in a 100 million

peer overlay. Maintaining a large network in a stable state requires more

frequent maintenance operations than maintaining a smaller network ex-

periencing the same mean session time; as was discussed in Section 3.1.4,

a Chord network that is in a ring-like state stays in the ring-like state

as long as nodes execute Ω(log2N) rounds of maintenance operations in

the time it takes N new nodes to join or N
2 nodes to leave the system. In

a larger network, peers see node failures, departures, and arrivals more

frequently in their routing tables than in a smaller network experiencing

the same mean session time. Despite of the higher frequency of mainte-

nance operations in larger overlays, the more frequent changes in rout-

ing tables result in more lookup timeouts, path errors, and exceeded TTL

limits. This explains the higher failure rates for larger network sizes in

Figure 4.4. From the figure, one can also conclude that when the mean

session time is extremely low (less than around 10 minutes), the failure

rates become so high for all network sizes except for the smallest ones that

the lookup service that the overlay provides becomes in practice unusable.

In contrast, for mean session times higher than around 60 minutes, which

translates to mean peer interarrival and departure times of 1.8s – 14.4s

depending on the network size, the lookup failure rate is rather low for all

network sizes.

92



Framework Architecture for Decentralized Communications

Publication II also derived insights for P2PSIP protocol design. First,

due to the high lookup failure rate under heavy churn, additional relia-

bility mechanisms are needed to achieve acceptable performance. Second,

P2PSIP also benefits from a mechanism that can quickly recover from un-

stable peers on the routing path. We proposed a mechanism to address

these two concerns and showed that it can considerably reduce the lookup

failure rate. Finally, rather than focusing on optimizing only the lookup

delay, attention should also be paid to the high P2PSIP join and leave

operation delays.

To summarize, the work in Publication II contributed to the understand-

ing of the magnitude of different delays in a P2PSIP overlay and how they

compare to the corresponding delays of client/server SIP. Both the impact

of churn and network size on the delays was studied. Publication II also

analyzed the failure rate of lookups, showed that it can be unacceptably

high, and proposed a mechanism that addresses the problem. Further,

insights were derived for P2PSIP protocol design. One topic that Pub-

lication II left as future work is the impact of NATs on P2PSIP delays.

This has been analyzed in Publication V, which will be summarized in

Section 4.5.

4.5 P2PSIP and NAT Traversal

Previous research on the performance of P2PSIP has assumed that all

peers are publicly reachable (see Section 3.4.4). The same assumption was

made in the work on P2PSIP delays in Publication II. To gain an under-

standing of the impact of NAT traversal on P2PSIP session setup delays,

the ICE NAT traversal framework was implemented and integrated into

the P2PSIP prototype used in the publications of this dissertation. Next,

experiments were carried out in PlanetLab using the prototype. The re-

sults of these experiments are reported in Publication V.

To the best of the author’s knowledge, Publication V was the first study

on the impact of ICE on P2PSIP performance. In the experiments car-

ried out for Publication V, mobile phones and personal computers located

behind NATs participated as clients in a 1000-peer P2PSIP overlay net-

work running in PlanetLab. The mobile phones were using Third Gen-

eration (3G) High-Speed Downlink Packet Access (HSDPA), whereas the

laptops were connected to the Internet through Asymmetric Digital Sub-

scriber Line (ADSL) connections. The focus was on measuring the ses-
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sion setup delays between the mobile phones and laptops. In addition

to measuring P2PSIP session setup delays, also session setup delays in

a client/server SIP system were measured using the same setup. In the

SIP measurements, the P2PSIP overlay was replaced with a centralized

SIP proxy-registrar server. This resulted in four different access network

and SIP architecture combinations: mobile P2PSIP, wired P2PSIP, mobile

client/server SIP, and wired client/server SIP. For each combination, four

different scenarios were studied: (1) both nodes are publicly reachable and

do not use ICE (no ICE), (2) both nodes are publicly reachable and use ICE

(no NATs), (3) both nodes are behind NATs with Endpoint Independent

Mapping and Filtering behavior (EIMF NATs), and both nodes are behind

NATs with Address and Port Dependent Mapping and Filtering Behavior

(APDMF NATs). The results of the measurements are summarized below.

The mere act of enabling ICE between two publicly reachable P2PSIP

nodes makes the P2PSIP session setup delay multiple times larger com-

pared to the case that ICE is not used. As an example, for the wired

P2PSIP scenario, the delay becomes 4.4 times larger. This is because

enabling ICE adds several new components to the call setup delay, in-

cluding ICE candidate gathering for SIP, exchange of ICE candidates for

SIP across the overlay, performing the ICE negotiation for SIP, candidate

gathering for RTP, and ICE negotiation for RTP.

If the nodes are behind EIMF NATs, the session setup delay increases

further. This happens since due to the presence of NATs, ICE connectiv-

ity checks between the highest priority candidate pairs (that is, the host

candidates) fail. Due to this failure, the ICE negotiation will continue un-

til a pre-defined first time limit called the soft deadline is reached. The

purpose of the soft deadline is to give ICE additional time to discover a

relay-free path between the nodes. If such paths have been discovered

when the soft deadline is reached, the path having the highest priority is

selected and ICE is concluded. If no relay-free path has been discovered

when the soft deadline is reached, ICE processing will continue.

The highest delays occur when both of the nodes are behind APDMF

NATs. In this case, it is not possible to find a relay-free path. Therefore,

the ICE negotiation will continue even after the soft deadline is reached.

The processing will continue until a point in which all ICE checks have

either succeeded or timed out. This point is called the hard deadline. The

hard deadline is dictated by the default values of STUN and ICE timers,

the number of allowed STUN request transmissions, and the maximum
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allowed number of connectivity checks. If using the default values, it

occurs roughly after 10 seconds from the beginning of the connectivity

checks.

The main reason behind high P2PSIP session setup delays is the fact

that the ICE negotiation is done twice: first for SIP and later for RTP.

Therefore, an efficient strategy for reducing the delay would be to find a

way to eliminate one of the negotiations. Section 4.6 will summarize the

work that the author of this dissertation has done on such optimizations.

ICE also paces connectivity checks differently for SIP and RTP. For SIP

(and for non-RTP sessions in general), the ICE RFC specifies that the

minimum interval between STUN transactions is 500ms. For RTP, the

minimum is 20ms. The higher interval has the effect of slightly increasing

the ICE negotiation delay for SIP. Thus, one way to reduce the ICE delay

for SIP would be to use a more aggressive STUN transaction interval. The

author of this dissertation has studied such an approach in Publication

VIII.

A further factor impacting the delays is the location of the TURN server.

In client/server SIP, a provisioned TURN relay of the user’s SIP domain

is typically used. This relay is usually geographically close to the user.

However, in P2PSIP, the TURN server is selected from the P2PSIP over-

lay randomly without taking geographical proximity into account. This

results in higher delays for P2PSIP than client/server SIP. Consequently,

P2PSIP would benefit from the ability to find a TURN server that is close

to the nodes wishing to establish a connection.

In the mobile P2PSIP and SIP scenarios, all the components of the

session setup delay are clearly higher than when fixed ADSL access is

used. In a cellular (HSDPA) access network, the individual components

of the delays are 1.5-11.8 times higher. In a cellular network, also the

fact whether the terminal has a dedicated radio channel allocated when it

starts the ICE checks and other signaling procedures impacts the delays.

Publication V also compared the P2PSIP and SIP session setup delays

to ITU-T recommendations. ITU E.721 [96] recommends an average delay

of 8.0s with a 95th percentile of 11.0s for international calls. Compared to

these recommendations, the delays of mobile P2PSIP are never acceptable

when ICE is used. When ICE is enabled, the delays of wired P2PSIP are

acceptable only when the peers are not located behind NATs. For wired

and mobile client/server SIP, the delays are acceptable as long as the hosts

are not located behind the most restrictive types of NATs (i.e., APDMF
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NATs).

To summarize, Publication V showed that when ICE is used, P2PSIP

session setup delays become in many cases unacceptably high. This find-

ing is in stark contrast with previous research that has studied the per-

formance of P2PSIP in NAT-free environments without using ICE. Publi-

cation V identified the main reasons causing the delays to be so high and

suggested ways to reduce the delays. It also compared the session setup

delays of P2PSIP to client/server SIP and showed that also the delays

of client/server SIP become unacceptably high when the most restrictive

types of NATs are involved. Based on the findings in Publication V, it was

evident that future work would be needed to design mechanisms that can

reduce the P2PSIP session setup delay. Section 4.6 will summarize the

work that the author of this dissertation has done on such mechanisms.

4.6 Reducing P2PSIP Session Setup Delays

Publication V showed that P2PSIP session setup delays can be unaccept-

ably high when the communicating hosts are behind NATs. Thus, there is

a need to develop mechanisms to bring the delays down. In this section,

the work that the author of this dissertation did in Publication VIII will

be summarized. In this work, novel mechanisms that can dramatically

reduce P2PSIP session setup delays were developed.

Publication VIII studies nine different scenarios applying various opti-

mizations that the author of this dissertation developed. The optimiza-

tions attempt to reduce the P2PSIP session setup delay. The performance

of the optimizations is analyzed through simulations using the P2PSIP

simulator developed as a part of the work on this dissertation. The size

of the simulated overlay was 5000 peers. During the simulations, the

overlay was experiencing churn corresponding to peer online time of eight

hours. Three different NAT configurations were used. In the No NATs

configuration, both communicating parties were publicly reachable. In

the EIMF NATs configuration, the parties were located behind NATs with

Endpoint Independent Mapping and Filtering (EIMF) behavior. Finally,

in the APDMF NATs configuration, the hosts were located behind NATs

with Address and Port Dependent Mapping and Filtering (APDMF) be-

havior. In the simulations, the nodes establishing P2PSIP sessions were

using 3G HSPDA cellular radio access.

The baseline scenario is Unoptimized P2PSIP. In this scenario, no opti-
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mizations are used. This scenario corresponds to the one that was studied

in Publication V.

In the Timers & Joint Candidate Gathering scenario, the interval, called

Ta, that ICE uses to pace STUN transactions for non-RTP sessions is

modified. Further, ICE candidates are gathered simultaneously for SIP

and RTP. The performance improvement that this scenario achieves was

found to be rather minor.

The Reuse ICE Result scenario reuses the result of the ICE connectivity

checks for SIP when prioritizing the ICE candidate pairs for RTP. This

strategy turns out to be rather efficient especially in the APDMF NATs

configuration, reducing the delay by 30%. However, the optimization is

less efficient in the other NAT configurations since in them, the ICE ne-

gotiation delay is not as dominant a component of the session setup delay

as in the APDMF NATs configuration.

In the SIP and RTP Mux scenario, SIP and RTP are multiplexed on the

same port. This strategy eliminates the need to perform one of the ICE

negotiations. Depending on the NAT configuration, it reduces the delay

by 17-38%.

In the SIP via Overlay (SvO) scenario, SIP messages are sent across the

overlay encapsulated in RELOAD messages. This strategy turns out to be

surprisingly efficient, outperforming even the SIP and RTP Mux scenario.

It cuts the session setup delay by 36-43% compared to the Unoptimized

P2PSIP scenario, depending on the NAT configuration.

In the next two scenarios, called SvO Rc=6 and SvO Rc=5, the SvO sce-

nario is still used. However, additionally, the number of STUN request

transmissions, which is controlled by the STUN Rc parameter, is reduced

from 7 to 6 and 5. In the SvO Rc=5 N=50 scenario, also the maximum

number of ICE connectivity checks, N, that a host can perform is limited

to 50. The SvO Rc=5 N=50 scenario results in the greatest improvements,

reducing the delay by 36-62% compared to the Unoptimized P2PSIP sce-

nario.

In the final scenario, SvO SigComp, in addition to the use of the SvO

Rc=5 N=50 optimization, SIP messages are compressed using SigComp.

This strategy turns out to be the most efficient one, cutting the delay by

41-64% depending on the NAT configuration.

Similar to Publication V, Publication VIII also compared the delays of

the best performing SvO SigComp scenario to ITU-T recommendations for

call setup delays. According to ITU E.721 [96], the average delay should
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be no more than 8.0s and the 95th percentile no more than 11.0s for inter-

national calls. The set of optimizations that SvO SigComp uses brings the

delays below or down to the 8.0s limit in the No NATs and EIMF NATs

NAT configurations. In the APDMF NATs scenario, the delay remains

slightly higher than the ITU-T recommendations even if the optimizations

bring the delay down by 20 seconds (64%). This is because when the nodes

are using cellular access, as they were in the simulations, it is difficult to

reduce the delays even lower than this due to the high cost of sending

data over the radio interface. However, the situation changes when the

nodes are located in fixed (ADSL) access networks; in this scenario, the

optimizations reduce the delay of also the APDMF NATs scenario down to

levels that are in line with the ITU-T recommendations.

Publication VIII also compared the delays that the proposed optimiza-

tions achieve to the session setup delays of client/server SIP. The findings

include that, perhaps unexpectedly, the SvO SigComp scenario produces

lower session setup delays in the APDMF NATs scenario than unopti-

mized client/server SIP.

To summarize, Publication VIII developed mechanisms and optimiza-

tions that can successfully bring P2PSIP session setup delays down to

levels that are acceptable even when compared against the strict ITU-T

recommendations for call setup delays.

4.7 Self-tuning

As was discussed in Section 3.1.4, DHT-based systems are non-trivial to

configure. Even if the system is correctly configured for one set of oper-

ating conditions, this configuration will not remain optimal if the operat-

ing conditions change. These challenges were evident in the experiments

on the impact of churn and maintenance interval on P2PSIP that were

summarized in Section 4.3. Based on these experiments, a DHT would

greatly benefit from the ability to adapt its parameters as the operating

conditions such as churn and network size change.

A prerequisite for adaptive behavior is the ability to estimate the pre-

vailing operating conditions of a running overlay network. Section 3.1.4

presented an overview of such mechanisms. An ideal mechanism for esti-

mating operating conditions would be able to form an accurate picture of

the status of the overlay using only information that is locally available

to a peer. Use of only local information, that is, passive approach to op-
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erating condition estimation is preferable over active approaches since in

the latter, each peer needs to perform frequent measurements in the over-

lay. The cost of such measurements is that they introduce extra traffic to

the system. Due to this reason, we chose to focus on passive approaches

in our work on operating condition estimation. This work is documented

in Publication IV and will be summarized in this section.

Publication IV starts by evaluating the accuracy of existing passive ap-

proaches to operating condition estimation and continues by designing

new mechanisms that have improved accuracy. The performance evalu-

ation of the mechanisms is done through simulations. The simulations

were carried out using the P2PSIP simulator that the author of this dis-

sertation developed. The maximum size of the simulated overlay was

10000 peers. All peers were assumed to be located behind P2P-friendly

NATs (i.e., NATs using endpoint independent mapping and filtering be-

havior). During the simulated period of time, the overlay was experienc-

ing different levels of churn. In Publication IV, different configurations

of estimation mechanisms were studied. These configurations and their

performance are summarized below.

In the Basic configuration, existing, unoptimized Network Size (NS),

Join Rate (JR), and Leave Rate (LR) estimation mechanisms were used.

The accuracy of these estimates was found to be rather poor. The leave

rate estimation mechanism had the greatest inaccuracy, which was found

to be the result of two factors. First, newly joined peers produce very

inaccurate leave rate estimates. This is due to the fact that leave rate es-

timation is done based on node failures that a peer observes in its routing

table. Such failures are recorded in a data structure called the failure his-

tory. Since a newly joined peer typically has no or very few entries in its

failure history, it produces a very inaccurate leave rate estimate. Second,

the temporary instability caused by churn causes peers to overestimate

the leave rate. This is because peers add too many failures to their failure

histories.

In the LR Optimizations configuration, several new techniques were ap-

plied. First, to improve their leave rate estimates, peers joining the over-

lay bootstrap their failure histories by downloading the failure history of

the admitting peer (i.e., the peer that helps the joining peer in joining the

overlay). Second, the identities of failed peers are stored in the failure

history to prevent the same peer from being added multiple times to the

failure history. This can happen due to the instability caused by churn.
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Third, the entries in the failure history were allowed to age, that is, to

have a weight inversely proportional to their age in the leave rate estima-

tion algorithm. Fourth, the network size at the time when a given failure

was observed was stored in the failure history. This historic value was

then used when calculating the leave rate estimate. Our results show

that these four mechanisms improve the accuracy of the estimate consid-

erably.

The Two NS Estimates configuration focuses on the network size esti-

mate. In addition to using the density of node-IDs to calculate a primary

network size estimate, also the distance of finger pointers from their ideal

positions is utilized to produce a secondary network size estimate. The

final estimate is calculated as a weighted average over the primary and

secondary estimates. The improvement this mechanism achieves over the

Basic configuration was found to be rather small. However, the mech-

anism can still be useful in situations where using only one estimate is

unreliable. This can happen for instance when the neighbor table of a

peer does not have enough entries for the node-ID density based size esti-

mation mechanism to produce a reliable estimate.

In the Estimate Sharing configuration, peers share their NS, JR, and LR

estimates by piggybacking them on overlay stabilization messages. The

final estimate is calculated as a weighted average over the shared esti-

mates. This configuration achieves a considerable further improvement

compared to the previous configurations.

In the final configuration, called All Optimizations, several new mecha-

nisms are introduced. First, peers use the 75th percentile of the received

estimates as the final estimate. The 75th percentile is used rather than

the median or average since it captures changes faster. Second, the failure

detection mechanism is improved so that it handles differently timeouts

that occur because of a routing error and timeouts that occur because a

peer has left the overlay or crashed. Third, the failure detection mech-

anism was also improved to differentiate between connections that are

terminated due to a peer leaving from the overlay and connections that

are terminated because the remote peer is no longer within the appropri-

ate range in the routing table. Fourth, joining peers used the leave rate

estimates of the admitting peers in addition to relying on the downloaded

failure history. Fifth, failure histories were periodically cleared if the en-

tries in them were very old.

The comparison between the five configurations discussed above showed
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that the All Optimizations configuration produces the most accurate es-

timates. Compared to the Basic configuration, it achieves a 239%, 55%,

and 515% improvement for the network size, join rate, and leave rate es-

timates, respectively.

To summarize, existing passive approaches to operating condition esti-

mation are not accurate enough. Their biggest shortcoming is that they

do not perform well under churn. The mechanisms presented in Publi-

cation IV achieve a considerable performance improvement compared to

previously proposed mechanisms. One important finding is that in order

to improve accuracy, it is necessary for peers to share their estimates by

piggybacking them to overlay maintenance messages and to use statisti-

cal mechanism to process the shared data. The benefit of piggybacking is

that it does not add new messages to the overlay.

An important use case for operating condition estimation is self-tuning

of DHT parameters. In the case of the Chord DHT, the network size esti-

mate is needed to select an appropriate size for the finger table, successor

list, and predecessor list. For choosing an appropriate maintenance in-

terval, all the three estimates, network size, join rate, and leave rate, are

needed. In [138], we specify self-tuning extensions for the mandatory-to-

implement Chord DHT of RELOAD. These extensions set the size of the

finger table to max(log2N, 16) and the sizes of the predecessor list and the

successor list to log2N . The maintenance interval is set to

min(
N

2× μ× log22N
,

N

λ× log22N
) (4.1)

,

where N is the network size estimate, μ is the join rate estimate, and λ

is the leave rate estimate.

When applying the mechanisms proposed in Publication IV, the network

size estimate is accurate within 10.6% of the real network size. This es-

timate is accurate enough for the self-tuning use case. This is because

a logarithm of the estimate is used in the equations that determine the

size of the routing table and the maintenance interval. Thus, the effect

of a 10.6% inaccuracy is very small. For the join rate and leave rate esti-

mates, the mechanisms in Publication IV detect sudden decreases in the

join and leave rates with a delay. However, in the self-tuning use case,

this delay is not a problem since it does not compromise the stability of

the overlay. This is because there is no harm in having a maintenance

rate that is slightly higher than necessary during the period that it takes
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from the mechanisms to detect the sudden decrease. What is more impor-

tant is the ability to detect sudden increases in the join and leave rates

quickly. If not considering the periods when the join and leave rates sud-

denly drop to zero, the mechanisms proposed in Publication IV produce a

join rate estimate that is accurate within 21.6% of the real join rate. The

leave rate estimate is accurate within 25.0% of the real leave rate. The

results in Publication IV show that the join rate estimate is very respon-

sive to increases in the join rate. Therefore, the 21.6% average inaccuracy

does not create a problem for the self-tuning use case. However, the leave

rate estimate reacts to increases in the leave rate with a delay. There-

fore, even if the 25% average inaccuracy of the leave rate estimate is in

practice not an issue for the self-tuning use case, the slow responsiveness

may be an issue if the leave rate increases very rapidly. One strategy

for increasing the responsiveness is to adopt the maximum (or alterna-

tively, 95th percentile) of the shared leave rate estimates as the estimate

based on which the maintenance interval is determined. This strategy

was found to improve the responsiveness considerably in the experiments

of Publication IV, although it tends to overestimate the leave rate. Future

work on operating condition estimation could focus especially on improv-

ing the responsiveness of leave rate estimation to rapid increases in the

leave rate.

4.8 Service Discovery and Registration

As was discussed in 3.1.5, P2PSIP nodes need to be able to discover ser-

vice providers from the overlay. Service discovery needs to be performed

in a way that balances the load evenly among the service providers and

among nodes storing the records of the service providers. Further, ser-

vice discovery must not take an excessive amount of time and it must not

cause a significant traffic load on the overlay. Achieving these goals is

non-trivial in the case of popular services such as a TURN relay service,

in which only 10% [51] of the nodes may be capable of providing the ser-

vice and 100% of the node population needs to be able to discover a TURN

relay service provider.

To enable more efficient service discovery in P2PSIP, the author of this

dissertation defined a service discovery usage for RELOAD that uses ReDiR

in a RELOAD overlay network in Publication VI. To the best of the au-

thor’s knowledge, this was the first proposal to develop a generic service
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discovery mechanism for RELOAD. In addition, Publication VI was the

first to analyze the performance of ReDiR in a RELOAD overlay network.

It also developed a novel model to assist in configuring ReDiR. To the best

of the author’s knowledge, Publication VI was the first to propose such a

model. The work in Publication VI will be summarized below.

In Publication VI, the performance of ReDiR in a P2PSIP overlay net-

work was studied through simulations using the P2PSIP simulator writ-

ten by the author of this dissertation. Three different network sizes,

N=100, N=1000, and N=10000, were used. In the simulations, the im-

pact of ReDiR’s branching factor, starting level in the ReDiR tree, ser-

vice provider density (i.e., the percentage of service providers out of total

number of nodes in the overlay), and churn on ReDiR’s performance was

studied.

The results of the simulations indicate that the ReDiR branching factor

b has a significant impact on delays, traffic load, and the load of answering

ReDiR Get and Put requests. However, it has a smaller impact on the load

of service providers and only a minor impact on the failure rate of service

discovery and registration operations.

When it comes to the starting level, it was discovered in Publication VI

that the adaptive starting level selection algorithm that ReDiR uses has a

negative impact on performance and thus should be disabled if clients per-

form service lookups only infrequently, which is true in the TURN server

discovery use case. The starting level has a considerable impact on ReDiR

delays and failure rates. It also impacts the amount of ReDiR traffic and

the distribution of the load of answering Get requests among peers storing

the ReDiR tree nodes.

Also the size of the overlay network has an impact on ReDiR’s perfor-

mance, including delays, percentage of ReDiR traffic out of total traffic in

the overlay, failed ReDiR operations, load of answering ReDiR requests,

and the load of service providers. Regardless of the network size, branch-

ing factor, starting level and density of service providers, ReDiR fails to

distribute the load evenly among service providers.

Service provider density impacts ReDiR’s performance as well. Publi-

cation VI made the counter-intuitive finding that increasing the density

does not always result in better performance; especially very high den-

sities result in reduced performance. This is because when the service

provider density is high, the ReDiR tree becomes so densely populated at

the starting level and levels close to it that the average length of the up-
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ward and downward walks in the ReDiR tree increases. In addition, when

the density is low and a high number of service lookups are being carried

out, the peers storing ReDiR tree nodes can experience a very high load.

The main impact that churn has on ReDiR performance is increased

failure rate of ReDiR operations. Churn also impacts the distribution

of Get load and the load of service providers. This is because records

stored by leaving peers and clients served by leaving service providers

are transferred to some other node in the overlay, which on the average

doubles the load of that node.

The main conclusion of the experiments is that ReDiR is fairly difficult

to configure. If configured inappropriately, ReDiR can cause a high Get,

Put, and storage load on tree nodes at the lowest levels of the ReDiR tree.

If the number of service providers is low, the cost of being responsible

for a tree node can be high for a peer. The main ReDiR configuration

parameters are the branching factor b and the starting level lstart. The

values of these parameters should be selected so that they provide a good

match with the current network size and the density of service providers.

Since these values tend to vary over time, it becomes important to be able

to adapt the values of b and lstart.

To address the issue with selecting optimal values for b and lstart, a

novel adaptive mechanism was developed in Publication VI. As the first

step, the mechanism uses an algorithm that produces an estimate of the

number of service providers present in the overlay by observing the aver-

age number of service provider records at the starting level of the ReDiR

tree. This algorithm was shown to be able to produce an estimate that is

accurate within 9% of the real number of service providers.

Once the number of service providers has been estimated, the next step

is to determine the optimal values for b and lstart. The results of the sim-

ulations carried out for Publication VI pointed out two important find-

ings. First, the delay of service lookups is minimized when the majority

of service lookups finish at the starting level. Second, to achieve a good

distribution of load among peers processing the ReDiR Get requests, one

should aim at maximizing the number of service registration operations

that do not perform an upward walk in the ReDiR tree. Based on these

two findings, Publication VI devised an algorithm that can be used to se-

lect b and lstart values that maximize the probability that service lookups

finish at the starting level and that registration operations do not have an

upward walk.
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The proposed adaptive mechanism for configuring ReDiR was validated

through simulations. The results of the simulations show that the mech-

anism can accurately determine the best b and lstart combination for a

given number of service providers.

As a summary, the work in Publication VI contributed to the under-

standing of the performance of ReDiR in P2PSIP overlays. It also pointed

out previously unknown shortcomings in ReDiR. To address the most im-

portant shortcoming, that is, the difficulty of configuring ReDiR, a novel

mechanism that estimates the number of service providers present in the

overlay and configures ReDiR to achieve short service lookup delays and

good distribution of load among the peers storing the ReDiR tree was de-

veloped. Future work on ReDiR is needed to balance load better among

the service providers. One way to achieve better load balance is to re-

move the records of service providers experiencing a high load from the

ReDiR tree and insert the records back when there is capacity available

again. This mechanism avoids highly loaded service providers from be-

coming even more loaded and forces other service providers to contribute

their resources instead.

4.9 P2PSIP in Mobile Networks and Devices

As was discussed in Section 3.4.6, mobile networks and devices pose spe-

cial challenges for P2P applications. To gain an understanding of the

performance of RELOAD in such environments, measurements were car-

ried out in Publication III in which a mobile phone was participating in a

P2PSIP overlay. The focus was on determining whether mobile terminals

can participate as full peers (in contrast to being clients) in a RELOAD

overlay. Several metrics were analyzed, including memory usage, CPU

load, battery consumption, communication delays, and bandwidth usage.

To the best of the author’s knowledge, Publication III was the first study

to investigate the performance of RELOAD on real mobile networks and

devices.

In the measurements, a mobile phone participating as a full peer in a

10000-peer RELOAD overlay network was monitored. Peers other than

the mobile peers were simulated peers running on a server. The mean

session time of peers was eight hours. The P2PSIP application running on

the mobile phone was implemented using the Java Micro Edition (J2ME).

The phones were connected to the Internet using a 3G HSDPA connection

105



Framework Architecture for Decentralized Communications

with 2048 kbit/s downlink and 384 kbit/s uplink bandwidth.

The results in Publication III indicate that the memory usage of a J2ME

application using RELOAD does not pose a problem even for low-end mo-

bile phones; the Java heap size was found to vary between 547 and 767

kB. This figure includes all the memory used, including the application

itself, the routing table, resource records stored on the phone by other

peers, and so forth. It represents only a small fraction of the total mem-

ory available on low-end mobile phones that were available at the time

when the measurements were carried out.

Also the CPU load caused by the RELOAD application was measured

and compared to other mobile applications. The average CPU load that

the RELOAD application causes is 43% higher than for instance the load

caused by a non-P2P mobile instant messaging client. The main reason

for the higher CPU load was observed to be the cryptographic operations

(e.g., verification of certificates and signatures, and generation of signa-

tures) that RELOAD performs. Even if the CPU load is higher than for

applications like simple games and mobile instant messaging clients, it is

still acceptable if looking only at the average CPU load, which was 25.7%

in the measurements. However, the variance of the CPU load is very high

compared to other mobile applications. This is caused by frequent peri-

ods during which the CPU load reaches levels close to or equal to 100%.

These peaks are associated with the reception of RELOAD messages and

the cryptographic operations that their processing requires. The frequent

peaks cause for instance the 85th percentile CPU load to be as high as

94%.

The battery consumption of RELOAD was observed to be rather high;

the battery of a mobile device participating as a full peer in a RELOAD

overlay was drained in less than five hours. This implies high cost for a

mobile phone to act as a full peer. The reason for the high battery usage is

that RELOAD messages are exchanged so frequently over the radio inter-

face that the phone has very limited or no opportunities at all to transfer

to a low-power state. Instead, the network has to keep a dedicated radio

channel allocated for the phone in practice all of the time, which results

in maximum battery consumption.

The average size of RELOAD messages was observed to be 819 bytes.

The dominant component of RELOAD messages is the security block,

which contains certificates and signatures. The exchange of certificates

and signatures constitutes 84.1% of the traffic exchanged in the overlay.

106



Framework Architecture for Decentralized Communications

During a one-hour period, the mobile phone sent and received 1.1 MB of

RELOAD traffic. Thus, the amount of traffic does not appear to constitute

a problem considering the bitrates offered by 3G and later cellular radio

technologies.

Besides increasing the CPU load, cryptographic operations also increase

messaging delays. This is because the wall-clock time associated with

signing a RELOAD message was observed to be on the average 1.6s on

a mobile phone. The cost of verifying a signature was 0.2s. Thus, one

key finding is that RELOAD’s cryptographic operations represent a sig-

nificant cost when it comes to the traffic load, CPU load, and messaging

delays. This cost has not been taken into account in previous work, in

which security features have not been implemented.

The presence of mobile peers in a RELOAD overlay has a dramatic im-

pact on RELOAD delays. The presence of even a single mobile peer in

the routing path of a message can render the delays multiple times larger

compared to a case when all of the peers use broadband fixed access. In

a mobile-only overlay, the delays are even more dramatic. The results in

Publication III indicate that the cost of a DHT lookup in a mobile-only

1000-peer overlay is 14 times higher than in a RELOAD overlay consist-

ing only of peers running on PCs using fixed access.

To summarize, the work in Publication III made contributions to the

understanding of the performance of RELOAD on mobile phones and net-

works, especially when it comes to the cost of cryptographic operations,

identification of performance bottlenecks and non-bottlenecks on mobile

phones, and the impact that the presence of mobile peers has on the rout-

ing cost.

4.10 Distributed M2M Communication

The work that has been described in the previous sections has focused on

decentralizing a real-time person-to-person communication service. The

only protocol that has been run on top of the overlay network layer of the

framework described in Chapter 4.1 has so far been SIP. This section will

describe how to add another protocol, CoAP, to the framework. Including

CoAP makes it possible to use the framework to implement a distributed

M2M communication service. An important motivation for applying dis-

tributed algorithms to M2M communication is to be able to cope with the

exponential growth in the number of connected devices that is associated
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with the vision of the Internet of Things. To be able to meet this growth,

there is a need for new architectures that are highly scalable and have

self-* properties, such as being self-organizing, self-configuring, and self-

scalable.

This section will summarize our work on the CoAP usage for RELOAD

that we designed in order to be able to run CoAP on top of RELOAD and

thereby implement a decentralized M2M architecture. We originally pre-

sented the idea of the CoAP usage for RELOAD in Publication VII and

subsequently proposed it in the IETF in [103]. To the best of the author’s

knowledge, Publication VII was the first to propose the combination of

the CoAP and RELOAD protocols. In addition to defining the CoAP usage

for RELOAD, also a decentralized M2M communication architecture was

built around it in Publication VII. The main use case that Publication VII

considers is decentralized wide area sensor and actuator networking. As

a part of the work, the architecture was implemented and its performance

evaluated through simulations and measurements on real hardware and

networks.

The CoAP usage for RELOAD provides four basic functions. First, it

makes it possible to register CoAP resources in and retrieve them from

a RELOAD overlay. Second, it enables rendezvous between CoAP nodes

using dedicated ICE negotiated connections for CoAP. Third, it provides

an alternative rendezvous mechanism in which CoAP messages are tun-

neled across the RELOAD overlay. Fourth, it makes it possible to use the

RELOAD overlay as a cache for sensor data.

The proposed architecture for wide area sensor and actuator network-

ing is illustrated in Figure 4.5. In the architecture, three different types of

nodes, Proxy Nodes (PNs), Wide-area Nodes (WNs), and Gateway Nodes

(GWs) create a RELOAD overlay network. All these nodes are devices

equipped with cellular radio modules. They have one or more sensors or

actuators attached to them. The sensors are used for monitoring the en-

vironment, whereas the actuators are used for carrying out actions based

on analysis of the sensor data. The nodes use CoAP for M2M communi-

cation. The RELOAD overlay is used as a rendezvous, storage, and NAT

traversal mechanism for CoAP through the operations provided by the

CoAP usage for RELOAD. The difference between WNs and PNs, both of

which have a cellular radio interface, is that PNs have also a WSN ra-

dio interface through which they participate in a local WSN. The nodes

in the WSNs are referred to as Local Nodes (LNs). Since the PNs have
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Figure 4.5. Decentralized M2M architecture

both cellular and WSN radio interfaces, and since they are part of the

RELOAD overlay network, they can interconnect the CoAP nodes in the

LNs with all the other CoAP nodes in the system. Therefore, the RELOAD

overlay provides a P2P federation of the separate WSN islands. A GW

node, in addition to acting as a peer in the RELOAD overlay, also acts as

HTTP/CoAP proxy [39]. Thus, the GW node can provide web applications

an HTTP REST interface to the resources in the WSNs interconnected

by the RELOAD overlay network. The REST interface can be used for

instance by Monitoring and Control Nodes (MCNs) to manipulate the re-

sources in the system.

The proposed architecture was evaluated through simulations. For the

simulations, a version of the P2PSIP simulator that included a CoAP im-

plementation was used. The simulated overlay consisted of 2000-10000

PNs, each of which was connected to a WSN with 1-100 LNs. The PNs

were assumed to use 3G High-Speed Packet Access (HSPA) access. The

simulation assumed a road traffic and road condition monitoring use case,

in which WSNs are deployed to monitor local conditions in the Finnish

highway network. Each WSN has a PN that participates in the RELOAD

overlay. The actuators in a given WSN use not only local information, but

also information from other nearby WSNs as input for taking actions. For

this, the actuators establish CoAP observation relationships with sensors

in other WSNs.

109



Framework Architecture for Decentralized Communications

In the simulations, the performance of a RELOAD-based M2M commu-

nication architecture was compared to a traditional Client/Server (C/S)

architecture, in which all PNs in the local WSNs connect to a central data

center. Also the use of dedicated ICE-negotiated connections for CoAP was

compared to the use of tunneling of CoAP messages across the overlay.

This results in four different scenarios. In scenario (1), called RELOAD-

dedicated, all the PNs are part of a RELOAD overlay and dedicated ICE-

negotiated connections are used for CoAP observation relationships. In

scenario (2), called RELOAD-tunnel, no dedicated connections are set up

for CoAP observation relationships. Instead, all notifications from sensors

to their observers are tunneled across the RELOAD overlay in the payload

of RELOAD messages. In scenario (3), called C/S-dedicated, there is no

RELOAD overlay. Instead, a star topology in which all PNs communi-

cate with a central server is used. However, there is still a P2P aspect

present as dedicated CoAP observation relationships are established in a

P2P manner directly between the sensors and their observers. In scenario

(4), C/S-tunnel, no dedicated connections are used for CoAP. Instead, all

traffic, including CoAP notifications, are sent via the central server.

The results of the simulations show that when dedicated connections

are used for CoAP observation relationships, the communication delays of

client/server and decentralized systems are on the same level. The excep-

tion is the one-time cost associated with establishing a CoAP observation

relationship, which is more expensive in the decentralized system due to

the need to route RELOAD Fetch and Attach message across the overlay.

However, since this is a one-time cost, most use cases should be able to tol-

erate it. Therefore, in practice, when it comes to CoAP delays, the use of

a RELOAD overlay is no more expensive than the use of a central server

when dedicated connections are used for CoAP.

When CoAP messages are tunneled, which is an appropriate strategy

only when the volume of inter-device communication is low, the delays

associated with the decentralized architecture are higher. This is due to

the delay of sending CoAP messages over multiple hops across the overlay.

Thus, although tunneling CoAP across the overlay is an efficient strategy

when sending CoAP data rather infrequently to a remote node, it is not

suitable for real-time use cases where the delay between the sender and

the receiver needs to be minimized.

When it comes to the traffic load, a client/server architecture gener-

ates less traffic when the network is small and the volume of inter-device
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communication (i.e., CoAP messaging) is low. A client/server system also

places a lower load on the Radio Access Network (RAN). This is because

in a P2P system, each message goes through the RAN twice, in the RANs

of the sending and receiving peers. However, a client/server system scales

poorly as the network becomes larger or the volume of inter-device com-

munication increases. This is because the traffic load that the central

server needs to handle grows rapidly to levels that need considerable in-

vestments in capacity. In contrast, in a decentralized system, the load

of the PNs remains low compared to the maximum bitrate that the PN

has available even when the network is large and CoAP notifications are

sent frequently. An interesting observation is that in all of the scenar-

ios studied, the largest source of traffic in the overlay is STUN keepalive

signaling.

Which architecture to recommend depends on various factors. The ad-

vantages of the decentralized system include self-organization, low capex

and opex, robustness, and scalability. If these advantages are not impor-

tant for the use case, the size of the system is small, the frequency of

CoAP messaging low, or if there is a need to minimize RAN load, then a

client/server architecture is a good choice. However, if the above-mentioned

advantages are important or as the frequency of CoAP messaging, the size

of the system, or the number of CoAP observation relationships grows, a

P2P architecture becomes quickly more recommendable.

As a part of the work on Publication VII, also a proof-of-concept proto-

type of the proposed architecture was built and tested on real networks

and hardware. In the prototype, small single-board computers with em-

bedded Linux are used as the PNs. The PNs have both 3G and ZigBee ra-

dio interfaces. The PNs connect sensors in a ZigBee WSN to the RELOAD

overlay. The prototype uses the same code base as the simulator. This

is possible since the PNs run the CACAO Java Virtual Machine for ARM

processors. In the experiments, the PNs were participating in a 1000-node

RELOAD overlay running in PlanetLab. A set of measurements were run

using this setup, focusing on the end-to-end delay between two LNs lo-

cated in different ZigBee WSNs. The most important finding of these mea-

surements was that communication over ZigBee represents only roughly

10% of the total end-to-end delay; the rest of the delay comes from the

communication between the PNs across the overlay.

To summarize, in Publication VII, a new decentralized architecture for

M2M networks that is based on a novel CoAP usage for RELOAD was pre-
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sented. The architecture was implemented both in a simulator and as a

prototype running on real networks and hardware. The findings indicate

that compared to a client/server architecture, the proposed architecture

has clearly better scalability, and that the delays in the architecture are

on the same level as in a client/server system when dedicated connec-

tions are used for inter-device communication. The types of M2M systems

that benefit most from the architecture are large-scale networks having

from moderate to high levels of inter-device communication. Future work

on decentralized M2M communication could focus for instance on elim-

inating the need for keepalive signaling through the use of CoAP and

RELOAD ALGs.
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5. Conclusions

This dissertation has presented work on P2PSIP and the set of technolo-

gies that it uses, including DHT algorithms, P2P signaling protocols, NAT

traversal mechanisms, and application protocols run on top of P2PSIP.

P2PSIP is a set of protocols that enables use cases such as decentral-

ized real-time communication. P2PSIP is based on emerging Internet

standards. P2PSIP represents an attractive platform for providing com-

munication services since it shares all the benefits of P2P systems, in-

cluding scalability, robustness, low capex and opex, and self-organization.

However, there are a number of challenges that hinder the wide-scale de-

ployment of P2PSIP. The publications of this dissertation identify some

of these challenges and address them by adding new components to the

P2PSIP architecture. The result of this work, and the overall contribution

of the dissertation, is a framework architecture for decentralized commu-

nications that fulfills the requirements that were stated out in Section 2.2

including adaptivity, scalability, generality, modularity, use of emerging

standards, and high performance.

The approach that has been followed throughout the work on this disser-

tation has been to analyze the performance of the implementation of the

framework, identify its bottlenecks, and finally design new components to

address the identified bottlenecks. The publications of this dissertation

have analyzed the impact of churn and DHT maintenance on the per-

formance of P2PSIP, the cost of P2PSIP operations, the impact of NAT

traversal on P2PSIP, and the performance of P2PSIP in mobile environ-

ments. The new components that were added to the framework include

self-tuning, service discovery, M2M communication, and improved session

setup mechanisms.

The work on DHT maintenance operations and the impact of churn pre-

sented in this dissertation highlighted the need for self-tuning mecha-
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nisms that can automatically adjust the parameters of the DHT to chang-

ing operating conditions. To support self-tuning behavior, mechanisms to

estimate the operating conditions of a running P2PSIP overlay were de-

signed. These include mechanisms to estimate the join rate, leave rate,

and the size of the overlay network. It was shown that these mechanisms

can clearly outperform existing mechanisms.

The cost of P2PSIP operations were analyzed thoroughly. These costs

include the delays associated with joining an overlay, leaving an overlay,

and performing lookups and setting up sessions in the overlay. Also the

impact of NAT traversal on P2PSIP session setup delays was analyzed.

The results indicate that in a P2PSIP overlay, session setup delays can

be unacceptably high. To address this problem, mechanisms that can

bring the session setup delays down to acceptable levels were designed.

These mechanisms include tunneling of signaling data across the overlay,

eliminating one of the two ICE negotiations that P2PSIP session setup re-

quires, data compression, and ICE optimizations. When applied together,

the mechanisms can reduce the session setup delay by up to two thirds

down to levels that are in line with ITU-T recommendations for call setup

delays.

A ReDiR-based service discovery component was added to the frame-

work. This component addresses the issue of providing and locating ser-

vices in a scalable manner in a P2PSIP overlay. The performance of the

component was analyzed in a P2PSIP overlay in a TURN server discovery

use case. The main result of the analysis was that ReDiR is difficult to

configure. To address this issue, mechanisms to estimate the number of

service providers in a RELOAD overlay and to select optimal parameters

for ReDiR were developed. The performance of these mechanisms was

validated, showing that they can accurately determine optimal ReDiR pa-

rameters.

The framework was applied to use cases beyond real-time person-to-

person communication. The CoAP usage for RELOAD that was designed

as a part of the work on this dissertation makes it possible to build a dis-

tributed M2M architecture. Such architecture provides a P2P federation

of geographically distributed WSN islands. The architecture supports the

registration of CoAP resources in a RELOAD overlay, rendezvous between

CoAP endpoints through either tunneling across the overlay or the use of

dedicated connections, and use of the overlay as a cache for sensor data.

The architecture enables autonomous sensor and actuator networks in
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which intelligence is located in the devices themselves rather than in cen-

tral data centers. The architecture was implemented and its performance

was analyzed both in a simulator and on real hardware and networks. It

was shown that the architecture has better scalability than a client/server

architecture and that it can achieve delays that are comparable to delays

in a client/server system.

The results that were obtained during the work on this dissertation were

contributed to P2PSIP standardization. This included specifying a self-

tuning extension for the variant of the Chord DHT that RELOAD uses.

Also a scalable service discovery extension for RELOAD was specified.

These two contributions have the potential to enable the use of RELOAD

in large-scale dynamic overlays. Also the work on the CoAP usage for

RELOAD was contributed to P2PSIP standardization. This work has the

potential to enable the creation of fully decentralized autonomous M2M

systems.

The results presented in this dissertation show that the framework can

scale from small-scale person-to-person communication use cases to large-

scale M2M networks with hundreds of thousands of interconnected de-

vices. The framework can also dynamically adapt itself to changing con-

ditions through self-tuning. This makes the framework robust against

churn and even considerable changes in the size of the system. The frame-

work can be implemented on heterogeneous devices and networks. It can

also fulfill the needs of very different applications built on top of it, rang-

ing from real-time multimedia communication to the Internet of Things.

The framework achieves maximum interoperability through the use of

emerging and existing Internet standards. The framework has been de-

signed to be modular and extensible. As a part of the work on this disser-

tation, a number of new components were incorporated to the framework,

providing support for service discovery, service registration, operating

condition estimation, self-tuning, M2M communication, data tunneling,

and session setup delay optimization. Finally, it has been demonstrated

that the framework can, when using mechanisms such as the optimized

session setup component, meet the strict performance requirements of

applications, including especially the requirements of real-time commu-

nication services.
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5.1 Future Work

This dissertation presented a framework architecture for decentralized

communications. One of the design requirements for the framework was

modularity, which makes it easy to extend the framework with new com-

ponents. One example of a component that could be added to the frame-

work as future work is a distributed event subscription and notification

mechanism. Such a mechanism allows users to subscribe to the status

of resource-IDs and resources in the overlay network and receive notifi-

cations when the resource is created, deleted, or modified. Distributed

event subscription and notification would make it possible to implement

for instance a scalable presence service in a P2PSIP overlay.

The area of decentralized M2M networks has potential for further re-

search. One interesting challenge is the design of energy-efficient, light-

weight, structured overlay algorithms and P2P signaling protocols that

are optimized for M2M environments. Another topic warranting future

research is alternative approaches to NAT traversal in cellular M2M net-

works. The expected growth in the number of connected devices in cellu-

lar networks may justify the deployment of ALGs that can support M2M

protocols such as the CoAP usage for RELOAD.

Despite of several years of research, fully distributed security in P2P

networks is still an ongoing research problem. Due to this reason, present-

day P2P systems rely on centralized components to implement security.

To achieve fully distributed security, further research is needed in ar-

eas such as secure distributed assignment of node-IDs, distributed trust

among peers, and dealing with a large number of malicious or compro-

mised peers.

This dissertation has among other things described how to implement

scalable service discovery for RELOAD. Being able to discover services

from and register services in the overlay is only one part of the puzzle.

Another part is the ability to efficiently balance the load among peers pro-

viding highly popular services such as a TURN relay service. Future work

could focus on service discovery optimizations that pay special attention

to balancing the load between service providers.

A further challenge for P2P systems is to be able to deal with the prob-

lems of free-riding and tragedy of the commons. Users choosing to free-

ride use the services of the P2P system without contributing back any of

their own resources. The tragedy of the commons is a dilemma in which
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users deplete a shared limited resource (e.g., a node responsible for a pop-

ular resource or service) even if it is in no-one’s long-term interest to do

so. To alleviate these problems, future research on incentive mechanisms

that are specific to P2PSIP networks is necessary.

Lawful intercept represents an open research problem for decentralized

real-time communication systems. Lack of a solution to support lawful

intercept in P2PSIP telephony networks has the potential to limit the

use cases in which P2PSIP can be deployed. As an example, regulators

might choose to impose lawful intercept requirements on public P2PSIP

telephony services, thus making their introduction difficult in the absence

of decentralized mechanisms for lawful intercept.

A recent standardization activity that has potential to disrupt existing

real-time communication services or at least extend their reach to new

contexts is Web Real-Time Communication (WebRTC). WebRTC relies on

JavaScript APIs for browsers developed by the Word Wide Web Consor-

tium (W3C) and real-time communication protocols designed by the IETF.

One interesting additional use case for the framework would be an over-

lay network topology built using WebRTC-powered P2P data channels be-

tween browsers. Such a use case would require looking into possibilities

for implementing the framework using JavaScript and the fifth revision

of the Hyper-Text Markup Language standard (HTML5).
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Errata

Publication I

The lines in the legend of Figure 2 are in a different order than the curves

in the figure. The line for the highest churn rate (1/5s) should be the top

one in the legend and the line for the lowest churn rate (1/30s) the bottom

one.

Publication VI

The first sentence of the last paragraph of Section 7.5 should be: "It should

be noted that the results look slightly different when the overlay is static

(i.e., when there is no peer arrivals and N stays constant at 10,000) since

in that case the root of the tree is always stored by the same peer."
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