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1. Introduction

According to the Global Forecast report, the global market size of au-
tonomous vehicles (AVs) is projected to grow from 20.3 million units in
2021 to 62.4 million units by 2030 [74]. The emerging vehicular appli-
cations, such as cooperative intersection crossing [14] and lane change
scheduling [62], are usually compute-intensive and latency-sensitive. Due
to space, weight, and cost constraints, most current vehicles may not have
sufficient onboard computing capacity to handle such applications. If all
the data is forwarded to the cloud for processing, the vehicles may fail to
meet the low-latency requirements of such applications, due to the long
and unstable round trip time. Fog and edge computing share the idea
of moving computational resources closer to where the data is generated
to reduce network latency [104]. In this dissertation, we refer to such a
computing paradigm as fog computing.

In early works of fog computing, computing nodes were usually co-located
with stationary infrastructure, such as cellular base stations [118], road-
side units (RSUs) [6], or smart grids and traffic lights [101]. We refer to
these stationary fog nodes as cellular fog nodes (CFNs) in this disserta-
tion. One of the most significant concerns associated with the deployment
of CFNs is that these nodes cannot be moved after deployment. Such a
constraint raises issues in satisfying the vehicular computational demand,
due to the spatio-temporal variation in vehicular traffic and the resource
consumption of vehicular applications [131]. Some computing nodes may
be severely swamped by overwhelming demand in particular regions (e.g.,
with dense road networks) at specific periods of time (e.g., during peak
hours). On the other hand, adding more capacity requires additional in-
vestment. If the capacity is deployed based on the peak demand, this static
provisioning would result in wasting resources at other times.

As an alternative approach, vehicular fog computing (VFC) has been
proposed in [112] as a new computing paradigm where fog nodes are also
installed on moving vehicles (e.g., buses and taxis). We refer to these
mobile fog nodes as vehicular fog nodes (VFNs) in this dissertation. The
key idea of VFC is to complement the stationary CFNs with moving VFNs
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Figure 1.1. An exemplary scenario of VFC, where a CFN co-located with a cellular base
station can serve Vehicle A within a one-hop vehicle-to-network (V2N) commu-
nication range, a VFN carried by a bus is scheduled according to its route and
timetable to serve Vehicle B within a one-hop vehicle-to-vehicle (V2V) commu-
nication range, and a VFN carried by a taxis is routed to the destination in
advance to serve Vehicle C within a one-hop V2V communication range.

to reduce costs while fulfilling the quality of service (QoS) requirements
of vehicular applications. Fig. 1.1 illustrates an exemplary scenario of
VFC, where there are dual-direction communications between the client
vehicles (i.e., vehicles generating computational tasks) and fog nodes, and
computation can be offloaded from client vehicles to either a CFN or a VFN
within a one-hop communication range. We limit it to one-hop communi-
cation to guarantee low latency [35, 38]. Some VFNs have fixed routes
and timetables, while others do not, depending on whether the vehicles
carrying the fog nodes need to follow fixed routes and timetables. In urban
environments where vehicular traffic follows certain spatio-temporal dis-
tributions, VFC lowers the overall installation and operational costs and
reduces the occurrence of service migration between fog nodes by moving
VFNs along with the client vehicles [112].

Previous works on VFC focus mainly on task allocation, which deter-
mines the assignments of computing tasks among available fog nodes.
For example, Zhu et al. [132] proposed a joint optimization solution to
assign the tasks generated by client vehicles to different CFNs and VFNs
under service latency, quality loss, and fog capacity constraints, with the
assumption that the capacity of each CFN or VFN is predefined. Capacity
planning, which determines the location and capacity of the fog nodes to
deploy, remains an open and challenging issue. This dissertation considers
two types of VFNs, including the types with fixed routes and timetables,
such as bus-carried VFNs, and the types with flexible routes and timeta-
bles, such as taxi-carried VFNs. The capacity planning for VFC considers
the location and capacity of CFNs as well as the routes and time schedules
of VFNs. The complexity of this problem results from the spatio-temporal
dynamics of vehicular traffic, uncertainty in computational demand, and
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trade-offs between QoS and costs.
The goal of capacity planning for VFC is to maximize the techno-economic

performance in terms of QoS and profit. QoS is evaluated by performance
metrics, including end-to-end latency (i.e. the total latency from generating
tasks to receiving results) [112] and service rate of computational tasks
(i.e., the percentage of tasks served within the latency requirement). Profit
equals revenue (i.e., cumulative price) minus costs and penalties. Prices
and penalties are defined in the service-level agreement (SLA) [52]. Costs
include installation costs (e.g., hardware and site costs) and operating costs
(e.g., travel, rental, and maintenance costs). The research questions, scope,
methodology, and contributions of this dissertation are elaborated below.

1.1 Research Questions and Scope

In this dissertation, the main research question is: How can the deploy-
ment plans of CFNs and VFNs be optimized in order to maximize the
techno-economic performance of VFC? The computational demand gener-
ated by the client vehicles depends on the distribution of vehicular traffic
and the resource usage of different vehicular applications on each vehicle.

According to the analysis of real-world data obtained from HERE [20],
we found that the vehicular traffic in Helsinki, for example, follows certain
spatio-temporal patterns. Specifically, we observe two peak hours (i.e.,
morning and afternoon) during the weekdays versus one peak hour (i.e.,
around noon) during the weekends; meanwhile, the traffic density in the
city downtown is usually higher than that in the suburb. In addition to
this, there are uncertainties in vehicular traffic, in terms of variance in
traffic flow distribution and density over time. For example, traffic may
be affected by weather conditions (e.g., summer versus winter), working
style (e.g., onsite, remote, or hybrid mode), or occasional events (e.g., music
festivals and football matches).

Considering that there are no real-world statistics or references about fu-
ture usages of different vehicular applications, we assume that the arrival
of computing tasks (i.e., how many computing tasks would be generated by
each vehicle) and the selection of vehicular application (i.e., which applica-
tions each vehicle would prefer to use) follow a uniform distribution, and
the consumption rate of computational resources depends on the type of
application in question and its corresponding QoS requirement.

Due to the uncertainty in vehicular traffic, there could be occasional
changes in the computational demand generated by vehicles. To timely
adapt the capacity plan to the changes, the model needs to be sufficiently
lightweight. Therefore, the time complexity of the capacity planning
solutions is another feature this dissertation focuses on. To solve the
problems step-by-step, the research question has been divided into three
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sub-questions.

• RQ1 How to fulfill the computational demand generated by the client
vehicles with minimum installation and operational costs of CFNs and
VFNs, assuming that the vehicular traffic follows certain spatio-temporal
patterns?

RQ1 concerns long-term capacity planning. To answer this question, it
is necessary to analyze the spatio-temporal variation in the demand and
supply of VFC resources, design theoretical models and algorithms for
capacity planning, and evaluate how the spatio-temporal variation will
impact the techno-economic performance of the capacity plan.

• RQ2 How to adapt the capacity plan to the occasional change in vehicu-
lar traffic, with the aim of maximizing the techno-economic performance?

RQ2 concerns short-term capacity planning. To answer this question,
one approach is to proactively predict future demand and update the
capacity plan that maximizes the techno-economic performance in the
upcoming moment. Another approach is to learn a capacity planning
policy (i.e., a mapping from the current environment observation to a
probability distribution of the actions to be taken) that aims to maximize
the long-term techno-economic performance, taking the uncertainty of
demand into account.

• RQ3 How to balance the time complexity of the capacity planning so-
lution and the optimality of the capacity plan? In other words, how
to ensure that the capacity plan can be updated within the time re-
quirement from the capacity planning perspective while achieving high
techno-economic performance?

The broad scope of this dissertation inevitably necessitates omitting
certain topics and challenges. First, this dissertation assumes that the
CFNs and VFNs have homogeneous hardware specifications and provide
identical services to the users. Nevertheless, by calculating the minimum
capacity needed in different locations, we can easily translate the number
of fog nodes with identical capacity into the number of resource units
on a single fog node; thus, the heterogeneity problem can be solved by
applying simple capacity conversion. Second, we assume that the arrival
of computing tasks and the selection of vehicular applications follow a
uniform distribution. Despite this, the capacity planning solutions we
propose can also be used with unevenly distributed computing tasks, since
the demand estimation is used as input for the capacity planning model.
Third, this dissertation assumes one-hop communication between each fog
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node and the vehicles within its communication range, leaving multi-hop
communications out of scope. Furthermore, we do not consider cloud-fog
hybrid infrastructure where computational tasks can be executed collabo-
ratively between fog and cloud [37]. Finally, the security and privacy issue
[60, 40, 58] is another topic that is beyond the scope of this dissertation.

1.2 Methodology

This dissertation follows a data-driven methodology [11] as shown in
Fig. 1.2. In such a methodology, strategic decisions are based on the
analysis and interpretation of data. First, we observe the spatio-temporal
patterns and the uncertainty in the vehicular traffic data, which motivates
the research questions described in Section 1.1. To solve the research
questions, we obtain vehicular traffic data and application profiles from
various sources, based on which we model the computational demand.
Meanwhile, to plan for the deployment solutions of the resources, we collect
data in terms of road networks, cellular base stations, and commercial
fleets. Based on the analysis and interpretation of the above data, capacity
planning decisions are made. Finally, we evaluate the decisions through
simulations, using the collected data as inputs.

The data-driven methodology consists of the following steps:

• Define the Problem: We define the capacity planning problem (i.e.,
research questions detailed in Section 1.1).

• Acquire the Data: We identify the data required to address the problem.
More specifically, we collect real-world data, including the road maps
from HERE map [21] and OpenStreetMap [23], cellular base station maps
from OpenCellID [22] and CellMapper [18], vehicular traffic datasets
from HERE Traffic API [20], traffic measurement system (TMS) data
[19], Helsinki regional transport authority (HSL) open data [25], and
vehicular application profiles (i.e., resource consumption of each vehicular
application) from benchmark testing.

• Process the Data: The collected road maps, cellular base station maps,
and vehicular traffic data are processed using various spatial-temporal
analysis methods, such as traffic flow theory [32], graph theory [51],
k-means clustering [87], Gaussian process regression [95], and seasonal
autoregressive integrated moving average (SARIMA) [53].

• Model the Problem: We formulate the capacity planning problem
using integer linear programming (ILP) [54] in Publications I and III.
More specifically, Publication I aims to minimize the installation and
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Figure 1.2. The data-driven methodology in use [11].

operational costs of CFNs and VFNs, taking QoS requirements, resource
capacity, and communication range as constraints. Publication III uses
resource capacity and communication range as constraints and aims at
maximizing the techno-economic performance of VFNs. We model the
capacity planning problem as a Markov decision process (MDP) [105] in
Publication IV, where the VFNs are regarded as agents who interact with
the VFC environment to maximize the techno-economic performance.

• Train and Test: We train and test the model with samples from the
collected data. In Publications I and III, we adjust the formulation of
each ILP module for obtaining the cost or profit-optimal capacity plan. In
Publication IV, we deploy different reinforcement learning architectures
for training the VFN routing policies. We repeat the above process for
several iterations to fine-tune the model.

• Deploy and Verify: We use the simulator developed in Publication II
to evaluate the proposed capacity planning solution and compare it with
baseline algorithms. In Publications I and III, the models output the
capacity plans of different types of fog nodes, QoS measurements, and
cost or profit estimation. In Publication IV, we apply the trained VFN
routing policies to the VFC simulations to obtain the QoS measurements
and profit estimation. We analyze the impacts on techno-economic per-
formance from various factors, such as resource availability, economic
models, and spatio-temporal variations of traffic flow. We also investigate
the time complexity of the proposed capacity planning solution.
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1.3 Contributions

This section summarizes four publications that address the proposed re-
search questions. To address RQ1, Publication I proposes a long-term ca-
pacity planning framework. The framework estimates the spatio-temporal
demand based on regression from real-world traffic data as well as applica-
tion profiles obtained through benchmark testing. It outputs a cost-optimal
deployment plan of CFNs and VFNs using a heuristic algorithm and ILP.
The result of this work shows the potential of complementing CFNs with
VFNs to fulfill the dynamic computational demand with lower costs.

To address RQ2, Publication III proposes an on-demand VFC (ODVFC)
scenario, where the VFNs are carried by taxis and routed to the places
where demand emerges. Such an ODVFC scenario can quickly adapt the
routes of VFNs to temporary changes in demand. We use SARIMA to
predict the real-time vehicular traffic flow and formulate the capacity
planning problem as ILP. To address RQ3, a two-phase capacity planning
model is adopted to plan the city-scale routing strategies of VFNs and the
proportion of computing tasks to be served on a daily basis, followed by
a region-scale routing of VFNs and task allocation from client vehicles
to VFNs within each region. The two-phase capacity planning enables
parallel planning at the regional level, which is sufficiently lightweight to
be updated frequently.

Reinforcement learning (RL) is a computational method in which an
agent takes actions that will result in state transitions in the environment,
and receives observations of new states and rewards from the environ-
ment. RL can be used to solve very complex problems and address the
curse of dimensionality of traditional optimization problems (i.e., the time
complexity greatly increases with the size of variables) [105], thus being
suitable for capacity planning for VFC. Multi-agent reinforcement learning
(MARL) refers to the RL problem where multiple agents interact in the
same environment to achieve a common goal [86]. In the case of ODVFC,
each VFN is regarded as an agent.

Therefore, as an alternative solution to address RQ2, Publication IV pro-
poses a MARL approach based on the actor-critic [66] to achieve dynamic
routing of VFNs in ODVFC. The proposed solution can adapt the routes
of VFNs to the fast-changing demand and dynamic traveling time. To
further address RQ3, the considered actor-critic method achieves low time
complexity by using decentralized policies while enabling collaboration
among agents by using centralized training.

To evaluate the proposed capacity planning solutions, Publication II
develops an open-source simulator called VFogSim, which extends the
existing vehicular simulation platforms [36, 100, 121] to support realistic
network simulation, mobility of fog nodes, customizable computational
and network schedulers, and techno-economic analysis. It allows real-

17



Introduction

Figure 1.3. Relationship among Publications I, III, and IV, where the x-axis represents
the update frequency (i.e., how often the capacity plan is updated), and the
y-axis represents the time horizon (i.e., the considered time range for capacity
planning).

world data as input for simulating the supply and demand of VFC in
urban areas. Publication IV extends VFogSim into Ray-SUMO-VFogSim++,
which supports new features, such as 5G new radio (NR) V2X and MARL
environment.

Overall, this research moves towards reducing the time granularity of
capacity planning, as shown in Fig. 1.3. Since the time horizon and update
frequency in Publication II are flexible, the proposed simulator is suitable
for evaluating all the capacity planning solutions.

Publication I creates a capacity plan that defines the locations and capac-
ity of each CFN as well as schedules the daily trips of bus-carried VFNs.
The plan is valid for a season, during which there is no significant change
in the bus schedules or traffic flow distributions. One season typically lasts
for one or several months. Publication III considers two-phase planning.
During the global planning phase, the region-to-region routes of each VFN
during the day are created. The routes are updated on an hourly basis. At
the regional planning phase, the region-wise segment-to-segment routes of
VFNs in the following hour are created. These routes are updated every
several minutes. Finally, Publication IV considers the continuous update
(i.e., every second) of the destination of each VFN during each interval of
regional planning. The decreasing time granularity also leads to stricter
time requirements for capacity planning. Therefore, the time complexity
of the model is analyzed, especially in Publications III and IV.

In practice, the proposed methods can be applied sequentially from Pub-
lications I, III, and IV to deploy and refine the capacity plan. Alternatively,
the regional planning model in Publication III could be replaced with
the MARL-based approach in Publication IV and increase the time hori-
zon to an hour. This will reduce the time complexity of the solution and
improve scalability, at the expense of slightly lowering techno-economic
performance.
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1.4 Structure

The remainder of this dissertation is organized as follows. Chapter 2 in-
troduces the concept and related technology of VFC, followed by previous
works on demand prediction, task allocation, and capacity planning. It also
reviews the research on vehicle routing and VFC-related simulation plat-
forms. Chapter 3 summarizes the main contributions of the dissertation.
Chapter 5 concludes the work. The original publications are presented
after Chapter 5.
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2. Background

This chapter presents the background knowledge needed to understand
the domain covered in this dissertation. First, Section 2.1 introduces
the concept and related technology of VFC. Then, Sections 2.2, 2.3, and
2.4 provide an overview of the latest works on demand prediction, task
allocation, and capacity planning, respectively. Considering that capacity
planning for VFC focuses on scheduling the routes of VFNs according to
demand distribution, Section 2.5 reviews the works on vehicle routing
in the operational research domain. Section 2.6 reviews the simulation
platforms relevant to VFC. Finally, Section 2.7 summarizes the main points
of the chapter.

2.1 Vehicular Fog Computing

Vehicular Fog Computing (VFC) refers to the computing paradigm that
deploys computing capacity on vehicles. VFC facilitates a wide range of
vehicular services, such as smart traffic control, road safety improvement,
video crowd-sourcing, and entertainment services [44, 112, 83]. In extreme
cases, each vehicle will be equipped with a VFN. However, due to high
installation and operational costs, it is more realistic to assume that VFNs
will be deployed on some vehicles to serve other vehicles in the vicinity.
So far, there is no uniform definition or regulations on where to deploy
VFNs. In previous research, some [42] proposed to deploy VFNs on parked
vehicles, while others [112] proposed to deploy VFNs on moving ground
vehicles or unmanned aerial vehicles (UAVs).

By moving computational and communication resources closer to the
client vehicles, VFC achieves better communication efficiency and ad-
dresses the limitations of traditional cloud-based vehicular networks in
terms of latency, location awareness, and real-time response [44]. Further-
more, by exploiting the mobility of VFNs, VFC can provide cost-effective
on-demand fog computing services [112]. Note that this dissertation
does not consider the scenario of offloading computing tasks to the cloud.
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Despite this, we propose to run capacity planning algorithms that are
computational-expensive but not latency-sensitive (e.g., long-term plan-
ning) in the cloud.

From the network perspective, a VFN is equipped with an on-board unit
(OBU) with one or multiple network interfaces. Previous work [112] has
assumed that each VFN connects to the Internet through the cellular
network, and it is also configured as a wireless local area network (WLAN)
access point and/or a gateway for nearby mobile devices to connect to the
Internet [112]. Currently, dedicated short-range communications (DSRC)
and cellular vehicle-to-everything (C-V2X) are the most widely used radio
access technologies for vehicular communication.

DSRC is an IEEE 802.11p-based wireless communication technology
that enables highly secure, high-speed direct communication between ve-
hicles and the surrounding infrastructure [78]. DSRC uses an orthogonal
frequency division multiplexing-based physical layer with a channel band-
width of 10 MHz [80]. IEEE 802.11bd further extends IEEE 802.11p and
aims to support vehicular applications characterized by high-reliability
and low-latency requirements [80, 78].

C-V2X is the technology developed within the 3rd Generation Partnership
Project (3GPP) [2] and designed to operate in vehicle-to-vehicle (V2V) and
vehicle-to-network (V2N) modes [80]. C-V2X uses the widely distributed
cellular infrastructure and defines additional transmission modes that
allow direct V2V communication using side-link channels [80]. Different
from DSRC, which only supports broadcast, C-V2X enables the exchange
of messages between vehicles, pedestrians, and wayside traffic control
devices, such as traffic signals. Furthermore, 5G NR V2X [1], which is an
upgraded version of Long Term Evolution (LTE)-V2X, is featured in ultra-
high reliability, ultra-low latency, high throughput, flexible mobility, and
energy efficiency [5]. Therefore, in this dissertation, we assume that 5G
NR V2X is used for implementing communications between vehicles and
with the network infrastructure. More specifically, as shown in Fig. 1.1, the
client vehicles and VFNs send their real-time information, such as location,
speed, and computing task or resource capacity, to the connected cellular
base stations periodically through 5G NR V2N. The CFNs co-located with
the cellular base stations coordinate the task allocation from the client
vehicles to VFNs and CFNs. The communications and task offloading
between client vehicles and VFNs are implemented through 5G NR V2V.

2.2 Demand Prediction Problem

Capacity planning starts by predicting the demand for computing resources
at different times of day in different locations. The spatio-temporal distri-
bution of demand depends on the distribution of vehicular traffic (since
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vehicles are the ones generating the computational workload) and the re-
source consumption rate of the vehicular applications in use. The vehicular
application profile describes the usage pattern of the hardware resource,
including central processing unit (CPU), graphics processing unit (GPU)
[85, 84], and memory [132].

According to traffic flow theory [32], a road network is viewed as a graph
where nodes represent road segments and edges represent intersections,
or vice versa. Traffic flow describes both macroscopic and microscopic
behaviors of vehicular traffic. The former can be measured with traffic
volume (i.e., the number of vehicles passing a road segment over a period of
time), traffic density (i.e., the number of vehicles located on a road segment
at a specific time), or average speed (i.e., the average speed of the vehicles
passing a road segment over a period of time). The latter refers to the
mobility (e.g., moving trajectory and speed) of individual vehicles.

From the capacity planning perspective, macroscopic traffic flow predic-
tion is enough for estimating the number of computing resources needed
in different areas. The traffic flow prediction problem aims to predict
the short-term macroscopic traffic flow (e.g., in the upcoming hour) using
the time series of historical data as inputs. Classic time series analysis
techniques, such as SARIMA [53] and time series decomposition [45], have
been widely used to solve the problem with high prediction accuracy.

In recent years, machine learning has also been applied to the traffic
flow prediction problem. To learn the spatial correlations and features of
the road network, one approach is to use k-nearest neighbor [68], which
selects the most related neighbors to learn the patterns of the testing
road segment. Another method is to apply convolutional neural network
(CNN) [125, 29], which is a widely-used tool to learn spatial features and
dependencies. Considering the graph structure of the road network, graph
convolutional network (GCN) [125, 103, 88] has also been used to learn
the spatial features as a generalization of CNNs. To learn the temporal
features in the traffic flow, long short-term memory (LSTM) is currently a
commonly used network. Apart from discrete data samples, LSTM can also
process well in the time sequence, thus suitable for traffic flow prediction.
In addition to the above structures, embedding (i.e., a low dimensional
vector to represent certain features) is also used to learn various fea-
tures from real-world data to improve the traffic flow prediction accuracy,
including weather conditions [125, 114], traveling time matrix [27], con-
gestion propagation patterns [29], and traffic incidents [114]. Machine
learning-based methods improve accuracy compared to classic methods.
However, the training of the neural network is usually data-intensive and
time-consuming.

Regarding vehicular application profiles, it is impossible to profile all
possible vehicular applications or to know in advance which applications
each vehicle would be using. In practice, a common approach is to choose
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exemplary applications and benchmark the resource consumption of these
applications. The results would be used as references for estimating the
resource consumption rate of each vehicle. From the capacity planning
perspective, it is necessary to know how the achievable QoS, e.g., latency,
changes with the amount of capacity available. Therefore, we created
vehicular application profiles as a model of resource consumption versus
QoS requirement. Various regression methods can be used for modeling,
such as linear or non-linear least squares regression [132].

2.3 Task Allocation Problem

As described in Chapter 1, task allocation focuses on how to assign com-
puting tasks to different computing nodes, with the assumption that the
capacity of each computing node is pre-defined. Resource allocation is
necessary to evaluate the techno-economic performance of the capacity
plan. Therefore, this section reviews the research related to task allocation
in VFC, where the objective is to maximize the QoS, such as minimizing
latency.

Considering the strict time requirement of making task allocation de-
cisions, heuristic methods are often used [116], including particle swarm
optimization [132, 41], matching theory [126, 115], and game theory [50].
For example, Zhu et al. [132] designed a dynamic task assignment frame-
work for VFC in which binary particle swarm optimization was used to
jointly optimize service latency and quality loss. Hou et al. [41] used fault-
tolerant particle swarm optimization for computational offloading and
task assignment among CFNs and VFNs to maximize the reliability with
latency constraints. Zhou et al. [126, 128, 127] proposed a two-stage VFC
framework with a contract theory-based resource management mechanism
and a matching learning-based task offloading mechanism. Peng et al.
[89] presented an auction-based resource allocation mechanism to improve
the efficiency and authenticity of VFC. Overall, Heuristics reduce time
complexity compared to optimization such as ILP. However, they suffer
from sub-optimality.

As an alternative solution, machine learning has been applied to task
assignments in VFC. For example, Singh et al. [98] proposed a resource
allocation technique for software-defined network-enabled VFC using col-
laborative machine learning, where the data owned by the client vehicles
are trained in a distributed and parallel manner. Apart from this, de-
centralized RL [56, 15, 109, 113] has also been utilized. In this case, the
problem is formulated as an MDP, where each fog node is an agent. The
agent takes action at each time step and interacts with the VFC environ-
ment to learn its own task allocation policy that maximizes the QoS. For
example, Zhao et al. [124] designed a contract-based resource allocation
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mechanism based on distributed deep RL and queuing theory in order
to reduce system complexity and avoid decision collision. Cho et al. [17]
presented an online task offloading algorithm that aims to minimize of-
floading service costs in terms of latency and energy while considering
time-varying resource supply and demand. Zhu et al. [129] proposed
a delay- and resolution-aware task offloading strategy for visual-based
assisted driving based on a partially observable Markov decision process
(MDP) and solved the problem using a Monte Carlo method. They [130] fur-
ther proposed a context-aware task assignment scheme to jointly optimize
the quality of information and processing latency for vehicle-based visual
crowdsourcing using deep Q-learning (DQN). Liu et al. [63] formulated
resource allocation in VFC as a semi-MDP and used DQN to maximize
long-run utility. Although the time complexity of decentralized learning is
low, it suffers from non-stationary issues, since the actions that an agent
takes also affect the states of the other agents.

To address the non-stationary issue while maintaining a low time com-
plexity, actor-critic [117], and its extended algorithm, deep deterministic
policy gradient [28], have been applied to the MARL environment. In this
case, the VFNs can learn their task allocation policies with the help of a
centralized agent. For example, Yang et al. [117] proposed a task schedul-
ing algorithm based on actor-critic to realize the coordination of multiple
UAV tasks in a UAV swarm. Dai et al. [28] jointly optimized the task
offloading, bandwidth, and computational resource allocation decisions in
VFC using deep deterministic policy gradient. Inspired by these works,
we applied the actor-critic method to short-term capacity planning (i.e.,
ODVFC) in Publication IV.

2.4 Capacity Planning Problem

The capacity planning problem dates back to the context of cloud comput-
ing, where service-level agreements (SLAs) are commonly used. The SLA
defines negotiable parameters, such as desired QoS, prices, and penalties,
which provide inputs for calculating the most profitable capacity plan that
avoids or minimizes the violations of the agreement [52]. For example,
Kouki et al. proposed an SLA-driven capacity planning framework for
cloud applications, where they used a queuing-based model to predict
the cloud service performance and find the optimal configuration using a
utility function [52]. Similarly, Ranaldo et al. proposed a capacity-driven
utility model for SLA negotiation of cloud services, taking into account
the desired QoS and expected resource availability, costs, and penalties
[94]. Fog computing moves the computational capacity closer to the edge
to shorten the latency, but it suffers from unconventional issues such as
the limited number and coverage of computing resources in distributed

25



Background

locations.
Capacity planning in edge/fog computing environments is usually formu-

lated as an optimization problem with different objectives, inputs, outputs,
and constraints. One approach to model and solve capacity planning
problems is to use classical methods (e.g., the knapsack algorithm). For
example, Noreikis et al. [85] built a knapsack-based capacity planning
model for edge computing, aiming at meeting QoS requirements while
minimizing the number of required fog nodes. They [84] further applied
the queuing theory to capacity planning for real-time compute-intensive
applications. However, these methods cannot be directly applied to VFC
because they do not consider the mobility of vehicles, including vehicles
generating computational demands and vehicles carrying computational
resources. Boualouache et al. [7] developed a software-defined network
paradigm and a stochastic model to estimate the number of fog nodes to
be deployed in a given area. However, they only considered stationary
resource provision.

Alternatively, heuristics can be used for capacity planning. For example,
Chiu et al. [16] deployed a heuristic algorithm to simultaneously decide
the number of fog nodes with appropriate communication resource allo-
cation and computational task allocation. Zhang et al. [122] proposed a
framework that employed weighted sums and evolutionary algorithms to
optimize the trade-off between capital expenditure and network latency.
Haider et al. [37] utilized weighted sum, hierarchical, and trade-off meth-
ods to simultaneously determine the optimal location, capacity, number of
fog nodes, and connections between fog nodes and the cloud to minimize
latency in the network and the traffic to the cloud. While providing fast
results, heuristic solutions are often sub-optimal.

Another solution for capacity planning is to use ILP or mixed integer
linear programming (MILP). Stypsanelli et al. [102] proposed an optimal
capacity planning solution for fog computing infrastructure under proba-
bilistic latency guarantees, aiming to save energy and operational costs.
Hussein et al. [47] aimed to find the optimal location and capacity of fog
nodes to minimize overall network latency and energy consumption. Prem-
sankar et al. [91] aimed to minimize the deployment cost of edge devices
by jointly meeting the network coverage requirement and computational
demand of vehicular applications in smart cities. By using ILP or MILP,
one can guarantee an optimal solution. However, the execution time can
be very long due to high computational complexity, especially when the
number of fog nodes and client vehicles is high.

Similar to moving ground vehicles, capacity planning for UAVs has also
been studied. Luo et al. [67] presented a deep RL-based solution to
jointly make optimal computation offloading decisions and flying direction
selection for multi-UAV collaborative target search. Sun et al. [103]
utilized UAVs for video analytics tasks, and they proposed a flexible and
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lightweight genetic algorithm to determine the task assignment solution
as well as the dynamic position of the UAVs to reduce the execution time
and energy consumption. Shen et al. [97] proposed a MARL-based multi-
UAV cooperative search algorithm that is trained on a digital twin of the
area in order to maximize the search rate and coverage rate. Hu et al.
[43] designed a two-layered optimization algorithm to maximize the total
computation bits for VFC, where the outer layer optimizes the resource
allocation from the client vehicles to CFNs and VFNs, while the inner
layer optimizes the trajectory scheduling of VFNs carried by UAVs. Unlike
UAVs, which travel freely in a continuous space, ground vehicles have to
travel on road networks and follow traffic regulations, which adds a layer of
complexity to the capacity planning problem in this dissertation. Besides,
none of the above works considered the economic model or techno-economic
analysis.

2.5 Vehicle Routing Problem

The vehicle routing problem (VRP) in the operational research domain
aims to minimize the travel cost of a vehicle that is supposed to complete a
set of tasks by optimizing its route. On this basis, VRP with time windows
(VRPTW) considers the scenario with multiple vehicles and the dynamic
demand that changes over time. Capacity planning for VFC considers
scheduling the routes of VFNs according to the predicted distribution of
demand for computing resources, similar to the VRP and VRPTW prob-
lems. However, our problem differs from theirs in terms of objectives and
constraints. Our goal is to maximize the techno-economic performance of
VFC under the constraints of computing capacity, delay requirements, and
communication range.

The VRP has been applied to vehicular crowdsensing. Ding et al. [30]
presented a MARL framework for crowd-sensing in urban vehicles, where
vehicles that collect the sensing data make distributed routing decisions
and collaboratively optimize system-wide revenue, sensing coverage, and
sensing quality. Likewise, Du et al. [31] developed a distributed deep-
learning method for trajectory prediction to maximize sensing coverage and
accuracy in VFC. Different from them, we consider computation offloading
from client vehicles to VFNs and the routing of VFNs.

Previously, VRP has been studied in the context of VFC. Yuan et al. [120]
considered the stationary fog nodes and proposed a DQN-based MARL
algorithm to jointly decide service migration and routing decisions of
client vehicles. They aimed to meet the service delay requirements with
minimal migration cost and travel time. They focused on the routing of
client vehicles, whereas we focused on the routing of VFNs which provide
computing services for client vehicles.
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Although ILP has been widely used to solve VRP and VRPTW, it suffers
from high time complexity since the problems are NP-hard. Therefore,
heuristics such as genetic algorithms [90], particle swarm optimization
[90], and modified A* algorithm with Haversine and Vincenty formulas [4]
have been used to reduce execution time, at the cost of lower optimality.

Recently, single-agent deep RL was deployed in [88, 82, 119] to solve
the VRP, where the vehicle is the agent who learns its routing policy
independently. They viewed the road network as a graph where each node
is a road segment, and an instance is a set of nodes that make up a route.
Peng et al. [88] regarded the partial solutions of instances and the features
of each node in the graph structure as states and used a dynamic attention
model with RL to find routing solutions. Nazari et al. [82] considered both
dynamic states (i.e. customer’s location) and static states (i.e. customer’s
demand), and they applied actor-critic to train routing policy. Yin et al.
[119] proposed a node quality predictor and graph decomposition-based
method to find the shortest paths on large dynamic graphs. However, in
the case of jointly planning the routes for multiple vehicles, the routing
solution would become sub-optimal due to the non-stationary issue.

The centralized learning-based approach was applied in [123, 57] to
solve the multi-vehicle VRP, where they used a single agent to train a
global routing policy. Zhang et al. [123] leveraged a multi-agent attention
model combined with policy gradients to solve the problem, taking into
account both the agent state (i.e., vehicle’s location and remaining capacity)
and the environment state (i.e., unvisited customers and depot locations).
Lee et al. [57] focused on heterogeneous VRP (i.e., where vehicles have
different capacities) and used policy gradients to solve the problem. Both
of the above-mentioned works used the attention model to reduce the time
complexity since the centralized methods suffer from exploding states and
action spaces.

2.6 Simulation Platforms

To plan the deployment of VFC in the real world, we need to consider
the dynamic demand and supply of computing resources, as well as the
trade-offs between QoS and potential installation and operating costs.
Given the complexity and economic pressures of real-world measurements,
simulation becomes a better option at an early research stage to validate
capacity planning solutions in various urban environments. Therefore,
this section reviews the existing VFC-related simulation platforms.

Current edge/fog computing simulators are mainly built on top of existing
cloud computing simulators or network simulators. Three well-known edge
computing simulators are IFogSim [36], IoTSim [121] and EdgeCloudSim
[100], which are all built upon CloudSim [12]. IFogSim models a fog en-
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vironment, where fog nodes follow a hierarchical arrangement from the
sensor to the cloud, and measures the impact of resource management
policies on latency, network congestion, energy consumption, and cost [36].
IoTSim supports simulating the Internet of Things (IoT) big data process-
ing using the MapReduce model [121]. However, it simplifies network
models and does not consider communication channel properties such as
signal-to-interference-plus-noise ratio (SINR). EdgeCloudSim integrates
multiple modules into an edge computing system, including the core simu-
lation module (i.e., responsible for loading and running edge computing
scenarios from configuration files), network module, load generator, user
mobility module, and edge coordinator [100]. Although user mobility is
considered, it does not support the mobility of fog nodes.

FogNetSim++ [92] is an edge computing simulator based on OMNet++
[107], which focuses on simulating the network characteristics of dis-
tributed edge computing devices. It supports user-defined mobility models
and fog node scheduling algorithms [92]. However, it does not support
the estimation of network metrics, such as throughput, due to the lack
of a physical layer protocol. Similarly, EmuFog [75] and Fogbed [26] are
two edge computing simulators based on the network simulator Mininet
[55] and its extended version MaxiNet [110]. EmuFog enables users to
design network typologies with embedded fog nodes and runs Docker-based
applications [77] on these connected nodes via a simulated network [75].
Fogbed supports dynamically adding, connecting, and removing virtual
nodes via Docker containers and includes real-world protocols and services
[26]. Although the above simulators support the evaluation of cost and
latency, they do not support other advanced features, such as customizable
schedulers, pricing policies, and inter-service prioritization.

FogTorch [9] is a simulation tool that enables QoS-aware deployment of
IoT applications to fog infrastructure. FogTorchII [10] extends FogTorch,
leverages Monte Carlo simulations to account for QoS variations, and clas-
sifies deployments based on QoS guarantees and fog resource consumption.
However, neither of them integrates the mobility model of user vehicles,
nor considers the mobility of fog nodes. To simulate vehicular networks,
Veins [99] combines OMNeT++ [107] with the mobile simulator SUMO
[129] to implement IEEE 802.11p. It can also be used with SimuLTE [108]
and Simu5G [81], which provide detailed models of LTE-based and 5G
NR-based V2X, respectively. However, it does not contain computational
schedulers, service-specific network schedulers, or economic models.

The aforementioned simulators could not be directly used in RL since
there is a lack of interactions between the simulation environments and
agents. In recent years, new simulation platforms have been introduced
that combine vehicular traffic simulation with RL libraries through online
interaction. For example, the Flow project [111] integrates the traffic sim-
ulator SUMO [65] with Ray RLlib [79], which could be used to evaluate
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acceleration and routing strategies of vehicles as well as control strategies
of traffic signals. However, it could not be applied to VFC because it lacks
vehicle network simulation. Veins-Gym [96] is developed based on Veins
[99] and Open AI Gym [8]. It supports a scenario where a vehicle com-
municates with others via a vehicular ad-hoc network and chooses among
different communication modules according to the reception probability
and transmission cost [96]. However, Veins-Gym does not support MARL
scenarios, 5G network simulations, or task offloading between vehicles.

2.7 Summary

This chapter has reviewed the state-of-the-art research related to capacity
planning for VFC. The principle findings are summarized below.

VFC has been a new computing paradigm that draws increasing research
attention, where vehicles are used as carriers of fog nodes to provide com-
puting and communication resources on demand. Moreover, the rapidly
developing vehicular communication technologies, especially in 5G, have
facilitated the potential of VFC in real-world implementations. Task allo-
cation and capacity planning are usually coupled together when managing
the demand and supply of computational resources. While task allocation
in VFC has been a heated topic over recent years, capacity planning for
VFC remains to be an open and challenging issue.

Capacity planning for VFC needs to jointly consider the spatiotempo-
rally varying demand and supply of computational resources. In terms of
predicting the computational demand, both classic and machine learning-
based methods have been widely studied in the literature for traffic flow
prediction, and vehicular application profiles can be used to model the
resource consumption patterns of various applications.

The supply of computational resources, from the capacity planning per-
spective, is usually formulated as an optimization problem with differ-
ent objectives and constraints. From the method perspective, ILP- and
MILP-based methods can guarantee optimal solutions but have high time
complexity; on the other hand, heuristic and RL-based methods have lower
time complexity but are sub-optimal. Existing works on capacity planning
for cloud, edge, and fog computing utilized various optimization methods,
but none of them have considered the mobility of fog nodes.

The VRP in the operational research domain aims to optimize the routes
of vehicles that are supposed to complete a set of tasks in order to minimize
travel costs. Similar to the VRP, capacity planning for VFC considers
scheduling the routes of VFNs according to the predicted distribution
of demand for computing resources. However, we aim to maximize the
techno-economic performance of VFC, taking into account the constraints
of computing capacity, communication range, and QoS requirements.
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Finally, considering the early phase of VFC, the real-world experiment
would be expensive and time-consuming. Since existing simulators lack
key features in VFC, such as realistic vehicular network simulation, compu-
tational and network schedulers, and economic models, a new simulation
platform is necessary to validate the proposed capacity planning solutions
under urban environments.
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3. Capacity Planning for Vehicular Fog
Computing

This chapter summarizes the contributions of each publication and shows
how they address the research questions introduced in Chapter 1. Section
3.1 presents an overview of our capacity planning solutions. Section 3.2
describes the impacts of vehicular mobility on capacity planning in the
VFC environment. Section 3.3 describes the ILP-based long-term capac-
ity planning solution that addresses RQ1. Sections 3.4 and 3.5 explain
the ILP-based and MARL-based capacity planning solutions for ODVFC,
respectively, which target RQ2 and RQ3. Section 3.6 illustrates the sim-
ulation platforms that we have developed for evaluating the solutions
explained in the earlier sections.

3.1 Overall Framework

Fig. 3.1 overviews the dissertation work. According to the study on
real-world traffic dataset [20], we found that the computational demand
generated by vehicular traffic is accumulated from three parts, including
stationary, periodic, and stochastic demands [71].

Figure 3.1. An overview of capacity planning for VFC to fulfill the stationary, periodic,
and stochastic computational demands [71].
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The stationary demand, as shown in pink in Fig. 3.1, is defined as the
level of demand that is lower than the actual demand during most time
of the day. We envision fulfilling this part of demand with CFNs, which
can provide constant capacity at all times. Apart from this, the periodic
demand, as shown in green in Fig. 3.1, follows certain spatio-temporal
patterns that repeat daily on weekdays and weekly on weekends. We
envision fulfilling this part of the demand by scheduling the VFNs carried
by buses, which have fixed routes and timetables that are designed to
follow traffic patterns (e.g., more frequent during peak hours). We learned
the stationary and periodic demands from regressions on daily traffic flows,
and the solution to meet them (RQ1) is addressed in Publication I.

The pattern of vehicular traffic could change due to seasonal variations
(e.g., summer versus winter) or the occasional events (e.g., music festivals
and football matches). For seasonal variations, we can update the long-
term plan every season, but it is computationally heavy to update it every
day or hour. For occasional events, it is not worth changing the long-term
capacity plan because the changes are usually non-repetitive. To calculate
the stochastic demand caused by these changes, as shown in blue in Fig.
3.1, we first estimate the overall demand by traffic flow prediction and
then exclude the regular demand from the overall demand estimation. We
envision deploying VFNs on vehicles with flexible routes and schedules
(e.g., taxis), and routing them when and to where that demand emerges.
The solutions to meet the stochastic demand (RQ2) are addressed in
Publications III and IV, and the time complexity analyses of the proposed
solutions (RQ3) are also presented. Finally, the simulator proposed in
Publication II and extended in Publication IV is used to evaluate the
proposed capacity planning solutions.

3.2 Impacts of Vehicular Mobility

The vehicles involved in VFC include the client vehicles and VFNs. As
mentioned in Section 2.2, the mobility of vehicles can be studied from
two perspectives: the macroscopic and microscopic flows. The microscopic
flow refers to the moving trajectory and speed of individual vehicles. The
macroscopic flow refers to the aggregation of individual vehicles and the
interactions among them.

The distribution of client vehicles follows the macroscopic flow. The
macroscopic flow can be measured with traffic volume, traffic density, or
average speed. In this dissertation, we use traffic density to represent
the number of client vehicles in each region, which is derived from traffic
volume data [19] and speed data [20] according to the traffic flow theory
[32]. In addition, Gaussian process regression is used for long-term (e.g.,
seasonal) macroscopic flow modeling, while SARIMA is used for short-term
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(e.g., hourly) macroscopic flow prediction.
Based on the distribution of client vehicles, we decide on the mobility of

VFNs as our capacity plan. The mobility of VFNs depends on the routes
and timetables of the vehicles carrying them. If we use buses to carry the
VFNs, the routes and timetables of bus trips are determined and can be
extracted by open source data [25]. Therefore, we decide on the bus trips
that will carry the VFNs and the turnaround sequence of the selected bus
trips as our capacity plan. If we use taxis to carry the VFNs, the routes
and timetables of the VFNs are flexible. Therefore, we update the origins
and destinations of the VFNs regularly as our capacity plan.

Apart from the macroscopic flow, the microscopic flow is also necessary
to understand the implications of mobility on the capacity plan. The
microscopic model of bus-carried VFNs depends on the trajectory of buses,
which is collected from the onboard GPS data [25]. We use SUMO [65]
to simulate the microscopic models of client vehicles and taxis-carried
VFNs, where each vehicle is associated with an origin and destination (OD)
matrix and their trajectories are calculated according to the shortest path
on the road network. The OD matrix of client vehicles is set based on their
commuting schedule or daily activity, while the capacity plan provides the
OD matrix of VFNs. The speeds of the vehicles are updated according to
the car-following model, affected by road regulations (e.g., speed limit) and
traffic infrastructures (e.g., traffic lights). When the location of a vehicle
changes, its network attributes, such as connected cellular base station,
SINR, and throughput values, also vary, based on which we decide the
resource allocation plan and evaluate the techno-economic performance.

3.3 ILP-based Long-term Capacity Planning

To address RQ1, we propose a data-driven capacity planning framework
in Publication I, which takes real-world data as inputs and outputs a cost-
optimal deployment plan of CFNs and VFNs using a heuristic algorithm
and ILP. It is built on the assumption that CFNs are co-located with
cellular base stations located in different areas of the city while VFNs are
carried by buses with fixed routes and timetables. We use three types of
data as inputs. The vehicular traffic data include the speed samples from
HERE traffic API [20] and traffic volume samples from the Finnish traffic
measurement system (TMS) [19]. The application profiles describe the
CPU and GPU consumption of each vehicular application versus latency
requirement. The bus mobility data include real-time bus locations and
bus timetables, obtained from HSL high-frequency positioning (HFP) API
[25] and HSL general transit feed specification (GTFS) [25], respectively.

Our framework determines the number and types of fog nodes to be
deployed in different regions (e.g., downtown and suburban areas) to
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Figure 3.2. Flowchart of the data-driven capacity planning framework in Publication I
[73].

meet computational resource requirements at different times of the day,
under the constraints of resource capacity, communication range, and QoS
requirements. Since not all buses must be equipped with VFNs to fulfill
the computational demand, the framework decides which bus lines and
shifts will be served by VFN-equipped buses.

Fig. 3.2 outlines the data-driven capacity planning framework. We imple-
ment the capacity planning model in three steps: demand estimation, cost
minimization, and bus scheduling. Vehicular traffic data and application
profiles are used for demand forecasting. Bus mobility data (including
routes and timetables) is used for cost minimization and bus scheduling.

We first estimated the computational resource demand generated by
client vehicles, which depends on the spatio-temporal distribution of vehic-
ular traffic and the resource consumption of vehicular applications. Based
on real-world traffic datasets, we calculated traffic density using the traffic
flow theory [32]. We then used k-means clustering [87] to divide the consid-
ered city into clusters and used Gaussian process regression [95] to model
the daily traffic flow within each cluster. Meanwhile, we selected exem-
plary vehicular applications, containerized them into Docker [77] images,
and analyzed their resource usage under different latency constraints. The
output of the demand estimation module defines the minimum computing
capacity (expressed as the number of fog nodes with a fixed unit capacity)
required by each cluster to meet the QoS requirements.

Our second step was to determine a cost-optimal deployment plan based
on the estimated demand and potential supply. Based on real-world bus
schedules, we mapped bus trips that pass through each cluster using a
spatio-temporal availability matrix (i.e., a binary value is calculated for
each bus trip in each cluster at each timeslot, where 1 indicates available
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and 0 indicates unavailable). Here, a bus trip defines the route traveled
and when the trip starts. The same trip is usually repeated daily on
weekdays and weekly on weekends. The same bus trip may be served by
different buses on different days.

Our cost minimization module generated CFN deployment plans (i.e.,
the number and locations of the CFNs) and bus trip selection (i.e., which
bus trips should provide the VFC service) that minimized the operational
costs of CFNs and VFNs. In this module, we assumed that all buses in the
study area carry VFNs. However, this could lead to an oversupply of VFNs.

Our final step was to run the bus scheduling module to determine the
smallest subset of buses to cover the selected bus trips for VFN deployment.
Bus trips that belong to the same bus line and have sufficient turnaround
times were linked together to ensure that the same bus can cover different
trips. In this way, we minimized the installation costs of VFNs.

We used the simulator described in Section 3.6 to simulate the VFC sce-
narios in Helsinki downtown versus suburban areas, on weekdays versus
weekends. The experimental results proved the cost-efficiency potential
of VFC over deploying only CFNs in the long term. The deployment of
VFNs saves operational costs at the expense of additional installation
costs. Compared to deploying VFNs on all buses in the study area, the bus
scheduling module prevents unnecessary installation costs by choosing a
subset of buses to carry VFNs. We also evaluated the impacts of traffic
patterns on the capacity plans and the potential cost savings. We found
that high traffic density and significant hourly variation would lead to
dense deployment of VFNs and create more savings in operational costs in
the long term.

3.4 ILP-based Short-term Capacity Planning

The method proposed in Publication I focuses on long-term capacity plan-
ning and is not suitable for short-term capacity planning due to high time
complexity. In addition, the fixed routes and schedules of buses cannot
accommodate the uncertainty in computational demand.

Therefore, to address RQ2, we propose an ODVFC scenario in Publication
III, where the VFNs carried by vehicles with flexible routes and schedules
(e.g., taxis) are routed at the time and to the places where occasional
demand emerges. In ODVFC, the capacity plan needs to be updated
frequently, which requires the capacity planning solution to be lightweight
enough to complete routing calculations within minutes or even seconds.

To ensure the availability of VFNs in a given region when delay-critical
services are received, we assumed that VFNs are routed to the region before
demand generation. In order to realize this assumption, it is necessary to
be able to accurately predict the traffic flow and corresponding computing
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Figure 3.3. An overview of the capacity planning framework in Publication III [72].

resource demand in the next time slot (e.g., hour).
Fig. 3.3 presents the data-driven framework to implement capacity plan-

ning in ODVFC, where the demand and supply are modeled separately.
The inputs for demand prediction are the traffic dataset, task record,
application profiles, and SLA.

In Publication I, we assumed the spatio-temporal distribution of demand
remains the same, whereas in Publication III, we considered the temporary
changes in the distribution of demand. Therefore, we applied SARIMA
[53] to the traffic dataset for traffic flow prediction, and used the task
record, which describes the task arrival rate and user selections of vehic-
ular applications, to compute the task arrival. Combined with vehicular
application profiles describing CPU and GPU consumption patterns for
each task, workloads can be estimated. In other words, we estimated how
much CPU and GPU capacity is needed to meet the latency requirements
of the applications running on the vehicles in each region.

Moreover, in Publication I, we assumed that all the computing tasks
would be served by CFNs and VFNs. However, in ODVFC, due to the
limited number and capacity of VFNs carried by taxis and high variation in
the stochastic demand, not all computing tasks could be served, especially
when the increase in demand is significant. Planning to serve all the
demands leads to resource scarcity as well as SLA violations. Therefore,
we chose the most profitable proportion of demand to be served according
to the prices and penalties defined in the SLA.

To address RQ3, a two-phase capacity planning model is deployed. Dur-
ing global planning, we determined the global routing strategy that aims
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Figure 3.4. The two-phase planning model in Publication III [72].

to maximize the profit at the city scale with the overall capacity constraint.
Meanwhile, the VFNs are routed to the corresponding regions with mini-
mized traveling costs. During this process, each episode (i.e., the duration
of the capacity planning horizon) is discretized into E1 long time (LT) slots,
cf. Fig. 3.4, and we updated the global capacity plan in each LT.

During regional planning, we determined the task allocation and regional
routing strategies for VFNs. More specifically, the VFNs that have already
been allocated to a region are routed within the target region according to
the locations of the users with minimized costs. Meanwhile, the VFNs are
assigned to the users within the communication range with minimized SLA
violations. During this process, each LT is discretized into E2 short time
(ST) slots, cf. Fig. 3.4, and we updated the regional capacity plan in each
ST. The two-phase capacity planning enables parallel decision-making at
the regional level, which balances the execution time of the model and the
techno-economic performance of the capacity plan.

Finally, the regional capacity plan was fed to the service evaluation
module to measure the achieved QoS and profit. At the end of each LT, the
prediction accuracy of traffic flow in the current LT is evaluated, which
is used as feedback to improve the prediction accuracy in the next LT. At
the end of each episode, the techno-economic performance of the successive
capacity plans for that episode is evaluated, which is used as feedback for
capacity planning for the next episode.

We simulated the ODVFC scenario in Helsinki for one day using the
simulator described in Section 3.6. The results showed that the proposed
capacity planning solution has an 8.72% higher service rate and 8.3%
higher profit than the baseline solution (i.e., where the traffic flow is
estimated based on Gaussian process regression [95] from the historical
data). It has a 2.11% higher service rate and 79.64% higher profit than
the solution solved by VRPTW [90] and a 17.38% higher service rate and
42% higher profit than the naive approach (i.e., where the VFNs randomly
travel among the regions and serve the demand that is within the same
region). The results also showed that the deployment of two-phase capacity
planning significantly reduces the execution time compared to single-phase
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capacity planning (i.e., where the city is regarded as a single region), at
the expense of decreased optimality in terms of profit.

3.5 MARL-based Short-term Capacity Planning

As an alternative solution to solve RQ2, Publication IV explores the fea-
sibility of utilizing RL for dynamic VFN routing in the case of ODVFC.
Traditional optimization approaches, such as the ILP-based ones proposed
in Publications I and III, suffer from the curse of dimensionality, namely
the execution time greatly increases with the size of variables. Different
from the above approaches, RL can be used to solve very complex problems
while addressing the curse of dimensionality [105]. Therefore, RL has the
potential to reduce the time granularity of capacity planning and enable
continuous VFN routing. Moreover, the proposed RL-based solution can
adapt the routes of VFNs to the uncertainty in the VFC environment, such
as fast-changing demand and dynamic traveling time.

We proposed to formulate the ODVFC as a MARL problem. MARL is
an RL problem where multiple agents interact in a common environment.
Each agent makes a decision at each time step and cooperates with other
agents to achieve a common goal [86]. The goal of ODVFC is to maximize
region-wide profits during an episode. In Publication IV, an episode is a
fixed-length time interval, but in practice, it can also be continuous. We
assumed that the VFN travels continuously through the region without
entering or leaving; thus, capacity costs (i.e., rent, travel, and fuel/electric
costs for all VFNs) are not affected by the VFN route. For this reason, we
transformed the objective of maximizing profit into maximizing revenue.

The capacity planning, in the case of ODVFC, is converted into the
dynamic routing of VFNs at the road segment level. The road network of
an urban area is represented as a weighted, directed graph, where each
vertex/node v is a road intersection and each edge e is a road segment [51].
We represented each road segment e as a two-dimensional vector according
to the coordinates of the start and end vertices.

We formulated the dynamic routing of VFNs as an MDP with N agents,
where each agent i ∈ N is a VFN. The observation of each agent i includes
two parts. One part is the set of road segments that are reachable at the
next time step Seg i,t+1, which is derived from the road network. The other
part is the environmental state, which is calculated for each reachable
road segment e2 ∈ Seg i,t+1. We use the environmental states at the current
time step t to predict the ones at t+1. It includes the average traveling
speed speed(e2) of all vehicles located on the road segment, the number
num(e2), workload workload(e2), and latency requirements lat(e2) of all
computing tasks located on the road segment, and the capacity cap(e2) of
all VFNs located on the road segment. In practice, the observation of each
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Figure 3.5. Multi-agent actor-critic framework in Publication IV, where each actor is an
agent, and two actors are used for demonstration [69].

VFN is provided by the connected cellular base station. The global state
is the set of observations from all agents, denoted as st = {o1,t, o2,t, ..., oN,t}.
The global reward r t is the total rewards (i.e., revenue) received by all the
agents during a time step t.

Previous works such as [30] set the action space as a road network, such
that each VFN chooses a specific road segment as the next destination.
However, this approach is not scalable for large road networks with hun-
dreds or even thousands of road segments in real-world scenarios. As an
alternative, we set the actions as the relative driving directions. More
specifically, each agent can take four actions, including going straight,
turning left, turning right, and making a U-turn at the end of the road. In
practice, for more complex road networks with intersections consisting of
more than four directions, the action set can be adjusted accordingly.

To balance the time complexity and optimality (RQ3), we applied the
actor-critic method [66] to solve the ODVFC problem, where VFNs are
agents and actors. As shown in Fig. 3.5, we used centralized training
and decentralized decision-making, where each policy network (i.e., actor)
generates an action distribution and a central critic network predicts
discounted future returns (i.e., long-term revenue) [112] v(st) based on the
global state st. The central critic evaluates the cooperation among all the
agents in the training phase and is not used in the execution phase (cf. Fig.
3.5). In the case of ODVFC, each VFN learns its own policy with the help
of a central critic. The actor-critic approach reduces time complexity by
using decentralized VFN routing strategies while enabling collaboration
between VFNs by using centralized training [66].

We used the simulator presented in Section 3.6 to simulate the ODVFC
scenarios during peak (i.e., 6:00 to 7:00), mid-peak (i.e., 19:00 to 20:00),
and off-peak hours (i.e., 22:00 to 23:00) in the central Helsinki area, where
different numbers of VFNs are deployed. The experimental results showed
that the proposed solution yields 25.2% higher revenue, 25.2% more served
tasks, and 17.6% lower latency than the naive approach (i.e., where the
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VFNs randomly travel and serve the nearby users). The proposed solution
achieves 8.3% higher revenue and 13.2% higher number of served tasks
than the decentralized learning approach (i.e., where each VFN learns its
own policy and critic to maximize the individual revenue). In addition,
it has 40.6% and 83% lower execution time than the centralized learning
method (i.e., where a global agent trains a routing policy of all VFNs to
maximize the region-wide revenue) and ILP-based approach, respectively,
with only 14% lower revenue than both. The results also showed that
the execution time of the proposed solution increases much slower than
centralized learning and ILP-based methods when the numbers of client
vehicles and VFNs increase. Therefore, the proposed solution is more
scalable in real-life scenarios where there is heavy traffic and large road
networks.

3.6 Data-driven Simulation Platform

Due to the simplified network model in use, lack of support for fog node
mobility, and limited test scenarios, existing simulation platforms [36,
100, 121] cannot provide realistic techno-economic investigations of VFC
capacity plans. Therefore, we developed an open-source VFC simulator
called VFogSim in Publication II, which allows real-world data as input to
simulate VFC supply and demand in urban areas.

The right-hand side of Fig. 3.6 illustrates the VFogSim platform, which
requires the mobility of the vehicle and the SINR map of the given area
as inputs. We used Altair WinProp [39] and simulation of urban mobility
(SUMO) [65] to generate synthetic data. WinProp is a network simulator
that takes the 3D city database from OpenStreetMap as input and out-
puts the network parameters, taking into account the shadowing effects of
buildings and trees. We applied the dominant path propagation model and
5G air interface configuration to estimate the SINR map for the region.
SUMO is an open-source, highly portable, microscopic, and continuous
traffic simulation package widely used in traffic signal control [111], au-
tonomous driving [111], and V2X [96]. Based on the 2D road network
from OpenStreetMap, we generated fine-grained microscopic traffic data
in the study area. Alternatively, the inputs could be the onboard global
positioning system (GPS) data and SINR data collected from real-world
experiments.

We designed the VFogSim platform as a discrete-time optimizer; there-
fore, the input data needs to be discretized into transmission time intervals
(TTIs). After inputting the data, the vehicle will be registered to differ-
ent base stations (i.e., the gNBs). The network simulation module first
associates vehicle trajectories with SINR values in the gNB registration
block. Then, it determines the workload of different gNBs. If the client
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Figure 3.6. System architecture of the Ray-SUMO-VFogSim++ platform in Publication
IV, which integrates RL library, Ray RLlib [79], traffic simulator, SUMO [65],
5G simulator, Simu5G [81], and VFC simulator, VFogSim++. VFogSim++ is a
new version of VFogSim [3] that is embedded in OMNeT++ [107].

vehicle changes gNB, the gNB registration block triggers the user and task
migration module, which processes and stores the task migration. Other-
wise, the task will be moved to the network and computation schedulers.
The network and computing schedulers focus on the allocation of spectrum
and computing resources, respectively. During this process, we assumed
that the priority of a service is determined by the requested resource, the
price of the service, and the remaining service execution time. Finally,
the resulting performance metrics, such as resource allocation plan, la-
tency, and billing information, are stored separately in statistics for further
techno-economic evaluation.

The VFogSim platform enables fine-grained evaluation of capacity plan-
ning solutions in urban environments. However, in VFogSim, the assess-
ment phase only starts after the capacity planning options have been pro-
vided. To simulate the MDP formulated in Publication IV, the simulation
platform is supposed to support the mobility of vehicles with 5G connec-
tivity, the spatiotemporally varying computational capacity demands, and
the deployment of different capacity planning strategies, including those
based on MARL. Furthermore, different modules need to interact with
each other and work in an online manner.

Since none of the existing simulators [111, 96] supports all of the above
features, we built an extended version of VFogSim, referred to as Ray-
SUMO-VFogSim++, in Publication IV. It improves upon existing simulators
and accommodates four open-source platforms. Specifically, we used SUMO
[65] for vehicular mobility simulation. Simu5G [81] is used for 5G network
simulation, which is the evolution of the popular SimuLTE [108] that
incorporates 5G NR access. We used VFogSim++ for VFC simulations,
which is a new version of VFogSim [3] that is embedded in OMNeT++ [107]
and located in the same package as Simu5G. Finally, Ray RLlib [79], a
widely-used RL library, is used for building the MARL environment.
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Fig. 3.6 shows our proposed simulation platform Ray-SUMO-VFogSim++.
In this platform, the agents (i.e., VFNs) are modeled in Ray RLlib. The
environment is simulated in SUMO and VFogSim++, which take charge of
vehicular mobility and network simulations, respectively. The agents inter-
act with SUMO through traffic control interface (TraCI) [24]. They interact
with VFogSim++ through extensible markup language (XML), where one
program writes and the other reads at each time. During our simulation,
the vehicular simulation in Ray RLlib is updated per simulation step t
(e.g., 1 second) while the network simulation in VFogSim++ is updated per
TTI (e.g., 0.1 second), thus a timer is used for time synchronization.

The VFogSim and Ray-SUMO-VFogSim++ [76] are made open-source
for future research in VFC. They both follow a modular and customizable
design and support various application scenarios. They can be used to
evaluate the techno-economic performance of different deployment sce-
narios. They can also be used to analyze the effectiveness of diverse
network and computation scheduling algorithms, pricing strategies, and
prioritization mechanisms. In particular, the 5G NR V2X module in Ray-
SUMO-VFogSim++ provides a realistic simulation of wireless vehicular
communication and task offloading. Furthermore, the embedded MARL
environment supports the evaluation of various RL-based algorithms, in-
cluding task allocation, capacity planning, and vehicle routing.
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4. Open Questions

This chapter discusses potential areas for future research based on the
results of this dissertation.

4.1 Resource Heterogeneity

Compared to cloud computing where there is sufficient capacity, it is
challenging to understand the performance limitations and bottlenecks
of vehicular applications running on fog nodes, due to their heterogeneity
and constrained capacity [93]. Thus, to obtain realistic application profiles,
a benchmark suite is necessary for the VFC environment, taking into
account resource heterogeneity. Besides, edge federation refers to an
integrated resource provisioning model, which seamlessly realizes resource
cooperation and service provisioning across standalone edge computing
providers and clouds [13]. Thus, edge federation can be utilized for resource
allocation and capacity planning for VFC, to efficiently schedule and utilize
the resources over CFNs, VFNs, and the cloud.

4.2 Task Heterogeneity

This dissertation does not consider the variations in task arrival rate (i.e.,
how many requests would be generated by each vehicle) [70] or user prefer-
ence (which services or applications each vehicle would prefer to use) [46].
We assume that they both follow a uniform distribution. In future work,
we will take the uncertainty in these aspects into account. For example,
queuing theory can be combined with the demand prediction model in
capacity planning [84]. A queuing system consists of the arrival process,
server, queue, service discipline, service time distribution, departure pro-
cess, and system performance measures. Therefore, the queue models can
be used to include different task arrival rate distributions and vehicular
application combinations.
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4.3 Caching for VFC

In this dissertation, only computation offloading is considered in terms of
capacity planning, whereas caching can also be studied for VFC [106]. In
VFC, the client vehicle can be both a data provider and a data receiver.
If we cache popular data on CFNs and VFNs that are closer to the client
vehicle, this would save time for the client vehicles to access the data and
reduce the congestion in the cloud [64]. Therefore, an efficient caching
strategy is needed that can intelligently recognize similar processing tasks
and cache them for future requests. Furthermore, how to jointly decide
on cache placement, VFN scheduling or routing strategies, and computing
resource allocation will be a challenge.

4.4 Carriers of VFNs

This dissertation considers vehicles such as buses and taxis to serve as
VFNs. For taxis, we assume that they have flexible routes when there is
no customer. Whereas, in real life, the availability of taxis needs to be
considered, especially during large events and peak hours. In addition,
the locations of charging or refueling stations need to be considered when
planning the routes for the VFNs [33]. Another potential approach is to
deploy VFNs on wireless charging electric buses, which receive power from
underground transmitters during moving [34].

Alternatively, the UAVs can be served as VFNs. The UAVs can freely
move in continuous space instead of being restricted by road networks, or
they can be designated for the VFC service, which addresses the availabil-
ity issue. Furthermore, they will not increase vehicular traffic congestion
during peak hours. However, due to the size and weight constraints, the
computing capacity of UAVs is limited [67]. Another limitation of UAVs is
the high energy consumption and short battery life [103, 67]. Furthermore,
there is a stringent time requirement for the UAV control [103, 117].

4.5 Optimization Objective

This dissertation considers a trade-off between the techno-economic per-
formance of the capacity plan and the time complexity of the capacity
planning model, and the QoS has been represented as latency. However,
we did not consider the different QoS requirements of artificial intelligence
(AI) based services. In addition to latency, one AI-based service may use
different neural networks corresponding to different accuracy levels and
computational complexity. In the future, the QoS can be extended to cover
both latency and accuracy [59].
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In addition, if we use machine learning for spatio-temporal feature ex-
traction and demand prediction, the key challenges include the support
for heterogeneous spatio-temporal data as well as efficient and scalable
computation [61]. Furthermore, if we deploy deep RL for capacity planning,
another research direction is how to make it more resource efficient [48].

4.6 Security and Privacy

If we use VFC for data sharing, the users’ sensitive information, such
as identity and location, as well as social graphs are entirely exposed to
the service provider, thereby causing critical security and privacy threats
[58]. From a security perspective, confidentiality, integrity, authentication,
and location validations are essential when planning for VFC [40]. From
a privacy perspective, the privacy of the vehicle’s information, such as
personal and location information, needs to be preserved during training
and data sharing [40].

Federated learning (FL) refers to a learning strategy that decouples
model training from direct access to the raw data. In FL, the learning
task is solved by a loose federation of participating devices coordinated
by a central server [49]. The participating devices do not share the raw
data with the central server, but an update of the trained model instead,
to decrease communication costs and preserve individual privacy. If we
use FL for training the models in VFC, one of the major concerns is how to
minimize the rounds of communication during training, while balancing
accuracy at the same time [60].
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5. Conclusion

In recent years, autonomous driving has attracted great attention from
both academia and industry. To meet the computational demand generated
by compute-intensive and latency-critical vehicular applications, fog com-
puting reduces the latency by moving the computational resources close to
where data is generated. VFC is an emerging computing paradigm where
fog nodes deployed on moving vehicles complement stationary fog nodes
to satisfy the spatiotemporally varying demand for computing resources
in a cost-efficient manner. However, due to the high mobility of vehicles
and the uncertainty in the vehicular traffic environment, some challenges
remain to be addressed before the real-world implementation of VFC. In
particular, we focus on capacity planning for VFC, taking into account the
dynamic demand and supply of computational resources.

To address the research questions, this dissertation has followed a data-
driven methodology to develop capacity planning frameworks for VFC.
First, to address spatio-temporal dynamics in vehicular traffic, we propose
an ILP-based long-term capacity planning framework that determines the
location and number of CFNs together with the schedules and routes of
VFNs carried by buses. Second, to address the uncertainty in vehicular
traffic, we present an ILP-based on-demand capacity planning framework
based on traffic prediction, which decides the number and routes of VFNs
carried by taxis through city-scale and regional planning. Furthermore, we
propose a MARL-based on-demand capacity planning framework, which
focuses on dynamically routing the VFNs carried by taxis using the actor-
critic method. Finally, we develop an open-source VFC simulation platform,
which takes real-world vehicular and network data as inputs and simulates
the supply and demand of computational resources in urban environments.

The evaluation of the developed frameworks indicates their applicability
for enabling a QoS-guaranteed and cost-efficient VFC service. We believe
that the results of this work can contribute to the development of VFC for
next-generation vehicular applications in the future.
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Errata

Publication I

The notations "∈ (0,1)" should be "∈ {0,1}" in
Equations (1e), (2d), and (3d).
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