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SoC System on chip
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Chapter 1

Introduction

1.1 Motivation for the Thesis

Wireless sensors are small devices, intended to operaseYeral years without a b
tery change. Since they are wireless, they are optimal faritmong hte environmel
and weather. Devices present in everyday life, such as alenpbone or person
digital assistant (PDA) could act as a terminal and a gatawagternet and mobi
networks for different sensors and short-range applinatias shown in Figure 1.1.

Extremely low power dissipation and material costs are terkequirements fi
battery-powered sensor modules. With modern deep sulmammplementary mel
oxide semiconductor (CMOS) processes, the cost-effeitiegration of a whole sy
tem on chip (SoC) is possible. Hence, for long stand-alomeadjipn and cost-effecti
realization, minimizing power dissipation and siliconaere the main design targe

Internet

I

\

GPRS/3G
network

Cellular

Figure 1.1 Mobile phone as a gateway to internet and mobile networks.
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From the sensor radio receiver point of view, a high integralievel can be achieve
by using, for example, the direct conversion receiver &echire. The demand for Ic
costs requires the use of CMOS technology without additipracess options, such
high-quality resistors or capacitors. However, what makegealization challengir
is the fact that in deep sub-micron processes the availaihefigpm a single transist
is only moderate. In addition, in a CMOS direct conversiareieer, the flicker nois
increases the noise figure (NF) significantly. These twaosfemtuce the available ¢
erating range. However, since sensors are typically shode devices, the reducti
in operating range can be tolerated [4].

There are different solutions for wireless sensor networkthe market. Howeve
the large number of radios required by various wirelessdstats makes the mob
phone design challenging. In addition, most of the solgioonsume too much pow
for applications, such as wristtop computers. Hence, filfile requirements for loy
power dissipation and to be able to utilize existing shartge radios in mobile phont
new low-power solutions based on existing short-rangeosagie required.

A mobile terminal used as a terminal should be capable ofadiperin the widely
used global system for mobile communications (GSM) netwoas well as in thirc
generation wideband code division multiple access (WCDM#jumorks, while havin
very low power dissipation in order to extend the life-tinfahe battery.

For sensor interfaces designed to read actual sensorxdopde acceleromete
the design targets are rather similar. In every sensorfatesto be able to use digi
signal processing, the measured analog data have to bertmhueto digital form
Hence, an A/D converter is required that is capable of mgegirnngent requiremen
for both power dissipation and silicon area. In additiorxifigity in the A/D convertel
topology is preferred, since it enables the same circuitkbto be used for tasks wi
different requirements for speed and accuracy.

1.2 Analog Circuit Design in Deep Sub-Micron CMOS

When deep sub-micron processes are used for analog desigh,ofmihe technol
ogy changes make the analog design even more challengint). d&p sub-micrc
processes, the available power supply is 1.2 V or less, aréfdre the signal hea
room required in analog designs is relatively small. Theaigange in most of tr
analog blocks is reduced and cascode structures cannotelde foscing the circu
solutions toward folded and cascade structures. Furthernas the supply voltage
reduced, the achievable linear range is narrowed, thusirglthe linear operatic
range. This makes the operation of metal oxide semicond(®t@S) switches an
MOS-resistances critical. With very short channel lengthe source/drain contax
are reduced to only one, which can lead to increased resestahich is not desirab
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especially in fast-operating switches. Furthermore, ta&hing of very short-chann
transistors is poor, and in pure analog design, transistdts a minimum channe
length are seldom, if ever, utilized.

One of the benefits of technology scaling in analog desighasrcreased ban
width, which makes possible better RF and high frequencyatis®m. On the othe
hand, the achievable speed can also be traded for reducest psgipation. Eve
though amplifiers, for example, can be designed for highedWalth, the increase
only proportional to the scaling of the channel length. Asandback, in deep su
micron processes, the gain from a single transistor is naselemaking the design
applications requiring a high gain hard. Fortunately, sahthe processes have ¢
tions for high-voltage transistors, which can operate Wwitlher supply voltages. Wi
these transistors, analog applications requiring a laegeltoom can be implement:
while digital blocks can benefit from the technology scaling

In this thesis, several solutions from different desigreatpare presented to ov
come the design challenges in deep sub-micron design. Soluoss are base
on new circuit structures that are capable of operating wty low supply volt
ages [P1, P2, 1]. Some solutions utilize existing circuitictures whose operati
is optimized for low-voltage operation, and take advantafgacreased speed in de
sub-micron CMOS [P3]. Finally, some solutions utilize higbitage transistors to in
plement analog circuits requiring supply voltages oveN1vghile having very low
power dissipation [P4,P6,P5, 2, 3].

1.3 Research Contribution

The research described in this thesis focuses on low-p@wesios applications.

The author has designed and implemented baseband cirfarittirect conversio
receivers for ubiquitous communications. The first prqtetyvas published in [P1, !
The whole system was implemented in [P2]; however, only geiver part imple
mented by the authors was reported. The other team memberdMrel. Kaukovuori
D.Sc J. Jussila, and Prof. J. Ryynanen. Mr. J. Kaukovuoriraoél J. Ryynénen we
responsible for the RF front-end design. The author wasoresple for the analc
baseband circuitry, together with D.Sc J. Jussila. Theeptajemonstrated that
ubiquitous communications, the power dissipation can deaed significantly fror
that found in the solutions presently on the market.

The design possibilities with deep sub-micron CMOS proeesgere studied |
a project in which a low-pas&Z modulator was designed and implemented for :
rect conversion receiver [P3]. The main objective was to 6ot what the desig
challenges are and what kind of performance can be achids other team mer
bers were Mr. J. Kaukovuori and Prof. J. Ryynanen, who wespaesible for th
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RF front-end. The author was responsible for ff#emodulator design. The proje
demonstrated, that with deep sub-micron CMOS processgis,darformance desig
can be achieved using robust circuit structures with chdefsign.

Sensor applications were again studied in a project in witiehauthor designe
and implemented algorithmic A/D converters for a capagitiensor interface. Vario
innovative A/D converter topologies were developed by thtbar in order to minimiz
the power dissipation and silicon area of the A/D conver, P6, 3]. The whol
system was published in [P5, 2]. The other team members wier8d_M. Paavole
Lic.Sc M. Kamaérainen, Mr. M. Saukoski, and D.Sc M. Laiho.

1.4 Organization of the Thesis

This thesis is divided into two parts. In the first part, theuiss related to direct cc
version receiver design are covered. The existing solsifionubiquitous communici
tions are briefly covered and the proposed system is dedcriige main focus is ¢
the baseband circuit design.

The second part considers low-power A/D converter desigpe.eiphasis is on tl
design and implementation of A/D converter topologiesahlé for sensor applicatio
and mobile terminals.



Chapter 2

Baseband Circuits for Wireless
Sensors

2.1 General

In recent years, wireless sensor networks that do not redpigth speed or accure
have been gaining more attention in the field of wireless trat@asmission and n¢
working [5—18]. Sensor networks can be made up of hundredsaés, and therefc
each sensing node needs to be inexpensive and compact, stihiferoviding reli-
able and accurate sensing and data transmission. Sensayparally short-ranc
devices [4] and data are transmitted in a peer-to-peerdashver short distances-(C
m) at relatively low data rates<600 kbps). Typically, the main design target for tt
systems is a very low power dissipation. Since sensors pieatly battery-powere
devices, to achieve stand-alone operation for over ong psé&remely small actiy
and stand-by currents are required. Furthermore, thenegant to implement an i
expensive and compact system leads to a small device witmanomn number ¢
external components. A high integration level can be aetidywy using, for exampl
a direct-conversion receiver.

Sensors can be utilized in different places such as officlelihgs, homes, ar
schools. Wireless sensors are convenient for monitorieg@tivironment and weath
Sensors can monitor, for example, temperature, wind, presslirection, and acct
eration. The actual sensing element can be integrated lietsensor itself, or tl
sensor can be used to transfer the data from an external reegesut instrument to
user interface. In addition to different measurement aptibns, other small devic
would also benefit from the short range, low data rate, andlgss connectivity.
mobile terminal is a suitable user interface for the senssirce most people cal
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one with them all the time. Standard Bluetooth radio [19]ngplemented in mo:
modern mobile terminals. However, the standard Bluetoadlors power dissipatic
and capability of handling a large number of sensor nodespefiiciently are nc
suitable for low-power wireless sensor systems. Henceylfid fequirements for lov
power dissipation and to be able to utilize existing Bludiaadios in mobile phone
a low power version of Bluetooth radio with slight changethiaradio parameters w
introduced [20].

The architecture of the implemented wireless direct-cmsiga sensor receiver
shown in Figure 2.1. The total system architecture and sysgeecifications are pr
sented in [20], and the receiver design is presented in [B1]®e implemented bas
band circuits in this thesis include a mixer-baseband fiaxter channel-select filte
1-bit limiters for the A/D conversion, and a one-level reegi signal strength indicat
(RSSI) for signal level detection. The 1-bit resolutiongether with the large mo
ulation index, makes the receiver insensitive to strongp#on signals [20]. In th
following sections, specifications and an overview of thplamented building block
are given.

CHANNEL-SELECT

MIXER FLTER  _  1-BITLIMITER

1l

[[E=dno}s

LNA |

~o ] 1l
=~ | ~> RSSI 7#1 PSP

I

1!

II]J'> A/D A4+

____________ I

THIS WORK

Figure 2.1 Direct-conversion wireless sensor receiver.

2.2 Specifications for Sensor Baseband Circuits

In this section, important specifications used to measuti®e raceivers are reviewe
The emphasis is on specifications that are important forldzesk building blocks
Some measures that enable different filter and limiterzatiins to be compared ¢
also given.
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2.2.1 Noise Figure and Baseband Noise

In low-power direct-conversion wireless receivers impeted using deep sub-micr
CMOS processes, théF of the receiver is typically dominated by the flicker nois
direct-conversion mixers. However, in order not to furttiegrade th&lF of the whole
receiver, the noise contribution of the baseband circlitaul be minimized. Th
output noise of the baseband (BB) referred to receiver (R}t can be calculate
using (2.1) [21]

Vn,out,BB = AV.RX\/ (10NFRx/10) — 1O(NFRF/10)) KT 2fppRs, (2.1)

whereN gy is the receiveNF, NFre is the front-endNF, k is the Boltzmann constai
T is the absolute temperaturg,y, is the baseband bandwidth, and R the receive
input impedance.

2.2.2 Linearity

The output signal of a memoryless nonlinear system can begsgd using a Tayl
series expansion

VouTt = ko +kiVin +k2\/|%\]+k3\/|?\]+"'+knvlrl1\lv (2.2)

whereV)y is the input signal voltage, the coefficidgtis a DC offsetk; is the linea
gain of the system, and the coefficiekis ks, ... ., k, represent the system nonlinear

Typically, a two-tone test is used to measure the lineafigymadio receiver. In th
two-tone test, two sinusoidal test signals with equal atugéV and some frequen
offset are fed into a nonlinear system described by (2.2} rBEsulting input sign:
with input signal frequencies; andwy, is

Vin(t) =V (cogont) + cogwpt)) (2.3)

At the output, only second- and third-order distortion comgnts are taken into &
count. The resulting low-frequency second-ordgermodulation distortion (IMD
that falls into the baseband filter passband is

Vimp2(t) = kaVZ cos((wy — ap)t). (2.4)

The frequencies are chosen to be suchdhat w, < wyp, Wherewyy, is the basebar
passband edge corner frequency. The resulting low-frexyuthrird-orderIMD that
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Figure 2.2 The definition of the intercept points and the 1-dB compression point.

falls into the baseband filter passband is

3

Vimpa(t) = 21w%os((zml —op)t) (2.5)

Here the frequencies are chosen to be suchuhat wp, and 201 — Wy < Wypp,.

The definitions of the intercept points and the 1-dB compoagsoint at the inpt
and the output are shown in Figure 2.2. The second- and ¢initelr intercept points a
defined as the input powers, where the extrapolated outpualstrosses the secotr
or third-orderiMD lines.

Thesecond-order input intercept point (IIP® given by
[IP2=2RN — Rmp2in = OIP2—-G, (2.6)

whereRy is the input power of each two-tone test sigi#lip2 v is the second-ord:
IMD component at the inpu is the passband gain, a@l P2 is the second-ord
output intercept point.

Thethird-order input intercept point (IIP3)s given by

3PN — PimD3,IN

IP3 = =0IP3-G, 2.7)

wherePvpz v is the third-ordetMD component at the input, ar@lP3 is the third:
order output intercept point.

When a single-tone signal with an amplitideand a frequency afy is fed into ¢
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nonlinear system described by (2.2), the resulting funcaheutput signal adv; is

3kVv3
VouT = (kj_V + Z > coqwt). (2.8)

If the coefficientsk; andks have opposite signs, the output starts to compress at
input signal level. The input signal power at which the gaimeduced by 1 dB cor
pared to the linear gain is called timput compression point (ICPJThe OCP s the
output compression point.

2.2.3 Duty Cycle

A duty cycle is an important parameter in limiting amplifiesgice deviation from 50¢
in the duty cycle degrades the achievable signal-to-naie j22]. In limiter design
the duty cycle is measured to define how much the limited dujffers from the idee
with a sine wave input signal. The duty cycle shown in Figui2 defined as

D= 94 10006 2.9
period
wheretqty is the duration that the output signal is non-zero, @ipglioq is the signa
period. For a pure sine wave input signal with a zero offswd, limited output dut
cycle is ideally 50%. In reality, some offset voltage exiatshe limiter input an
degrades the duty cycle, as shown in (2.10).

tauty 1 ( VOFF)
D=—""2-==-(1+ -100% 2.10
Tperiod 2 Vsic ’ ( )

whereVoer is the offset voltage andsg is the amplitude of the signal. For a limit
signal, the signal amplitude is half of the signal range.

tduty
———

Tperiod

Figure 2.3 Duty cycle.
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2.2.4 Group Delay and AM-to-PM conversion

The group delay is defined as a signal propagation delaytiarithrough the syste
with different input signal levels, causing phase shiftwéaer, for limiting amplifiers
the propagation delay depends on the signal level, wheheagroup delay variatic
as a function of input signal frequency is negligible. Herlioaiting amplifiers convet
amplitude variation into phase fluctuations, phenomeraaied amplitude variatic
to phase deviation (AM-to-PM) [22, 23]. Amplitude variatican result from the us
abruptly moving the receiver terminal nearer to or away frtbia sensor. This ci
potentially degrade the signal-to-noise ratio in a phaswesisive FSK detector [22]. |
this work, group delays measured in [P1,P2] are consideradd-to-PM conversio
and measured as a variation in the propagation delay at ke simpyt signal frequenc
with different input signal levels, as was also done in [22].

2.2.5 Start-up Time

In sensor systems, the receiver can be idle for long peribtimme and will wake uj
only when something has to be received. Hence the standrieydi the system can |
significantly improved if the power dissipation in the idl@de can be designed to
negligible. However, if the system often alternates betwesgtive and idle modes, t
system start-up time must be kept short in order to minimaegy dissipation [P1
The start-up time is defined as the time from the wake-up bigmiil the system he
started. In this work, the start-up time was measured in ff@th the baseband filt
output, which excludes the start-up delay caused by thedimin [P2], the start-u
time was measured from the limiter output, which gives tra start-up time of th
whole system.

2.2.6 Filter Performance Comparison

To be able to compare different filter realizations for shiarige communications,
figure of merit that gives the filter power dissipation peregoisl given by

Po

FOMg = ———
F Order- fbb7

(2.11)

wherePy is the filter power dissipatiorQrder is the filter order, andyy, is the base
band bandwidth.
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2.3 Sensor Baseband Circuits

In a wireless direct-conversion sensor receiver, the lzasktypically includes chann
select filters, some sort of A/D conversion, and input sidena| detection. In sens
receivers, the A/D conversion can be implemented using ielingiving a 1-bit A/D
conversion. The benefit of 1-bit A/D conversion is insemgitito strong reception si¢
nals, since the input signal is always limited. Hence the édbverter, namely the lin
iter, is never overloaded. Input signal level detectiorsisdito control the received a
transmitted power levels. In this section, an introductimthe channel-select filtel
limiters, and input signal level detection circuits for @liss sensor receivers is giv
The sensor baseband circuits designed in this thesis alislpedbin papers [P1,P2,:

2.3.1 Mixer-Baseband Interface

The mixer predominantly used in direct-conversion reasive a Gilbert-cell mixel
The output of a Gilbert-cell mixer is current. Hence, the enikaseband interfa
can be a current- or voltage-mode interface. In a voltagdenioterface the sign
current is driven to a high-impedance node, resulting inltage swing at the mixe
output. The front-end voltage gain is now determined from ldw-noise amplifie
(LNA) input to the mixer output. In a current-mode interfate signal current |
driven to a low-impedance node. Hence there is no voltagegsait the mixer outpu
and the signal current is converted to a voltage at the oofghe first baseband sta(
Therefore, the front-end voltage gain will be merged withgfain of the first baseba
stage, and is now determined from the LNA input to the outpuhe first basebar
stage. Next, some voltage- and current-mode interfacddgias are discussed.
Two voltage-mode mixer-baseband interfaces are showngiar&i2.4. The higk
impedance interface required for the voltage-mode oparatin be implemented usi
an operational amplifier [7, 16] or just a MOS transistor [Bje voltage-mode mixe
baseband interface with load resistors in Figure 2.4 a) jdémented in [7, 8, 16]. |
this solution, the resistance values determine the volggage from the LNA input tc
the mixer output. However, the mixer bias current and suppliage limit the feasibl
resistance values. Adding current sources in parallel thighresistances would redt
the bias current flowing through the resistors, allowinghkeigresistance values, a
would result in an increased impedance level and voltage. gdowever, addition:
current sources will add another noise source to the irterféhe voltage-mode mixe
baseband interface with floating load resistors and cusemtces in Figure 2.4 b)
implemented in [11, 22]. Now the whole current drawn by theeniflows througl
current source transistors, resulting in increased néiseiever, the resistance valt
can be increased for larger voltage gain. Resistancesaisocare of the commo
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Figure 2.4 Different voltage-mode mixer-baseband interfaces.
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Figure 2.5 Different current-mode mixer-baseband interfaces.

mode feedback circuit (CMFB). For all-MOS realization, tesistances would have
be removed and the transistors would have to have sepaoake-donnections, makit
the mixer load impedance 1/gm, Wheregm is the transistor transconductance.
many cases, the impedance level is insufficient, resultingdor voltage gain ar
increasedNF in the receiver. The impedance level could again be inctebgadding
current sources in parallel, again adding another noiseesda the interface.

Two different current-mode mixer-baseband interfacesshi@vn in Figure 2.t
The low-impedance node required for the current-mode tiparaan be, for exampl
a transimpedance amplifier input or a cascode transistocsoburthermore the mix
bias current can be optimized, since the biasing is basedypam current sources [P:
The current mode mixer-baseband interface can be impledersing current sour
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loads, as shown in Figure 2.5 a) [24]. In this realizatiorg bw-impedance noc
is implemented using a transimpedance amplifier. This imgredance amplifier ce
be used as the first stage of a lossy active-RC integrator [@4¥hich integrating
capacitors are added in parallel with the feedback residfoa lossless active-R
integrator is used, an additional DC feedback loop has taripéeimented to provic
appropriate biasing.

The current mode mixer-baseband interface can also be inepied using ca
code transistors, as shown in Figure 2.5 b) [P1,P2]. N-cblavi®S (NMOS) cascoc
transistors can be removed for operation with a very low paueply. If required, th
impedance level at the P-channel MOS (PMOS) cascode ttans@irces can be lo\
ered using regulated PMOS cascode transistors, in whicadbéek amplifier is use
to keep the cascode transistor drain-source voltage de stabossible [25,26]. Cor
pared to the topology in Figure 2.5 a), the current throughMOS current sources
larger, resulting in increased noise. However, neitheratfmal amplifiers nor resi
tors are required, making the topology suitable for all-M@8lizations. Furthermor
the topology is well suited to operation with a very low syppbltage.

It can be concluded, that for low-voltage applications, aent-mode interface
more suitable, since there is no voltage signal at the mingsud. Hence the mixe
does not require additional headroom for voltage swing. Adise contribution of th
current-mode interface is equal to or larger than that irvtheage-mode interface [21
However, in sensor applications, some operating rangee#atied for noise. Finall
the current-mode interface topology shown in Figure 2.5 hlyell suited for all-MO¢
realizations.

2.3.2 Continuous-Time Active Filters

The most popular baseband filter architectures for senseivers are active-RC |
11,14,27] and g-C [8,12, 28, 29]. Next, the two filter topologies are introdd.

2.3.2.1 Active-RC

A very popular continuous-time filter topology is based oriraterting active-RC in
tegrator shown in Figure 2.6. In practice, the fully diffietial structure shown i
Figure 2.6 b) is used, since it is less sensitive to power Igupgise and even-ord
harmonic distortion. However, the required silicon areggproximately doubled. Tt
active-RC integrator requires a resistor, an operatiomgdlifier, and a capacitor in
negative feedback loop. As a result of the negative feedlmak there is a virtue
ground at the operational amplifier inputs. When the inputaigoltage is applie
the input resistor R transforms the input voltage into aentrrwhich is integrated t
the feedback capacitor C. The resulting transfer functamrtie active-RC integrat
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Figure 2.6 a) A single-ended active-RC integrator. b) A fully differential active-Rtegrator.
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Figure 2.7 a) A single-ended MOSFET-C integrator.

in the s-domain is
VouT(s) = _?WN~ (2.12)

The benefits of the active-RC integrator are that as a rebthieovirtual ground, dif
ferentinput signals can be summed at the operational asmphfput without any add
tional active components by adding an another input rasistaddition, lossy integr:
tors can be implemented, without any additional currengdying a resistor in parall
with the integrating capacitor. Additionally, the actiR€ integrator is insensitive
parasitic capacitances, since the input and the outpueddplerational amplifier ha
well-controlled voltages. The drawback of active-RC im&grs is that the filter tim
constant varies considerably as a result of variationsmipeature and process, sil
the variations in the resistors and capacitors do not @eelHence, in practice, t
time constants are tuned using parallel integrating céqaciresulting in increast
silicon area. The silicon area can be reduced using MOSFEiTe@rators, in whic
the resistor is replaced with a MOS-transistor operating triode-region, as shov
in Figure 2.7. The area required by the transistors is mushtlean that required |
the resistors. In addition, the filter time constants carubed by changing the conti
voltageVy at the MOS-transistor gate. The drawback of the solution risdaicec
linear signal range.
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VIN

Figure 2.8 The single-endedgC integrator.

2322 gC

Another widely used continuous-time integrated filter téghe is a g-C filter. A
single-ended invertinggC integrator used ingC filters is shown in Figure 2.8. Tl
input voltage at the input of a voltage-to-current convesteransconductor [30] wit
a transconductancengs converted to a current at the transconductor output, evit
is integrated by the capacitor C. The resulting transfection for the g,-C integrato
in the s-domain is

VouT(s) = _%EVIN- (2.13)

Typically, for linear transconductors , a combination ofeal transistors is used, e¢
contributing noise. Hence, compared to the RC integrater,nbise of the g-C in-
tegrator is significantly higher, with values of 2 to 3 beirgranon [31]. While thi
active-RC integrator does not require additional activengonents for input sign
summing and for lossy integrators, thg-@ integrator requires additional para
transconductors for summing different input signals andréalizing the lossy inte
grator shown in Figure 2.13.

Because of their better immunity to power supply noise araherder harmoni
distortion, g,-C filters are also implemented using a fully differentigt@ integrato
as shown in Figure 2.9 a). The fully differential structureutles the total capac
tance, as is the case for active-RC realizations (Figune ®itere the resistance is a
doubled. Fortunately, a fully differentiahgC integrator with a floating capacitor,
shown in Figure 2.9 b), can be used to reduce the total capaeitto one quarter
the original capacitance. In applications, where theailiarea should be minimize
this gives a great advantage over active-RC realizations.

The gy-C filter time constant also varies as a result of temperadeprocess var
ations. However, tuning the,gC filters time-constants is possible by using capa
arrays, as in active-RC filters, or tuning the bias curreintsyhich case continuot
tuning becomes possible. Invariably, the use of contindonimg brings some loss
maximum signal handling capability [31,32]. However, thgings in silicon area ar
the much better tuning accuracy act in favor of bias curneming.

gm-C integrators are sensitive to parasitic capacitancdsabutput of a transco
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Figure 2.9 a) A fully differential g,-C integrator. b) A fully differential g-C integrator with :
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Figure 2.10 A single-ended g-C-OTA integrator.

ductor. The effect of the parasitic capacitances can belgneaiuced by using ¢
operational transconductance amplifier (OTA), discusatat in Section 3.3.1, in tt
Om-C-OTA integrator shown in Figure 2.10 [33].

For modest linearity applications, such as sensor receiN@OS transistors mz
replace the capacitors, thus allowing a high capacitancemearea and impleme
tation in fabrication processes intended for purely digitery large-scale integr:
tion [34]. However, floating capacitors are hard to implemesing only MOS transis
tors. Hence, in all-MOS realizations, structures with graed capacitors are preferr
eliminating structures with floating capacitors, such asfthly differential g,-C in-
tegrator with a floating capacitor in Figure 2.9 b) and in theGQOTA integrator
However, the g-C-OTA integrator can be implemented using PMOS transssoqr
erating in the triode region, since the common-mode levelh& input and outpt
of the OTA can be different, making possible the appropnaléage over the PMO
transistors [35].

2.3.2.3 AI-MOS gy-C Filter

For sensor receivers operating on a single button celltyattee key requirements &
extremely low power dissipation and material costs. In @aoldi the receiver has
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a)

Figure 2.11 a) The single-ended lossless inverting-@ integrator. b) Equivalent all-MC
transistor implementation.

be able to operate with a supply voltage limited to 1.0-1.5aking these specific
tions into account, a suitable filter architecture for semsoeivers is the gC filter.
Furthermore, a simple realization using only MOS transsstesults in a small art
and compatibility with processes optimized for digitalragprocessing. Even thou
the fully differential structures are less sensitive toseoand distortion, the use
two single-ended circuits without intermediate crossreEmions, a so-called pseut
differential structure [28], is a good alternative. Thisusture does not need a CMI
circuit, which helps the design when using low supply vaésgHowever, the stru
ture offers no common-mode rejection. Hence, mismatchéweipseudo-differentii
signal chains convert some of the common-mode signal terdfftial. Next, basi
single-ended building blocks for all-MOS,¢C filters are discussed.

A single-ended lossless invertingC integrator and its equivalent all-MOS tr:
sistor implementation are shown in Figure 2.11. A non-itiagrcounterpart is show
in Figure 2.12. The MOS capacitor is implemented using a NMf@8sistor ir
inversion. An accumulation region PMOS transistor wouldntare linear [34], bu
implementing both the transconductor and MOS capacitdr thi¢ same type of tra
sistor results in better matching in process variations.make it possible to imple
ment a lossy g-C integrator, an additional transconductor is requiredslaown ir
Figure 2.13.

Using the building blocks described above, the single-dradleMOS g,-C biquac
shown in Figure 2.14 can be implemented [P1]. A biquad usimgar building blocks
to those described above is presented in [36]. Howeverpthisad structure requir
floating capacitors, making an all-MOS implementation diffi.

Higher even-order filters can be implemented by cascadmpitjuad stages. F
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Figure 2.12 a) The single-ended lossless non-invertigg@ integrator. b) Equivalent all-MC
transistor implementation.

-

Figure 2.13 a) The single-ended lossy inverting integrator. b) Equivalent all-MOS tra
sistor implementation.

the odd-order filters, one of the poles lies on the real axithefs-plane. Thus tt
pole can be realized by using passive components availalae analog process |[:
38]. In an all-MOS realization, the pole can be implementadafcurrent-mode inp!
signall;y with a diode-connected MOS transistor and a MOS capacisoshawn ir
Figure 2.15. This kind of structure is used in [P1, P2] to iempént the real pole
the mixer-baseband interface. In [P2], a second real pdleptemented to provid
an additional attenuation of strong out-of-band interfgrsignals. Using the buildir
blocks described above, higher-order filters can also béeimgnted with a leapfrc
structure, resulting in lower sensitivity to componentiaions.
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Figure 2.14 a) The single-ended,gC biquad prototype. b) Equivalent all-MOS transis
implementation.
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Figure 2.15 An all-MOS real pole with a current-mode input signal.
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2.3.2.4 Comparison of Active-RC and g-C Filters

At low frequencies, where sensor applications are usgeC dilters dissipate les
power and have smaller silicon area than active-RC filtelgreas active-RC filte
have better dynamic range and noise properties [21, 31A32inentioned earlier, e
tremely low power dissipation and material costs are ther&guirements for batter
powered sensor modules. Hence, in sensor receivers, goainily range and noi:
properties can be traded for low power and a reduced silimam dhe continuous-tin
filters for sensor receivers are compared using (2.11) iteTath. Table 2.1 shows tF
the top four filters in terms of low energy dissipation pergp@lOMg), are g,-C filters.
Furthermore, the top five filters in terms of low power distaare g,-C filters.

Table 2.1 Comparison of Continuous-Time Filters

Ref. | Year | Gain[dB] | Po [uW] | fuplkHZ | Order Arch. FOME [nJ]
[28] | 1999 0 10.5 100 5 gm-C 0.02
[71 | 2000 20 210 25 4 | Active-RC 2.10
8] | 2001 0 100 100 5 gm-C 0.20
[11] | 2003 12.4 2520 2200 5 Active-RC 0.23
[12] | 2003 20 4000 500 4 gm-C 2.00
[29] | 2003 0 167 50 3 gm-C 1.11
[14] | 2004 20 600 120 3 Active-RC 1.67
[27] | 2004 55 4860 1000 6 Active-RC 0.81
[P1] | 2005 9.5T 78 550 3 gm-C 0.05
[P2] | 2006 9.5! 4823 546 4 gm-C 0.02

1 Gain after the mixer-baseband interface.

2 Includes the mixer-baseband interface current consumption, whigipiximately half of
the total filter current consumption.

3 Simulated.

2.3.3 Limiter and Received Signal Strength Indicator

In wireless systems, detecting the strength of the incomsiggal enables both tl
receiver gain and the transmitted power to be adjusted ierdaocdoptimize the syste
performance. The gain control can be implemented usingredh automatic ga
control (AGC) amplifier or a limiter. A limiter or a limiting mplifier is a chain o
cascaded gain stages that saturate the input signal to tanbralue. For wireles
sensor networks, the limiter is preferred to AGC since it lbandle a larger dynam
range while consuming less power [39]. In addition, limstean be used for 1-bit A/L
conversion [P2, 20]. Since the limiter limits the incomingral, it loses the incomir
signal strength information. However, a RSSI can be useetheg with the limiter t
detect the level of the incoming signal. Hence the adjustrogeither the gain of th
limiter or the transmitted power is possible. Since lingtare typically implemente
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Figure 2.16 Limiter with logarithmic RSSI.

together with RSSI circuits, both are next discussed sanalbusly.

A successive-detection logarithmic amplifier [40], showrFig. 2.16, is typicall
used in RSSI implementations in wireless receivers. Inkimd of structure, the log
arithmic response is achieved via piecewise linear appration. The benefits of tt
logarithmic amplifier are that it can handle a wide dynamige together with acc
rate signal level detection. If accurate signal level dieds not required, the RS
can implement only a single detection level [P2].

2.3.3.1 DC Offset Compensation Techniques for Limiters

Since a limiter is a chain of cascaded gain stages and hasyaigdr gain, even
small offset voltage resulting from mismatches or from priog stages may satur:
the output of the limiter. Hence, DC offset compensatiommégues have to be use
Next, some DC offset compensation schemes from the literaie discussed.

The AC coupling technique removes DC offset from the circuitput [41]. A
circuit that performs AC coupling is shown in Figure 2.17 efhansfer function of th
circuit is

sRC
~ 1+sRC

C
Vin o—] Vour

R

Hac(s) (2.14)

Figure 2.17 AC coupling.
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Figure 2.18 The feed-forward offset cancellation technique.

Inan all-MOS implementation, the resistor can be implemeéniing a MOS transist
operating in a triode region. However, the floating capaditdard to implement wit
only MOS transistors. Hence, the silicon area of the AC dogptircuit can be large
especially in a balanced structure, where the number ofcitapsis doubled. The A
coupling circuit high-pass filters the input signal, andderemoves the offset volta
from the output. Hence, the AC coupling circuit can be usechises where the ing
offset voltage does not have to be canceled or removed.

Another way to remove the offset voltage at the circuit otiipua feed-forwar
offset cancellation technique [42]. Feed-forward offsaellation has been usec
[43]. In the feed-forward offset cancellation technique itmput offset is detected wi
a separate circuit and removed at the output. The pring@kawn in Figure 2.18. Tt
drawback of the technique is that it does not remove thetoffdtage of the amplifie
The idea of feed-forward offset cancellation can also be&l tgémplement commor
mode feed-forward (CMFF) circuits to replace CMFB circiitg, 45]. In this work, :
CMFF circuit is used in the RSSI design in [P2].

A way to realize DC offset compensation that removes or daribe offset voltag
at the circuit input is to use a DC feedback loop, as shownguifei 2.19. The offs:
voltage from the preceding stage is canceled, as well adfdet woltage of the ampl
fier Ag. However, the offset voltage of the feedback path is not el and is treate
in the same way as the signal. This issue is also discussezttios 3.5. The transf

function of the circuit is
Ag

1+ AoHeg(s)’
whereA is the amplifier gain at zero frequency aHgg(s) is the transfer functio
of the feedback loop. It is assumed that the amplifier baniwildes not limit th
operation of the signal band of interest. The feedback loapster functiorHgg(s)

Hs(s) (2.15)
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Figure 2.19 DC feedback loop.

for a single-pole low-pass system is given by

_ Aes(9)

Hrg(s) = E—

(2.16)

whereAgg is the DC gain of the feedback loop atlg is the—3-dB corner frequenc
of the feedback loop. Substituting (2.16) into (2.15) gives

S S
s e & 2.17)
1+AoAes 1+ (1+AoArB)wrB Ars 1+ AoArBWEB
The system has a DC gain
1
Hs(0) = Acn’ (2.18)

and a left half-plane zero abrg. As can be seen, the low-pass filter in the fe
back loop creates a high-pass filter with-&-dB corner frequency approximately
AoArsweg. It should be noticed that the corner frequency moves tolaeniffequenc
with a factorAgArg. Hence, in order to keep the high-pass filke3-dB corner fre
quency below the desired signal band, th8-dB corner frequency of the low-pe
filter in the feedback loop has to be low, resulting in a larfjeas area. The higlk
pass corner frequency can be lowered by reducing the galredeedback loopg\rg
or the gain of the main amplifieky. If the feedback has attenuatioArg < 1), the
input-referred offset voltage of the feedback path is iase&l. Hence large attenuat
factors may not be acceptable if the output sigfa)t is small. However, this is ni
the case in limiting amplifiers, where the output is alwaysitiéd to supply voltage
Moreover, it should be noted that the attenuation does ftiettathe feedback offs
voltage shown at the input, which is typically a more critiparameter. Reducir
the gain of the main amplifieAg could also be used to lower the high-pass cc
frequency. However, the gaify is typically either optimized or maximized for t
system, allowing very little room to play with. Next, the peties and trade-offs
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different feedback mechanisms used in the literature a@udsed.

The low-pass filter in the feedback loop has been implemeantddsigns [22, 3¢
41, 46-49] using an RC filter in the feedback loop. Since tlea af an integrate
passive RC pole is very large when th8-dB corner is low, an external capacitor
to be used. Fully integrated implementation can be achibye@placing the passi
RC pole with an integrator [P1, 50, 51]. Furthermore, theuneql silicon area ce
be effectively reduced with a DC feedback loop implementsidgidigital circuitry
[P2,52].

An interesting case of the a DC feedback loop is when the dienA is a limiter,
which limits the signal at the last stages. If we have a mimimuoput signaMn min,
which is amplified to the limited output with a maximum traesi gainAuax, the
transient gain of the limiter at zero frequency is

V .
Agtran = I\N/"mmAMAX (2.19)
IN
Now, (2.17) changes to the form
Hs(s) ~ — - s (2.20)
Are 1+ VIN,min
VN~ PAMAXAFBWFB

The resulting-3-dB high-pass corner frequency is approximayé%}xmAMAxAFBwFB.
The corner frequency depends on the input signal level, angsto a lower frequen:
as the input signal level increases. In order to minimizeaiglistortion, the inpt
signal should be at a much higher frequency than the highfjites corner frequenc
Hence, in a limiter, the highest signal distortion occurghiie minimum input signs

According to (2.17) and (2.20), the DC offset suppressi@mely the DC gai
of the feedback system, remains the same, regardless afighé signal. Hence,
the DC offset is signal-independent, the offset seen at tityud of the limiter stay
unchanged. Furthermore, since the signal at the limitgoudus limited to a fixe:
amplitude, according to (2.10), the duty cycle at the outguhe limiter remains th
same, regardless of the amplitude of the input signal.

It can be concluded that if the high-pass filter corner freqyés designed to fulfi
the signal distortion and duty-cycle requirements withriigimum input signal, th
requirements are fulfilled with higher input signal levelssuming that the offset at t
limiter input is signal-independent. If the offset voltagiethe limiter input increas:
with the input signal, the duty cycle is degraded.
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2.3.3.2 Limiter Gain and Bandwidth

The gain and bandwidth of each gain stage in a limiter deterthie overall perfo
mance of the limiter. In addition, the number of cascaded gtages has an effe
on the overall power dissipation. Next, the effect of casmgdhultiple gain stages ¢
overall performance is discussed.

A basic limiter gain stage is a single-pole amplifier whicls baow-pass transf
function

As

Als) = [ (2.21)
We

whereAs is the amplifier gain at zero frequency aad is the gain stage corn
frequency. For aM-number of cascaded gain stages in (2.21), the transfetidunis

M
HeasdS) = LM (2.22)
(1+ i)
To determine the-3-dB corner frequency of the cascaded gain stages, we h
calculate the magnitude response-afisd jcasc)

AY

M
At the corner frequency, the gain should % Hence, the denominator in (2.Z
must equal ta,/2, resulting in a new-3-dB corner frequency of

Oeasc= W+ vV 2Y/M — 1. (2.24)

As can be seen from (2.24), the3-dB corner frequency of the cascaded ¢
stages is shifted to a lower frequency with a fac{éil/"/' —1. If the gain stage-3-
dB corner frequency is normalized with respect to ##dB corner frequency of tt
cascadedcase We get

(2.23)

|Hcasc(j00casc)| = R

1
L

and if we express the total gain of tMestage cascade witlyo; = Ag" and calculate
gain-bandwidth product3BW) for a single gain stage, we get

Wnorm = (2.25)

1/M

V2IM — 1

Furthermore, for a transconductance amplifier, we can es@BW by
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cBw=Im (2.27)
C

wheregn, is the transconductance of the amplifier andi€the total load capacitan
at the amplifier output. The transconductaggef a saturation region MOS transis
depends on the drain currdgtthrough the relatiogm ~ +/Ip, which can be express
as a function of power dissipation

| Pb
Om ~ Voo (2.28)

whereP, is the power dissipation anghp is the supply voltage. Hence, tBW and
power dissipation of a transconductance amplifier opagatirthe saturation regic
have the relation

Po ~ GBW. (2.29)

If we then estimate the total power dissipation of the casdaghin stages usil
(2.26) and (2.29), we can write for &f-stage cascade

M-1 \ 2
Peasc=M-GBW? =M. | ——2___ | . (2.30)
()
The result from (2.30), with a total gain of 48 dB, is shown igute 2.20. At
shown in Figure 2.20, the optimal power dissipation is asdeusing five gain stage
as is the case in the designs [P1, P2].
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Figure 2.20 Limiter power dissipation vs. number of gain stages.



Chapter 3

Analog-to-Digital Converters
for Sensor Applications

3.1 General

Commercial wireless communication is driven by consumets want higher da
rates to support newer applications. In order to meet thisashel, one part of this th
sis is a low-pas&> modulator A/D converter for a mobile terminal GSM/WCD!
receiver, which benefits from the technology scaling in teohincreased bandwic
and reduced power dissipation [P3]. Even though the teclgyaicaling results inii
creased bandwidth and improved digital signal processapglailities, the drawbac
are that the available gain from a single transistor is reduand the supply voltage
reduced, making the design of analog circuits more difficHibwever, theAz mod-
ulator A/D converter designed in [P3] demonstrates that witobust design, a go
analog performance can be achieved when using deep submtéhnologies.

In contrast to the high-speed A/D converters required foeless communicatior
A/D converters with medium resolution (8—12 bits) at samples up to a few meg
hertz have emerged recently. Such A/D converters can beinsagplications th:
require a small die area and low power dissipation at the @bstduced accurac
Possible applications are, for example, sensors, toysdifgdent measurement a
control systems.

When A/D converters are being designed for sensor applitgtibe energy co
sumption of the sensor nodes will determine both the lifetofithe individual node
and the scope of possible applications, as already distuis<ehapter 2. In additic
to low power dissipation, the size and cost of individualssemodes is critical, ai
hence the silicon area should be minimized. Finally, in ptdeextend the lifetime «
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Fressure sensor § Accelerometer

Magnetometer

& Thermo sensor
Figure 3.1 Mobile phone as a terminal in a sensor system.

the sensor, the A/D converter should be as flexible as pessblas to be able to t
duce power dissipation when the maximum speed or accuracy iequired. Differer
solutions for these applications are presented in [P4,6]15, P

Both the A/D converters described above can be used in tl®ssystems show
in Figure 3.1, where the mobile phone operates as a ternundifferent sensors.

3.2 Specifications for A/D Converters

In order to be able to compare and characterize the perfaenah different A/C
converters, some specifications are needed [53]. Spemifisatan be divided int
two categories: static and dynamic specifications. Staicifications measure t
DC characteristics of the A/D converters, which are impartéor example, in ver
low-frequency sensor systems. Dynamic specifications anedszquency propertie
which are important, for example, in audio and telecommaftion systems.

3.2.1 Static Specifications

The static performance of the A/D converter is charactdrizeasuringlifferential
nonlinearity (DNL)andintegral nonlinearity (INL) With these specifications, the i
curacy, quantization errors, and linearity of the A/D cateecan be measured. T
DNL andINL are specified from the A/D converter transfer curve and cgirésente
as a function of output code, as a single maximum value or angerbetween tt
most positive and negative values. However, presentai@fanction of output coc
gives information about the quantization errors and littgaf the A/D converter. Th
relationship between the input signal and the output vaioean ideal A/D converte
is a discrete staircase transfer curve. The full-scalegelinput rang®es of the A/D
converter is divided into uniform intervals, with an idedssize equal to the least s
nificant bit LSB). The number of code transition levels in the discrete fearfanction
is equal to 2 — 1, whereN is the number of digitized bits of the A/D converter. T
step size depends on the full-scale voltage input range ankeonumber of digitize
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bits, and is given by

VEs

> (3.1)

Visg=

The DNL is the difference, after correction for static gain, betweemeasure
step size and the ideal step size, divided by the ideal stp sS0DNL measure
the variation of the step size relative to the ideal step.sizhe DNL also shows
if the A/D converter has missing codes. If for a certain cdudeRNL < —0.9, the
code is specified as a missing code [53]. TNH& is a cumulativeDNL and can b
computed by integrating tHeNL data. ThelNL is defined as the difference betwe
the ideal and measured code transition levels after caorefur static gain and offse
A monotonic A/D converter has output codes that do not dserdecrease) for
uniformly increasing (decreasing) input signal, disrégag random noise. To fulfi
this specification, théNL should not deviate by more thahl/2 LSB or the DNL
should not deviate by more thail LSB Both DNL andINL are usually expressed
units of LSBs

3.2.2 Dynamic Specifications

With dynamic specifications, the noise, distortion, dyrmatiiearity, settling error:
and sampling time uncertainty of the A/D converter are ottar&zed.

Signal-to-noise ratio (SNRbr a pure sine wave input of specified amplitude
frequency is specified as the ratio of the root-mean-squarg) @mplitude of the A/l
converter output signal to the rms amplitude of the outpatngjaation noise in dec
bels. The quantization noise caused by quantization edepsnds on the quanti:
tion step sizéV s If the quantization error is considered uncorrelated dgdat-
independent, it is evenly distributed in the rang¥ sg/2. The mean square value
the quantization error is given by

1 Visg/2 V2
=_— de= 5B, 3.2
erzmS VLSB [VLSB/Z 12 ( )

If the A/D converter input signal is a pure sine wave with &fdale peak-to-pet
amplitude, the signal mean square value is given by

2
VFS

2&)2'

VZ

singrms = ( (3.3)
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Combining (3.1), (3.2), and (3.3), tl8NRis given by

SNR= 20Iog<\/§2'\‘> =6.02N+1.76dB. (3.4)

Equation (3.4) is independent of the sampling frequencyassdmes that the quz
tization noise of (3.2) is evenly distributed over the sidrendwidth. According to th
Nyquist criteria, all the sampled quantization noise poiskts over the Nyquist bar
[0, fs/2], wherefs is the sampling frequency. Now, the power spectral dendithe
guantization noise is given by

E2(f) = ZefimS. (3.5)

If the desired signal bandwidth is limited to the frequenapge [0 fpw] Using
digital filtering with a brick wall responsH (f), the noise power in the signal band

2, &
2 _ 2 2 _ ms __ ~1ms
o= [ EADH(DPAf = Sy, = J2e (3.6)
where theoversampling ratio (OSRis defined as a ratio of signal bandwidth
sampling frequency, and is given by

fs
2fbw.
From (3.6) it can be noticed, that for a sinusoidal signa,ithkband rms noise
reduced by the square root of tESR Hence, doubling th©SRhalves the quant
zation noise power, which denotes an increase of 3 dB or @5rbthe accuracy ¢
the A/D converter. In the event of oversampling, (3.4) canvbigen in the following
form:

OSR=

(3.7)

SNR=6.02N +1.76+ 10log(OSR. (3.8)

Oversampling also relaxes the requirements for the inptitadiasing filter re-
quired to band-limit the input signal frequencies below ba# of the sampling fre
quencyfs, and for largeOSRratios a simple RC-filter may be adequate. Accordir
the Nyquist criteria, A/D converters with a signal bafag = fs/2 are called Nyquis
rate converters. However, in practice A/D converters withhaOSR(<8) are classifie
as Nyquist-rate converters and A/D converters with a higifeRare classified as ove
sampling converters.

The definition of thesignal-to-noise and distortion ratio (SNDR)similar toSNR
however, the noise is defined to include not only random dgetidn errors but als
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nonlinear distortion and the effects of sampling time exrém practice, the achieval

SNDRis somewhat reduced by noise, distortion, and other noalitées in the realize

A/D converter. Theeffective number of bits (ENOB)a measure of thENDRused tc

present the actual accuracy of the A/D converter in lEt$OBis defined as
SNDR-1.76

The dynamic range (DRghows the available input signal range of the A/D ¢
verter. It is specified as the ratio between a full-scale rgignal and the minimui
input signal detectable at the output of the A/D convertdre fiynamic range is o
tained by measuring tHeNDRof the A/D converter as a function of input signal pov
The dynamic range is the difference between the full-scgdatisignal power and t
input signal power wher8SNDR= 0.

Thespurious-free dynamic range (SFDR}he ratio of the amplitude of the outp
averaged spectral component of the A/D converter at the Bignal frequencyf;y to
the amplitude of the largest harmonic or spurious spectraippnent observed ov
the full Nyquist band.

3.2.3 A/D Converter Performance Comparison

The static and dynamic specifications described above ciesize the performance
the A/D converter very accurately. However, these spetifica do not take the pow
dissipation of the A/D converter into account. Furthermdmemany applications tt
required silicon area is also a key factor. To be able to coengifferent A/D convert
ers, the widely accepted modified Walden figure of merit i<i5d]. In addition, ¢
new figure of merit that takes both power dissipation andailiarea into account
introduced.

A figure of merit that takes the power dissipation into actdoyrcalculating energ
per conversion step is given by

Po

FOMp = 2ENOB. Q. f, .’

(3.10)
wherePy is the power dissipation of the A/D converter afag is the signal bandwidtl
If the performance ENOB degrades at higher input signal frequencies, FEi@Mp
should be calculated with a minimuBNOBat the signal bandwidth.

The FOM that takes the silicon area into account is given by

A

FOMa = 2ENOB. 2 . f

(3.11)



32 Analog-to-Digital Converters for Sensor Applications

whereA is the silicon area of the A/D converter.

The figures of meriE OMp andF OMj take only either the power dissipation or
silicon area into account. As discussed earlier, in Sedtjdooth the power dissipatis
and the silicon area are important parameters in sens@arsgstHence a figure of me
that takes both the power dissipation and the silicon areasiocount is introduce
The figure of merit is given by

Po-A

FOMpa = 2ENOB. 2. f,,,’

(3.12)

3.3 Building Blocks for Switched-Capacitor Circuits

3.3.1 Operational Amplifiers

Operational amplifiers are the main building blocks in ttiadial switched-capacit:
(SC) circuits. They need to fulfill the speed, settling aeaeyr gain, noise, current cc
sumption, supply voltage, and output voltage swing requénets for the applicatic
in question. A brief introduction to different operatiorahplifier topologies is give
here.

3.3.1.1 Operational Amplifier Properties

Operational amplifiers have several properties that affecfperformance of SC ¢
cuits. In SC circuits the operational amplifier does not havdrive resistive load:
only capacitive loads. The benefit of driving solely capeeitoads is that no outp
voltage buffers are required. In addition, if all the amplifinternal nodes have Ic
impedance, and only the output node has high impedancepé®es ©f the amplifie
can be maximized. Amplifiers with these kinds of propertiesraferred to as oper
tional transconductance amplifiers (OTA) [30].

The DC gain andsBW of the operational amplifier affect the settling accul
of SC circuits. The requirements for DC gain are much higberafgorithmic A/D
converters than fah> modulator A/D converters, whereas B8W requirements al
much more stringent foA~ modulator A/D converters because of the higBR In
addition to DC gain andzBW, the settling properties also depend on the slew
capabilities of the operational amplifier. If the slewingremt lgey is too small, th
time for exponential settling determined ®BW is reduced.

With low supply voltages, the output swing of operationapdifiers becomes vel
important, since it determines how large a signal swing @aoded, setting one lin
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for the achievabl&NR In addition, a large output swing helps to keep the opamat
amplifier output signal in a linear region, thus reducingatison.
The MOS transistors used in operational amplifiers intrecumise, which can t
expressed as [55]
@ AKT KF
gm = WLGxf’
wherek is the Boltzmann constant, is the absolute temperatuigy, is the transistc
transconductancsy, is a process-dependent noise excess factor, with a typéidad
of 2/3, KF is a process-dependent flicker noise parametgy,ithe transistor ga
oxide capacitancef is the frequency, an&/ andL are the width and length of tl
transistor gate, respectively. The first term in (3.13) dbss the thermal noise
the MOS transistor and the second term describes the flickse ror 1/f-noise. Th
flicker noise parametefF is smaller for PMOS transistors, and hence PMOS i
transistors are often preferred when a low noise level afftequencies is importar
The noise contribution of thermal noise can be reduced bgasing the transist@y,,
whereas the flicker noise can be reduced by increasing th®tthe transistor.

(3.13)

3.3.1.2 Single-Stage Operational Amplifiers

Single-stage operational amplifiers offer high speed witlilenate gain. To make t
comparison easier, some properties of the single-stages @& are discussed ni
are collated in Table 3.1 on page 38. To make the noise cosgraeasier, the inp
stages of all the amplifiers are biased using same currer.olitput stages are al
biased with the same current to make the comparison of poagipdtion easier. It
also assumed that the load capacitancetthe output of each amplifier is the san

The operational amplifier gain can be increased by usingodasttansistors, at tl
cost of reduced voltage swing. A simple and fast telescoggc@de OTA is shown
Figure 3.2. The telescopic cascode OTA has low current copsan, relatively higt
gain, low noise, and very fast operation. However, as it vassiacked transistors, t
topology is not suitable for low supply voltages.

Another single-stage operational amplifier topology tkduatter suited to low su
ply voltages is a folded cascode OTA, shown in Figure 3.3. dureent consumptic
is doubled compared to the telescopic cascode OTA, but ttpubuoltage swing i
increased, since there are only four stacked transistdus. nbise of the folded ca
code OTA is slightly higher than in the telescopic cascoda @F a result of the add:
noise from the current source transistorghnd M, 1. In addition, the folded casco
OTA is somewhat slower than the telescopic cascode OTA asdalsdightly smalle
DC gain.

A push-pull current-mirror OTA, shown in Figure 3.4, has muetter slew-rat
properties, and potentially larger bandwidth and DC gaamtine folded cascode OT
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Figure 3.2 A telescopic cascode OTA.

The slew rate and DC gain depend on the current-mirror ratibléever, too larg
a current-mirror ratio increases the parasitic capact@tc¢he gates of the transist
M1 and M3, pushing the non-dominant pole to lower frequencies anditigithe
achievableGBW. As shown in Table 3.1, the noise and current consumptiorhe
current-mirror OTA are larger than in the telescopic casc@IA or in the foldet
cascode OTA. A current-mirror OTA with dynamic biasing [%8]n be used to mal
the amplifier biasing be based purely on its small signal Wiehaas the slew rate
not limited. In dynamic biasing, the biasing current of thme@tional amplifier i
controlled on the basis of the differential input signal. tiarge differential inpt
signals, the biasing current is increased to speed up tipaiosettling. Hence, no sle
rate limiting occurs, and th&éBWrequirement is relaxed. As the settling proceeds
input voltage decreases and the biasing current is redidelbiasing current nee
to be kept only to a level that provides enou@BW for an adequate small-sigr
performance. In addition to relaxégdBW requirements, the reduced static cur
consumption makes the design of a high-DC-gain amplifieieea¥he dynamicall
biased current-mirror OTA was used in designs [P4, P5, P@ravtharge variatior
in capacitive loads would have resulted in a non-optimatentrconsumption with
slew-rate limited operational amplifier.

3.3.1.3 Two-Stage Operational Amplifiers

With very low supply voltages, the use of the cascode outiagies limits the availab
output signal swing too much. Hence, two-stage operatiamgilifiers are used,
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Figure 3.4 A push-pull current-mirror OTA with a cascode output stage.

which the operational amplifier gain is divided into two stagwhere the latter stac
is typically a common-source output stage. Unfortunatelth the same power dis
sipation, the speed of the two-stage operational amplifsefygically lower than thai
of single-stage operational amplifiers. To help the consparisome properties of tt
two-stage operational amplifiers that are discussed nextaltated in Table 3.2 ol
page 38. Again, to make the comparison easier, the biasisignitar to that in the
single-stage amplifiers.

Atwo-stage Miller-compensated operational amplifier witontinuous-time inpt
stage CMFB circuit is shown in Figure 3.5. To achieve verydgeration, local CMFE
circuits are preferred instead of only one being used. Hewex drawback of the
continuous-time input stage CMFB circuit is that it reduties available gain fron
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Figure 3.5 A Miller-compensated operational amplifier.

the input stage, since the impedance level at the outputeoinihut stage is reduc
compared to a traditional fully differential pair with caemnt source loads. However, 1
impedance level can be increased by using a gain enhanceaknique [57] in whicl
the constant biased NMOS load transistors-M7 attenuate the current through

CMFB transistors M—Mg. As a result, the impedance level is increased, and the
of the input stage can be designed to be only slightly lowan flor the traditional dit
ferential pair. The Miller compensation is implementedhathie pole-splitting capa
itors Ccp and Go and lead-compensation NMOS resistorg;Mnd Myz. The outpu
stage is a common-source stage so as to maximize the ougpat siving. The nois
properties of the two-stage Miller-compensated operatiamplifier are comparak
to those of the telescopic cascode OTA and better than tlitise folded cascode OT,
The speed of a Miller-compensated amplifier is determineitljyole-splitting capac
itor Cc. With the same biasing and assuming=C, , the speed and power dissipat
of a Miller-compensated amplifier are comparable to thosgrgfle-stage amplifier
This kind of operational amplifier was used in [P3] to be ableperate with a 1.2-
supply voltage.

If the gain from the two-stage Miller-compensated operaticamplifier is inad
equate, a folded cascode OTA with a common-source outpgé stad Miller com
pensation, shown in Figure 3.6, could be used. The inpuestwgeplaced with
folded cascode OTA. This circuit gives much better gain ttienoperational ampl
fiers described above. However, the current consumptiorrandistor count are al:
increased. The noise properties are comparable with tHfdke éolded cascode OT)
If a cascode input stage is used, the lead-compensaticataesan be merged with tl
cascode transistors. An example of this is the folded cas&A with a common
source output stage and Ahuja-style compensation [58] sHowFigure 3.7. Th
operation of the Ahuja-style compensated operational diepis suitable for large
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Figure 3.6 A folded cascode OTA with a common-source output stage and Milleuénecy
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Figure 3.7 A folded cascode OTA with a common-source output stage and Ahumfsey
guency compensation.

capacitive loads than the Miller-compensated one and iaHaetter power supply r
jection, since the substrate noise coupling through the-gatirce capacitance of 1
output stage gain transistors is not coupled directly thhotle pole-splitting capac
tors to the operational amplifier output [58].

3.3.2 Latched Comparators

In this section, the properties of different kinds of latdle®mparators presented in
literature are discussed. The latched comparator arthitscare compared in ter
of power dissipation, speed, and kickback noise generafibe latched comparatc
are divided into static, Class AB, and dynamic latched cawatpas.
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Table 3.1 Comparison of different operational amplifier topologies 1/2

Topology Telescopic Folded cascode (FC)| Push-pull current-mirror
Stages 1 1 1
- K-
DC gain st;gﬁ—gm %5 %7 | gjn;;g(gd§+gdsll) deﬁf—!m
9m5 9m7 Im7 9mo 9mo 9m11
~ g gt . Kan?
292 393 493,
Im3 Im3 K-gm
Sk o o8 &
2 pOle Cnlm Cnlm Cnilp
Isiew lg/2 lg/2 K-Ig/2
Isupply IB 2l (2+K)lg
Output swing| Vpp — 5Vgssat VDD — 4Vgssat Vbp — HVyssat
iem BKT m
Noise 8T (y3+ygg—$> <V3+ Y5+ %Vll) (Y3+ gy + Toyy5-+
Ko Y7+ e Y13)

Table 3.2 Comparison of different operational amplifier topologies 2/2

Topology Miller comp. FC Miller comp. FC Ahuja comp.
Stages 2 2 2
R Om3 . Omi5 Om3 K Om3 .
DC gain Jd3t0ds7  Qds11+0dst5 9ds9ds7 | 9ds0(9ds3*+0dsa1) 9ds59ds7 ; 9d0(9ds3*Ods11)
9m7 9m9 Im7 9m9
_ Om7 _ Om7
Jdst5+0ds17 Jds15+9ds17
~ g P i
495 603 603
GBW gms U3 Oms
2nd ole Im5 Im17 Cc . _Oms
P Cuap+Ce 1+ 2 ) Cuap+Ce 1+ 2 ) Cup - CetCo
Islew Ig/2 Ig/2 Ig/2
Isupply 2l 3 3lg
Output swing VDD — 2Vgssat VDD — 2Vgssat VDD — 2Vdssat
ige 8KT . Gmz.9 Ims Om11 Ims Gm11
Noise g 2 (V3 + Y7900 ) (V3 + o Y5t g vll) (V3 R s V11>

3.3.2.1 Static Latched Comparators

The static latched comparator has a constant current cgigamduring operatior
The static latched comparator presented in [59] is showigarE 3.8. Since the inp
transistors are isolated from the regeneration nodes ghrdlbe current mirror, tr
kickback noise is reduced. However, the speed of the reggoecircuit is limited by
the bias current and is not suitable for low-power high-gpggplications. A suitab
static latched comparator for low-voltage operation isngh@n Figure 3.9 [60]. Th
drawback of this approach is that the input transistors armected directly to tt
regeneration nodes, and hence this type of comparator is susceptible to kickbau
noise than the comparator in Figure 3.8.



3.3 Building Blocks for Switched-Capacitor Circuits 39

VDD

"I F{\M F{NM —{iw

M,

Vg o[ M, LATCH [: |-: :—-| feLATCH
=

VIN';_{ VINM t+—Vourr

MS 9 Mll

Figure 3.8 The static latched comparator [59].
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Figure 3.9 The static latched comparator suitable for low-voltage operation [60].

3.3.2.2 Class AB Latched Comparators

The Class AB latched comparator consumes static curreirigitire reset phase a
after the regeneration phase. Since the current consumiptioeases momentar
during the regeneration process the comparator has the EB&speration. A simila
Class AB latched comparator to the one presented in [61sGjown in Figure 3.1
In the reset phase the current flow through the transisterand Mg is prevented, ar
the reset switch Mkeeps the latch outputs equal. When the comparator is lattine
reset switch M is opened, and the switchdvk closed. The transistorsiind My, anc
M, and Mg form two back-to-back inverters that rapidly regeneratedinall voltag
difference at the latch output to pure logic value. The pogféiciency and speed a
better than for the static latched comparator. HoweverssCheB latched comparatc
generate more kickback noise, since the drains of the imposistors are connect
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Figure 3.10 The Class AB latched comparator.

directly to the regeneration nodes. The static current wopsion of the circuit ir
Figure 3.10 can be reduced using the circuit configurati@mwshin Figure 3.11 [32
Again, during the reset phase, the outputs are shorted veithitah transistor M. Af-
ter the reset phase, the PMOS loads &nd M, are allowed to regenerate the volti
across the reset switch before the comparator is latchadr séme delay, the switi
M1 is opened, and the comparator will turn into latch phaseckiill rapidly gen-
erate pure logic values at the latch outputs. During thénlpttase, the static curre
flow through the input pair Mland M is prevented using the PMOS switcheg &hd
Ms. Hence the static current flow after the regeneration pteasebminated. Furthe
more, the kickback transients caused by the variationsahthut transistor drains a
reduced. This kind of comparator was utilized in [P3].

3.3.2.3 Dynamic Latched Comparators

The dynamic latched comparator shown in Figure 3.12 doesamgume any stat
power, and thus is well suited to low-power applications, g8. In the reset phas
the PMOS switch transistors ¢vand My pull the comparator outputs to the sup
voltage. The current through the NMOS input paig Bhd Ms is prevented with th
NMOS switch transistor M When the comparator is latched, the two back-to-I
inverters formed by the transistors;MVI7 rapidly generate full-scale digital leve
at the outputs. After the regeneration phase, the positidenggative outputs are
the supply voltages and no static current flow occurs. Heheepbwer efficienc
is maximized. Furthermore, the dynamic latched compaiataes fast as Class A
latched comparators, since the output regeneration ismaéedt by any bias currer
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Figure 3.11 The Class AB latched comparator with reduced static current consunipgpn
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Figure 3.12 The dynamic latched comparator [63].

However, the drawback of the dynamic latched comparatas isiige kickback nois
This results from the fact that when the comparator is latctiee drain voltages va
between supply voltages and the large transients are abtpkhe input through tr
gate-drain capacitances. In addition, the input transistbange the operating regi
from the cut-off to the active region when the comparatoaisHed.

3.3.2.4 Preamplifier for Latched Comparators

There are different technigques to reduce the effect of ttiddeick noise; the most pc
ular one is to use a preamplifier, which attenuates the kdkbansients entering tl
driving circuitry [65, 66]. If the comparator offset needshie eliminated, the preat
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Figure 3.13 The preamplifier with offset voltage cancellation.

plifier can be implemented using the circuit configuratiooveh in Figure 3.13. In th
reset phasep), the preamplifier offset voltage is stored in a capacitgr The switct
(14 is a slightly more advanced version@fto make it possible to utilize bottom ple
sampling. In the comparison phasg) the input signal is connected to the botl
plate of capacitor € The preamplifier offset voltage is canceled at the predier
input and the preamplifier output goes toward the negatipplgwoltage with posi
tive input signals and toward the positive supply voltagéhwiegative input signal
This circuit configuration cancels the preamplifier offsgitage, but does not take ir
account the offset of the following comparator. Hence, tteamplification should t
designed to be large enough to overcome the offset voltatfeedbllowing compare
tor even with theLSBinput signal. The preamplifier with offset voltage candidla is
used together with dynamic latched comparators in the degkg, P5, P6]. It shou
be noted that in [P5, P6] the preamplification with offsetagé cancellation requir
no additional hardware, only one extra clock step.

3.3.3 Clock Generation

The non-overlapping clock signals required to implementB€lits can be generat
using a simple circuit constructed of logic gates, as shawFigure 3.14. The del:
required to implement bottom plate sampling is denotedtgyand the delay betwe:
the non-overlapping clock signals is denoted bty.a The main advantages of tl
circuit are its simplicity and robustness. However, the-pgarlapping times have
have some margin to accommodate the process and tempevatiatons. A dela
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Figure 3.14 A non-overlapping clock signal generator.

locked loop (DLL) could be used to generate the requiredkctdgnals, but a DLL
based clock generator is more complex and also consumesare@and power [67
Thus, the simple structure shown in Figure 3.14 is used id#s&gns [P3, P4, P5, Pi

While A~ modulators do not require complex clock generators and eapbrate
almost totally with the circuit in Figure 3.14, algorithmA¢D converters require mo
complex clock generation. Algorithmic A/D converters mayguire more than or
clock cycle (phaseg; and @), so the generation of non-overlapping clock pulse
more complex. In addition, algorithmic A/D converters riegua counter that handl
the total number of bits to be converted. Finally, the finaésing clock signals requi
additional logic. Hence, clock generation for algorithmitD converters is not ¢
simple and robust as it is f&2 modulators.
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Figure 3.15 switched-capacitor integrator.

3.3.4 Basic SC circuits

The basic structures used to build SC circuits are SC inegrand sample-and-hc
circuits. Next, a short overview of these structures ismgive

3.3.4.1 SC Integrator

One of the most important building blocks in SC circuits is%@ integrator. Fig
ure 3.15 presents a parasitic-insensitive non-invertimhiaverting SC integrator [55
The clock phases for the inverting integrator are in pamesgh. Bottom plate sa
pling [68], discussed later in Section 3.4, is implementeéthwhe clock phasep,,
which is a slightly more advanced version with respect todloek phasep;. The
parasitic capacitances at the top plate of the capacig@n@ at the input of the o
erational amplifier are always connected to a fixed potettti@ugh the switchesst
and G, and therefore do not affect the operation of the circuitaBitic capacitance
at the input and output of the operational amplifier only haneeffect on the settlir
speed of the operational amplifier, and do not introducer gifrtaken into account i
the characterization of the settling time of the operati@maplifier. The effect of th
parasitic capacitances at the bottom plate of the capaCi@s also canceled. Ewve
though the parasitic capacitances are charged to the ioftageV,y in phasep;, the
parasitic capacitances are discharged to a fixed potentiaéiclock phase, througl
the switch $, and no discharge current flows through the capacitor C

3.3.4.2 Sample and Hold

A sample-and-hold (S/H) circuit is an important buildingdk for A/D converters
The task of the S/H circuit is to sample an input voltage and tigo that the differenc
between the actual signal and the sampled and held signaks ssall as possibl
Otherwise, non-linear distortion may occur. In high-spapglications, the speed a
sampling time uncertainty of the S/H circuit become essén@®n the other hand,
systems operating at low frequencies, the accuracy in tlterhode can be critical
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Figure 3.16 Switched-capacitor S/H circuit.

a result of transistor leakage currents. Other importargmaters are dynamic ran
linearity, and offset error. Since the S/H speed requireithéndesigns [P4, P5, P6]
relatively low, the high-speed properties of S/H circuits not covered in this thes
Hence, the main S/H design parameters are dynamic rangaritiy) and offset error

A single-ended auto-zeroing S/H circuit is shown in FigurEs3 To cancel evel
order harmonic distortion, a differential version of théifircuit was implemente
in the designs [P4, P5, P6]. The bottom plate sampling, diadilater in Section 3.
is utilized in Figure 3.16 with the clock phases, and @, which are slightly mor
advanced versions of the sample and hold clock phasaad,, respectively. In th
sampling phase, the input signdl is sampled and concurrently the S/H ampli
offset voltage/orr is stored in the capacitorC resulting in the charge

Q2. = Ch(Vorr —Vin), (3.14)

whereV|y is the input signal anforg is the amplifier offset voltage. The drawbs
of this approach is that whévprr is sampled, the amplifier noise is also sample
the capacitor . In the second phase, the amplifier is in hold mode. The charpe
capacitor @ is

QK. = Ch(Vorr —Vour). (3.15)

As a result of the charge conservation I@@H = QEH the output voltage is

VEuT = Vin- (3.16)

Hence the amplifier offset voltage is canceled, which mehatthe S/H circuit als
cancels flicker noise. This is a very important feature inliappons with signals nei
DC.
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3.3.5 OTA Loading

Here the implications of capacitive loading for an OTA in asdd-loop system a
discussed. Let us assume a single-pole OTA. The transfetidurfor such an amplifie
is given by

— 0
= 5
1+E

A(s) (3.17)

whereA is the amplifier gain at zero frequency apgdis the single-pole frequenc
For the single-pole system, tl@BWis given by

GBW = Agp. (3.18)

If the amplifier is put into a feedback loop, the transfer fiocis given by

A8

~ 1+BA®S)’
where the factof in the feedback loop is called a feedback factor. Subgtiy

(3.17) into (3.19), we get

A (S) (3.19)

1

Ae(S) S (3.20)

1+ sepw
The settling time constant is then given by

1

'~ geBwW

(3.21)

From (3.21) it can be seen, that tB8BW is reduced by the factds. Hence thi
settling time depends on the feedback factor and3B&\ A special case would be
voltage follower, in which3 = 1. Then the settling depends only on 88W. For &
transconductance amplifier, we can expres<aB&V by

GBw= I (3.22)

CL
wheregn, is the transconductance of the amplifier andi€the total load capa
itance at the amplifier output. Thus, the settling time camistan be written in tF

form

CL
T=—.
BIm
From (3.21) and (3.23) it can be seen, that the settling tiorestant increas:
as the feedback factor decreases. Moreover, the changpacitee loading can

(3.23)
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expressed using an effective load capacitance for thecwadsictance amplifier. Tl
effective load capacitance is given by
CL

Cetf = 5 (3.24)

Equation (3.24) gives the real load seen by the transcoadcetamplifier in th
feedback loop and takes tBW reduction resulting fron into account. Next, son
example calculations for an SC integrator are presented.

An example circuit is shown in Figure 3.17. The capacitgr @esents the tot
OTA input capacitance. The capacitari€the integrating capacitor and the capac
C, presents the total OTA output capacitance. For the givenitjthe feedback fact

G
Cn+G~

The total load capacitancg ©f the OTA is formed by g, together with the serit
combination of ¢and G,, and can be written as

B= (3.25)

Cin CI
CL= . 3.26
t=Cot Cn+GCi ( )
Now the effective load capacitanceids
C . .
CeffZé'ZCO(C'c;rCm)JrCin- (3.27)

The interesting part is that if the output capacitange=C0, the effective load ¢
the OTA is equal to the input capacitancg.dn other words, if the output capacitar
Co =0, the loading is independent of the feedback fafto®n the other hand, if tt
output capacitancedG# 0, the effective loading of the output capacitangérCrease
as the feedback factor decreases. Hence, for optimum pdsapation, the outpl
capacitance gshould be minimized when the feedback fagiaet 1. This informatior
can be used to optimize the loading of the amplifier, if agtile. In [P3], the operatic
was designed in such a way that the output capacitagce Cwhen the feedbac
factorp < 1.
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3.3.6 OTA Settling Requirements

First, the settling requirement is derived for a singleepgystem. For a single-pc
system, where the OTA settling requirementNisbits, the requirement for settlii
error is given by

et =2N (3.28)

whereTs is the settling timet is the settling time constant, ahdis the target accuras
in bits. If we take a natural logarithm from both sides, (3.28nsfers to the form
T.
f =—In§ (3.29)

where the settling accura&= 2~N. Using the settling time constant from (3.23),
relation can now be written in the form

InS
GBW=——, 3.30
BT: (330
wheref is the feedback factor of the closed-loop system.

If the OTA is modeled with a more accurate second-order ystiee fastest se
tling accuracy without overshoot and ringing is achieve@wthe system is critical
damped, with a damping factgr= 1. The phase margin of the critically damped ¢
tem is 76 [P6, 69]. The dominant pole turns the phasé,%® the non-dominant pc
p2 has to turn the phase an additionat &4the frequencfGBW. AssumingBAg > 1,
we have

tan ! <B(TOB|W> =14, (3.31)
2

which gives|py| = 43GBW. Using (3.18), this results in the condition
P2 = 4BAopz. (3.32)
The general transfer function of a low-pass, second-onggem in the s-plane i

, 200, , (3.33)
&+ (n/Q)s+wq

whereay is the DC gain ofA p(s), wy is the pole frequency, ar@ is the pole qualit
factor [69, 70]. The pole quality fact@ depends on the damping factor through
relationQ =1/(2%)

Now, if an inverse Laplace transform is taken from the stepoese of the criticall

ALP(S) =
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damped second-order syste@ £ 1/2), the relative settling error can be written a:
1 w?
1 A=t —Wnt
I .  l_g te 3.34
{ S S+ 2unS+ w8 } +n ’ (3.34)

with w, defined in a closed-loop system [69] as

wn =/ P1P2(1+BAg). (3.35)

Using (3.32) wn, can be written as
wn =/ P1-4PBAop1- PA0 = 2B- GBW, (3.36)

with BAg > 1.
If the required settling accuracy & and the settling time i%, the minimumGBW
requirement can now be solved from

e BCBWTs 4 o3 . GBW- Ts- e 2PCBWTs — g (3.37)

This equation cannot be solved 8BWin a closed form, but can be evaluated nur
ically.

The results from (3.30) and (3.37) are compared in Fig. 3.it8 W = 0.5us anc
3 =0.5. It can be seen that the single-pole sys@BW requirement is roughly 1
times higher than for the critically damped second-ordstesy. This information i
used in the designs [P4, P5, P6] to optimize power dissipdtio the given settlin
accuracy.
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Figure 3.18 Single-pole systen®BW requirement versus critically damped second-order
temGBWrequirement.
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3.4 Properties of Switched-Capacitor Circuits

To be able to understand the limitations of SC circuits, aftwverview of the MO!
transistor properties and non-idealities in SC circuitgii®n here. In addition, tt
noise properties of the SC circuits are discussed.

3.4.1 MOS Switch Transistor Properties in SC Circuits

In SC A/D converters the input signal is sampled using sweisciind capacitors. T
switches are typically implemented as MOS switches. An S@piag circuit is showi
in Figure 3.19. On the left is the sampling circuit with a MOB&itsh transistor an
on the right an equivalent RC circuit. The capacitancgsa®d G,q include para
sitic capacitance from channel to bulk and source and draintijon capacitance
respectively. The capacitancegs@nd Gyq include parasitic capacitances from ¢
to channel and overlap capacitances from gate to sourceramdribdes, respective
The parasitic capacitances introduce nonidealities ssichpacitive coupling from tt
clock signals to each side of the switch through gate cagramits. The resistanceR
models the finite on-resistance of the MOS switch transistor

First, the impact of the MOS switch transistor on-resiséaRgy is discussed. TF
NMOS switch on-resistance depends heavily on the applieddove voltageévoq =
Ves— Vin. The NMOS transistor on-resistance operating in lineaiorets given by

[EEN

Ron =

HnCox () (Vos—Vin)’ (3:38)
wherepy, is the NMOS transistor carrier mobility,gis the NMOS transistor gate ¢
ide capacitancé/csis the NMOS transistor gate-source voltagg,is the NMOS tran
sistor threshold voltage al andL are the NMOS transistor gate width and len
respectively. For PMOS switch transistors, the signs ofathges are changed. Ty
cally, the gate voltag¥s is limited by the supply voltage. As can be seen from (3.
with low supply voltages the on-resistance increaseseasing the sampling circt

Vod+th \_/IG_

Vin=Vs O_IC_IDIOVOUT - V|N i _L
T I

Figure 3.19 Switched-capacitor sampling circuit with MOS switch.

oVour

W



3.4 Properties of Switched-Capacitor Circuits 51

Voo
C = oV = Vop+Vin
— |__"_-| s Syt
Vin O—EY_LI-OVOUT Vin o——Et_Ll-oVOUT
SWITCH OFF SWITCH ON

Figure 3.20 Basic principle of bootstrapping.

RC time constant. Hence, the tracking speed and settlingdinthe sampling circui
which are both important parameters in high-speed desigedimited by the samplir
circuit RC time constant. Furthermore, the dynamic ranggsis reduced. In additic
to increased on-resistance and reduced dynamic range, @& dvitch on-resistan:
depends on the signal through the voltage, which causes harmonic distortion wt
tracking continuous time signals. The signal dependenedeaomewhat relaxed
using a CMOS switch that consists of parallel NMOS and PM@S8diistors. Howeve
in high-resolution A/D converters, the linearity requiremts are more stringent.

There are a couple of known techniques to overcome the praidessociated wir
MOS switch transistor on-resistance. The switch on-rasc# can be reduced by
creasing the switch gate control voltage over the supplyagel The gate contr
voltage is typically increased using charge pumps. Thisbeadone either locally ¢
globally for all control voltages. To avoid possible crdatk, the voltage generatis
should be done locally. The drawback of this solution is thattransistoWgs shoulc
not exceed the maximum allowed voltage for a given procestheotransistor ma
break down or at least have reduced long-term reliability.adidition, this solutio
does not take the switch on-resistance signal dependetacgdnount. A solution thi
tackles this problem is the bootstrapping technique [7Apws in Figure 3.20. |
this solution, the switch transistdfs is made to track the input signal with an off
voltage, typically close to the supply voltage. A practisalution is shown in Fi¢
ure 3.21 [72]. In a triple well process, the switch bulk effean be eliminated k
connecting the switch transistor bulk to the input noderuthe tracking phase. F
the circuit in Figure 3.21, this can be done by connectingoiliks of the transistol
Ms and M; to the node p so as also to avoid the forward biasing of the two t
sistors [67]. Implementations that eliminate the bulk effesing the standard CMC
process are presented in [67].

As can be seen from Figure 3.19, the MOS switch has non-lip@asitic capac
tances to ground (bulk) and to gate. In addition, there aragité&c capacitances at t
top and bottom plates of the integrated capacitor, and intigethese capacitanc
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VDD
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Figure 3.21 Long-term reliable bootstrapped switch [72].

are not equal. The effect of parasitic capacitances cantmelsd by using parasitic
insensitive structures, such as the one presented in 8&c8at.1.

In addition to finite and signal-dependent on-resistanogsrmn-linear parasitic
capacitances, MOS switch transistors have another signifiton-ideality, called char
injection. When the MOS switch transistor is turned off, untea charges are injecte
into the circuit. The charge injection is mainly caused lgy¢harge stored in the chal
nel region flowing out to the source and drain areas. For an BM@nsistor operating
in the linear region, the channel charge is given by

Qch =-W Lcox(VGS— th)- (3-39)

As can be seen, the channel charge depends on the signajtittmivoltagd/ss. In

order to keep the channel charge signal-independent/déshould be kept constan
A second, much smaller charge is due to the MOS switch tramsiserlap capaci-
tances shown in Figure 3.19. When the switch is closed, thgelisdivided betweer
the overlap capacitor portion ofygand the sampling capacitok Causing a charge ir

the capacitor €
—AVGCoCs

Cov+Cs ’
whereAVg is the voltage change at the switch gate when it is turnedmaffG, is the
overlap capacitance given by

Qovcs = (3.40)

Cov=W LOVC:OXa (3-41)

whereLy is the channel overlap of the drain/source regions. As caselea from
(3.40), the charge injection resulting from the overlapagdiances can be reduced |
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increasing the size of the sampling capacitor.

The charge injection can be either canceled or made sigdapendent by usir
several well-known techniques. Charge injection can beaad by using half-size
dummy switches with their drain and source terminals shioctiited and clocked :
the opposite clock phase compared to the sampling switchim#las effect happen
when CMOS switches are used, as the charges from equadlg-six10S and PMO
switch transistors cancel each other. The drawbacks ofdfdtiese methods are tt
they both rely on the matching of different transistor pagters and on the accuri
timing of the gate control clock edges.

An efficient way to make the charge injection signal-indefsei is bottom plat
sampling [68], shown in Figure 3.15 on page 44, in which tleeklphasep, is a
slightly more advanced version with respect to the clocksplya. The reason fc
this is that when the input signsy in a non-inverting case is sampled to the ca
itor Cs, the switch § opens slightly before the switchy SThis leaves the top pla
of the capacitor €floating. The charge injected by the switch iS constant, sinc
the switch is always connected to a fixed voltage, and hereédgof the switch i¢
constant. When the switch & opened, the charge in the capacitgrc@nnot chang:
since the top plate of the capacitor is floating. Bottom p&atepling is not neede
in the clock phasey,, since both switches,Sand S, are always connected to a fix
potential, namely ground or operational amplifier virtuedgnd. The idea is simil:
in the inverting integrator case. Finally, the resultinghs@nt charge injection ¢
be made common-mode by using differential structures aed tuppressed by t
common-mode rejection of the operational amplifier.

For the reasons mentioned above, parasitic-insensitiitetsng structures, botto
plate sampling and the bootstrapped switch presented inWége utilized in [P3]
According to the measured results in [P3], the performanas mot limited by th
distortion in GSM mode and only a minor reduction caused Byodiion can be ses
in WCDMA mode. Bottom plate sampling was also utilized in [P3, P6].

3.4.2 Noise in SC Circuits

The sampling in SC circuits generates noise. As alreadyritbescin Section 3.3.:
there are two important noise sources: thermal and flickesend he effect of flicke
noise can be reduced by increasing the area of the MOS transas discussed
Section 3.3.1, and, for example, by using the auto-zeroirmyit described in Se«
tion 3.3.4.2. This analysis concentrates on the effectsesftal noise on the basic ¢
circuits presented in Section 3.3.4.
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3.4.2.1 Noise in SC Integrator

The sampling noise can be evaluated from Figure 3.19, wher®IOS switch is moc
eled with a resistor with a thermal noise source equakiRby, wherek is the Boltz-
mann constant is the absolute temperature, ang\Rs the switch on-resistance. T
sampled noise in the capacitog kas a noise power according to the following inte

*© AKT Ron kT
n'[ZhermaI:/0 H—df =~ (3.42)

(2mfRonGs)? ™ Cs
As can be seen from (3.42), the result does not depend on tlkehsamn-resistanc
Ron. Hence, the only way to reduce thermal noise from the switifi¢o use large
capacitance.
If a a parasitic-insensitive SC integrator shown in FiguEb3n page 44 is use
the total thermal noise mean-squared value sampled to fhecitar G in phaseg;
coming from the switches;&and S is

VB = —. (3.43)

In phaseyp,, there are two thermal noise sources: noise from the svdtahd op
erational amplifier noise. In this analysis, it is assumed ¢éhsingle-stage operatiol
amplifier is used, and the settling time is limited by the agienal amplifier, not th
sampling switches, resulting in the conditiop\R< 1/gm. In addition, if a capacitiv
load is connected to the integrator output in ph@sethe capacitance &hould be
replaced with the effective load capacitangg.Gn phasep,, the noise contribution «

the switches $and S is .
T
VB, sw= EzngON' (3.44)

If the noise of the operational amplifier input pair domirsatine total thermal nois
mean-squared value at the operational amplifier input, avitpical value ofy = 2/3,

is
16kT

n,opamp™— 39 —. (3.45)

m
In phasep,, the operational amplifier noise mean-squared value sahbpléne capac

itor C5 is
4kT

Vés,opamp: o (3.46)
The total thermal noise in the capacitofi€
kT 4 7KT
V&, tot = [ <1+ 3 JFZQmRON) N (3.47)

If the settling in phasep, is limited by the operational amplifier, the noise con
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from the switches Sand S is bandwidth limited by the operational amplifierdik<
1/gm). Hence, the factor@,Ron < 1 and the noise contribution of the switche!
phaseg, is negligible. As a result, the total noise is dominated by diperation
amplifier, and the total noise of the integrator is

7KT
VB o A . 3.48
Cs,tot 3CS ( )

By combining (3.3), (3.6), and (3.48) the dynamic rangetimiby the thermal nois

IS
DRZ — 1 V& OSR

5 m (3.49)

From (3.49) it can be concluded that the ways to increasendyneange limited b'
thermal noise are to increase the full-scale siyha] the size of the sampling capaci
Cs, orOSR

In the case of a two-stage operational amplifier, the sgttppeed is limited by tr
pole splitting capacitor € and in phasey,, the capacitor €should be replaced wi
Cc. As aresult, (3.48) and (3.49) are transformed to

KT 4kT
oo™ &+ 300 (3.50)
and )
G ' 3¢

3.4.2.2 Noise in SC S/H Circuit

Here, the noise properties of the SC S/H circuit shown in ledi16 on page 45 a
analyzed. It should be noted that the same assumptions ale asdn the analysis
the SC integrator. In the sampling phase, the noise cotitribof the switches is

KT
Y, ow= .- 20mRoN. (3.52)
H

The operational amplifier noise mean-squared value sanplkig capacitor G is

4kT
V%H,opamp: Ty (3.53)

In the hold phase, the noise contribution of the switches is

KT
VB, sw= angRON. (3.54)

The operational amplifier noise mean-squared value santpléte output capacit
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Cois
4KT

V%o,opamp: 3C, (3.55)

As can be seen from the noise equations above, the noisdbetiain of bott
phases is equal if the capacitors &d Gy are equally sized. Given this assumpti
the total thermal noise mean-squared value sampled to faeitar G is

KT /4 KT /4 8kT
V%O,tot ~Ca <3 +29mRON> + C <3 + ngRON> ~ o (3.56)

By combining (3.3), (3.6), and (3.56), the dynamic rangétéohby the thermal nois

IS
1 VZ5-OSR
DR = o e —

3CL

(3.57)

In the case of a two-stage operational amplifier, the sgttlime in both phases
limited by the pole-splitting capacitord; and the total thermal noise mean-squi
value sampled to the capacitog G

KT /8 8kT
Cotot = & <3 +4ngON) N (3.58)

By combining (3.3), (3.6), and (3.58), the dynamic rangettih by the thermal nois
in a two-stage operational amplifier case is

1 V&5 OSR
3Cc

3.5 A> Modulator A/D Converters

In many applications, accurate (>12 bits) A/D conversioreguired. As discussed
Section 3.2, the accuracy of the A/D conversion can be isectasing oversamplin
However, this requires a considerable amount of digitataigrocessing, and her
the requirements of the analog components are relaxed axjense of increas
digital circuitry. Fortunately, advances in integratectait technology have made f
and cheap digital circuits feasible. In theory, any A/D cem®r can be used as
oversampling converter. However, as discussed in Sect®ynf@ a sinusoidal inpt
signal, doubling th&@SRincreases the resolution by only 0.5 bits. Hence, in pra
the oversampling is limited by the dynamic performance &f #iD converter. Ti
increase resolution without an excesSB8R A> modulators that utilize noise shapi
can be used.
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X A/D :|—>y

Figure 3.22 First-orderAX modulator and its linear discrete-time z-domain model.

3.5.1 Noise Shaping i\~ Modulators

In AZ modulators, the oversampling advantage is combined wigershaping to ful
ther improve performance. A first-ordA& modulator is shown in Figure 3.22. Ir
linear discrete-time z-domain model the quantizationresulting from A/D conver
sion is replaced by the quantization erk(z). The first-ordeAX~ modulator transfe
function in the z-domain is given by

Yz = zX@+((1-zYE(@2 (3.60)
STHz)-X(2) +NTF(2)-E(2), (3.61)

whereST F(z) is the signal transfer function amdT F(2) is the noise transfer functio
The input signaX(z) is only delayed, whereas the quantization eE) is high-pas
filtered with a zero at DC frequency. If the loop filter has ath@ain in the sign:
band, the in-band nonlinearities, such as integrator neality and quantization e
ror, are greatly suppressed. However, the nonlinearii¢se feedback loop, such
digital-to-analog (D/A) converter nonlinearities, are affected by the noise shapi
and hence limit the performance. For this reason, sindlé&bidbackA~ modulatol
topologies are preferred, since the feedback D/A conwerisiperformed using on
two quantization levels and is inherently linear. The tha@rnoise caused by the sa
pling is also unaffected by the noise shaping, and shoulékentinto account usir
(3.49) and (3.51), as appropriate.

A linear discrete-time z-domain model for a second-ofEmodulator is show
in Figure 3.23. The transfer function for the second-oiErmodulator in the 2z
domain is given by

Y(2) =27 X2+ (1-zY)’E@). (3.62)

Again, the input signal is only delayed. The quantizatioroerhowever, is nois



58 Analog-to-Digital Converters for Sensor Applications

E(2)

Figure 3.23 Second-ordeAZ modulator linear discrete-time z-domain model.

E(2)
»é—-—»Y(Z)

Figure 3.24 Second-ordeA~ modulator with delaying integrators.

shaped with a second-order high-pass filter.

In addition to the second-ordAZ modulator structure shown in Figure 3.23, tt
exist a number of alternative ways to implement a secondrévfil modulator. A linea
discrete-time z-domain model for a second-orfdErmodulator that uses two simil
delaying integrators [73] is shown in Figure 3.24. Usingagélg integrators relax
the integrator loading, thereby relaxing the settling rexaents of the operation
amplifier. Furthermore, the input sampling capacitor cao &le used as a feedb:
D/A conversion capacitor, resulting in a smaller silicoraand reduced noise. T
transfer function for the second-ord®¥ modulator in the z-domain is given by

@z ? (1- 271)2
Y(2) = bz X(2) + 52 E(2), (3.63)
where
D(2) = (1-21)° +aghpz * (1-2 %) +agaghyz 2. (3.64)

To make theSTHz) =z 2 andNTF(z) = (1—2*1)2, the conditionsajaph; = 1,
aiap = 1 andayb, = 2 must be fulfilled. One possible solutioras=a; =b; =1 anc
b, = 2. These factors are used in [P3] to keep the capacitor valuée output of th
first integrator as small as possible.

More aggressive noise shaping can be achieved using higtlerA> modulatol
loop filters. A general noise transfer function for laorder noise shaping loop filt
is given by

NTF(z) = (1—-z - (3.65)

; 2nf
If we replacez 1 = e '™, and have larg©SR(fs > 2- f,), we may approximat
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the exponential function with the first two terms of the Matla series, giving 1 ~
1— jzf—"sf. The noise transfer function is then

NTF(f) = (jzlfstf)L. (3.66)

Now, the quantization noise power spectral deng#yf) from (3.5) on page 30
noise shaped with a noise transfer functdi F(f) and the in-band noise power
given by

fow
2, /ob E2(f)NTF(f)2df

2L
df

/fbw 262 | j2mf
0

fs | fs

e s
2L +1O0SRL+L’ (3.67)

Hence, theSNRfor the L-th orderAZ modulator is given by

2L+1

SNR= 6.0N +1.76+ 10Iog( -

> +(2L+1)-10log OSR. (3.68)
As can be seen, doubling tl@SRimproves theSNRby 3(2L + 1) dB or provide:
(L +0.5) extra bits of resolution. Hence, compared to oversampliithout noise
shaping, thé&SNRis improved by a factor of 2+ 1. However, there are difficulties
implementingA~ modulators that are higher than second-order, sincékepera:
tion can be unstable [71]. Hence, the achievable resoligitower than predicted t
(3.68).

3.5.2 The Effect of Operational Amplifier Finite Gain and Setting

In the above discussion, the integrator in tke loop is assumed to be ideal. If t
first-orderAZ modulator shown in Figure 3.22 implemented using the detayion-
inverting SC integrator shown in Figure 3.15 and an opematiamplifier with a finit
gainAy is used, the first-ordek> modulator transfer function from (3.60) changes

_ 1—-71(1- 1L
Y(2y = Zzl_lx(z)+z(z_1A°)E(z) (3.69)
1+%5 1+ %
= STH2)-X(2) +NTF(2)-E(2). (3.70)

As can be seen from (3.69), as a result of a lossy or leakyriatigigthe signal and noi:
transfer functions are attenuated with the fac(tib# %) Furthermore, whereas t
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signal transfer function nominator is unchanged, the ninesesfer function nominat:

has changed to

NTF(z)=1-z1 (1—A10>. (3.71)

From (3.71), it can be seen that with a leaky integrator thsentransfer functio
zero shifts inside the z-plane unit circle, and hence thenatition at DC is no long

infinite. Again, approximating the exponential functiorttwihe first two terms of th

Maclaurin series gives ! ~ 1 — j%. The noise transfer function in this case is

jemf 1
- A (3.72)
S

NTF(f)
Again, the quantization noise power spectral dengryf) from (3.5) on page 30
noise shaped with the noise transfer functiéhiF(f) and the in-band noise power

given by

2
Npw

fbw
/0 E2(f)NTF(f)2df

2

jorf 4 1 df

fow 2er2ms
/o sl fs A
f erzms _|_ erzms (373)

3 OSR ' AZ-OSR

Comparing the results from (3.67) and (3.73), we see thasdcend term (3.73)
a result of finite operational amplifier gain. Witly = OSR the increase in noise
only ~1.2 dB, and hence the required operational amplifier gaiotistningent. How
ever, even though th&Z noise shaping does not require a large operational am|
gain, the operational amplifier gain has to be sufficient fgpsess the harmonic di
tortion resulting from nonlinear gain characteristics. neke, inAX modulators, thi
requirement can easily be the dominant one, and should lifeedensing transisto
level simulations.

In addition to finite operational amplifier gain, the outpataracy also depen
on the settling accuracy of the operational amplifier. If skeéling of the operation
amplifier is linear, finite settling accuracy does not caustodion [74]. However, il
practical realizations the operational amplifier settlimgonlinear, and hence cau
distortion. Therefore, a safe approach is to design theabipeal amplifier settlin
in such a way as to fulfill the target accuracy in order to kdep gettling-induce
distortion negligible. In the case of a second-order mddulthe settling accuracy r
quirement for the second integrator depends on the gairedirst integrator, since tt
distortion caused by the second integrator is attenuatadesult of the high in-bar
gain of the first integrator. Therefore, the second integraas much more relaxed s
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tling requirements, allowing the size and power dissipatobe scaled down. In [P<
the size of the operational amplifier was kept unchangedhleytower dissipation wi
halved in the second integrator.

3.5.3 AZ Modulator Topologies

Single-stage single-bit first-ord&> modulators are inherently linear and stable,
suffer from idle tones [71]. Single-stage single-bit setonder A~ modulators ar
widely used, since they are also inherently linear and stabt do not suffer from id
tones [71]. However, in many applications, the performanfcihe second-ordeh>
modulator is not adequate. By implementing multi-bit or thslageA> modulators
the performance can be improved without stability problems

3.5.3.1 Multi-Bit A~ Modulator Topologies

The AZ modulator resolution can be increased by replacing thdesinig quantize
with a multi-bit Nyquist-rate quantizer, for example, a ia&/D converter. The prir
ciple of the first-order multi-bifZ modulator is shown in Figure 3.25. The multi-
quantization improves the modulator resolution by 6 dB farg bit added to the re
olution [74]. Compared to the single-bit quantization, tihbit quantization reduce
the step size in the feedback loop D/A conversion, which owes the stability ¢
the modulator, allowing more aggressive noise shaping ghériorder single-stay
modulators [74]. However, it should be noted that in termguantization errors, tt
single-bit quantizer is inherently linear, whereas theti#hit A/D converter has sligt
errors in the quantization levels as a result of the limitetahing and non-lineari
of the components in the A/D converter. Fortunately, the-idealities in the multi-bi
quantizer are suppressed by the preceding high-gain attegstages. However, t
non-idealities in the feedback D/A converter are fed diyeitt the AX modulator in-
put, and are processed in the same way as the input signateHghile the stability ¢
the modulator is improved when multi-bit feedback is uskd,drrors in the feedba
D/A converter degrade the performance of ffif'emodulator substantially.

The non-idealities in the multi-bit feedback D/A convertan be reduced usil
dynamic element matching (DEM) techniques. The idea of DEbhhiques is t

— E(2) N
X(2) —t?-r 1;_1 —»Y(z)

N

D/A

Figure 3.25 The first-order multi-binX modulator.
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randomize the element mismatches in the feedback D/A ctenao that the mismat:
errors are converted to random noise. Hence, the harmatiartion can be convert:
into random noise, thus increasing thE modulator noise floor. A good overview
different techniques is presented in [32].

3.5.3.2 Multi-StageA> Modulator Topologies

In wideband applications, th@SRis typically low, reducing the achievab&\DRof
the first- and second-ordA&> modulators. Multi-stage modulators are an easy wi
increase the resolution of tl& modulator without the stability problems that occu
higher-order single-stage> modulators. The idea is to cascade stable first- or se:
orderAZ modulators to implement a higher-ordgxr modulator. It should be noted tt
A modulators do not suffer from idle tones if first-ord€x modulators are cascad
with higher-ordeA~ modulators.

In a multi-stage noise-shaping (MASHAE modulator the quantization error frc
the preceding stage is used as an input signal for the neyd Et&]. Ideally, the outpu
are combined using digital signal processing in such a watythie output contains on
the quantization noise of the last stage. The drawback oith&H topology is tha
the performance relies on accurate cancellation of thediegie quantization errt
Integrators with finite gain operational amplifiers are Joss leaky, and change tl
analog loop coefficients. Mismatches between analog anthbégefficients result i
inaccurate noise cancellation. Therefore, inaccuratgerzancellation is often referr
to as noise leakage.

An example of cascading second-order and first-ofdemodulators, referred
as a 2-1 MASH topology, is shown in Figure 3.26. The digitaéfistagedd; (z) and
H»(z) are designed in such a way that in the overall outf@ the first-stage quani

Second-order single-bit modulator DSP
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First-order N-bit modulator

Figure 3.26 2-1 MASH (cascade) topology.
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zation errorE; (z) is canceled. The digital filters must satisfy the followirgndition:
H1(zZNTFR(z) —H2(2)STR(z) = 0. (3.74)

The simplest and most practical way is to chobsgz) = STF(z) and Hy(2) =
NTF(z) [74]. With the coefficientsy = a = by = 1 andby, = 2, the transfer func
tions areHy(z2) =z * andH,(2) = (1— 2*1)2. In MASH modulators, it is beneficial
implement the second stage with a multi-bit quantizer, esithe input for the secot
stage is the quantization noise from the first stage, whiatbeareated as white noit
Hence, no signal-dependent distortion occurs. If the ttalracy requirement is t
low the achievable matching of the feedback D/A converelQ bits), as in WCDM/
operation, the first stage can also be implemented with a-mitigquantizer [76]. A
a result, quantization noise cancellation of the MASH dethure is improved, at tt
cost of reduced accuracy.

The second stage can also be implemented using a Nyquesiiiatconverter. Th
2-0 MASH topology also known as the Leslie-Singh topologgading to the autho
in [77], is shown in Figure 3.27. Here the modulator is impéeted using a single-t
feedback and the second stage is used to cancel the firsteptagtization error. Tt
order of the noise shaping is the same as for the first-stagelator. However, if th
cancellation is ideal, only the second-stage quantizatioor remains at the outp
Hence the modulator resolution is increased. The benefii®structure is the singl
bit feedback loop. This kind of structure could be used taaase the resolution
wide-band operation, such as WCDMA. This approach was etilin [78].

Second-order single-bit modulator

r

Nyquist-rate A/D converter

Figure 3.27 2-0 MASH topology or the Leslie-Singh topology.
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3.5.4 Discrete-Time vs. Continuous-Timé&X Modulators

AY modulators can be implemented using discrete-time (DT)r&gyrator realization
or continuous-time (CT) active-RC oeC integrator realization. SC implementa-
tions are attractive, since they exhibit transcendentracgiand linearity compared to
CT implementations. The feedback D/A converter can be implged by switching
charges (DT) or switching currents (CT). In the switchedrent case the variation in
the amount of charge that is transferred per clock cycle &saltrof sampling time
uncertainty varies linearly with the variation in timing.o@sequently, the switched-
current D/A converter is more sensitive to clock jitter tiha SC D/A converter [79].
CT modulators have an inherent anti-aliasing filter, whitini@ates the need for an
additional anti-aliasing filter. Furthermore, CT modulatare insensitive to sampling
errors, since the sampling takes place at the output of the fitter. Hence the sam-
pling errors are attenuated by the loop filter. A CT modulator theoretically operate
with a clock frequency 2—4 times higher than in a DT SC impletation [74]. Despite
the advantages of CT modulators, a DT implementation waseshim [P3]. The main
reasons were sensitivity to clock jitter and to demonstitaéetechnological advances
in the realization of DT S@ZX modulator.

3.5.5 A> Modulators for GSM and WCDMA

To compare the design in [P3] to oth® modulators targeted for GSM and WCDMA
bands published in journals and at conferences, some hepetlished discrete- and
continuous-timeA~ modulators, together with their measured results, arateallin
Tables 3.3-3.4 and 3.5.

Table 3.3 Discrete-timeA> modulators for GSM/WCDMA 1/2

Reference [80] [66] [76] [81]
Mode GSM GSM/WCDMA | GSM/WCDMA | GSM/WCDMA
Year 2002 2002 2003 2005
Technology [im] 0.4 0.13 0.13 0.09
Core area [mr 0.4 0.2 0.2 0.4
Modulator order 2-2 MASH 2 2/2-1 MASH 2
A/D resolution [bits] 1 5 1/5 4
Power supply [V] 1.8 15 1.2 1.3
Power dissipation [mW] 5 2.4/2.9 2.4*/4.3 21
Sampling rate [MS/s] 13 26/46 39/38.4 20/40
Signal bandwidth [MHz] 0.18 0.2/2.0 0.1/1.92 0.2/2.0
OSR 36.1 65/12 195/20 50/10
SNDR[dB] 82 75149 81/64 72/51
DR[dB] 84 79/50 82/70 77/58
FOMp [pJ/conv] 1.35 1.31/3.15 1.31/0.86 1.61/1.81
FOM, [nm?/conv] 108 109/217 109/40 307/345
FOMpa [pJ-mmP/cony] 0.54 0.26/0.63 0.26/0.17 0.65/0.72

* Estimated power dissipation with power-down circuitry.
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Table 3.4 Discrete-timeAX~ modulators for GSM/WCDMA 2/2

Reference [82] [83] [P3]
Mode GSM/WCDMA | GSM | GSM/WCDMA
Year 2005 2006 2006
Technology im] 0.09 0.25 0.065
Core area [mrfi 0.2 - 0.1
Modulator order 2 4 2
A/D resolution [bits] 4 1 1
Power supply [V] 1.2 2.7 1.2
Power dissipation [mW] 1.2 4.0 3.3/3.6
Sampling rate [MS/s] 76.8 26.0 48.0/96.0
Signal bandwidth [MHZ] 0.2/1.94 0.135 0.1/1.92
OSR 192/19.8 96.3 240/25
SNDR[dB] 75/63 84.1 84/49
DR[dB] -/66 88 85/54
FOMp [pJ/conv] 0.65/0.19 113 1.27/4.07
FOMa [nm?/conv] 109/32 - 38.6/113
FOMpa [pJ mn¥/conv] 0.13/0.038 - 0.127/0.407

* Includes reference generator buffers.

Table 3.5 Continuous-timéAX modulators for GSM/WCDMA

Reference [84] [85] [86] [87]
Mode GSM | GSM/WCDMA | GSM | WCDMA
Year 2002 2003 2004 2004
Technology im] 0.18 0.18 0.13 0.13
Core area [mrfi 0.36" 0.18 0.5 0.12
Modulator order 2 5 4 2
A/D resolution [bits] 4 1 3 4
Power supply [V] 1.8 1.8 1.25 0.9
Power dissipation [mW]| 1.75 3.8/4.5 3.0 15
Sampling rate [MS/s] | 20.0 26.0/153.6 26.0 61.44
Signal bandwidth [MHz]| 0.2 0.2/3.84 0.24 1.92
OSR 50 65/40 54 32
SNDR[dB] 64 (92/72)? 77 50.9
DR[dB] 75 92/74 90 -
FOMp [pJ/conv] 3.38 (0.29/0.18)? 1.08 1.36
FOM, [nm?/conv] 695 (138/7.2)? 180 109
FOMpa [pJmn¥/conv] | 1.22 | (0.053/0.032? | 0.54 0.164

Lincludes 29-order bandpasa> modulator.
2SNR
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| SH V(1)=V|N,i=1|
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Figure 3.28 Algorithmic A/D conversion principle

3.6 Algorithmic A/D Converters

The algorithmic A/D converter is based on a binary searcbrihgn, which determine
the closest digital word to match an input signal. The bapiration of algorithmi
A/D conversion is shown in Figure 3.28. In every cycle, thgnal is doubled and
positive or negative reference voltage is added according t

V(i+1)=2+V(i)+ (=1)®TO s Vrer, (3.75)

where the number of the cycleiis= 1— N, N is the resolution of the A/D conversic
V(i) is the signal on thap, cycle,V (1) = Vin, Vin is the input signalBIT (i) is thei,
bit, andVger is the reference voltage. The algorithmic A/D convertersube sam
hardware to perform the A/D conversion in successive cydiesice, the algorithm
A/D converter requires very little silicon area and is a &bié candidate for sens
applications. The minimum conversion time for an algorith®/D converter isN
cycles, where\ is the resolution of the A/D converter. However, more thaa oiock
phase is typically required to resolve one bit. In theorg,résolution of an algorithm
A/D converter is infinite. The accuracy is, however, limitadits noise and matchir
properties.

The first integrated algorithmic A/D converter was propobgdvicCharles et a

[88]. It takes two clock phases to resolve one bit. The imgletation relies on tr
intrinsic matching of capacitor ratios. To keep the caacttios accurate under pi
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cess variations, the capacitors should be realized usitgapacitors [89]. Since tt
matching of on-chip elements is about 0.1%, the achievaideracy is limited by th
capacitor matching to 10 bits [55,90,91]. Since the capaniiatching improves as |
area of the capacitor increases, the smallest capacitatioe ¢ircuit, the so called ur
capacitance, has some minimum value. As a result, the tafelaitor area require
for an accuracy of over 10 bits can be large.

3.6.1 Algorithmic A/D Converter Speed Requirements

In a fixed system, where an A/D converter operates with a fixenal system cloc
variable sampling rates, and accuracy, some design isswvesth be taken into a
count. The system clock and the maximum sampling rate saigper limit for the
algorithmic ADC operation steps per bit and limit the avaléatopologies. In add
tion, the proper generation of non-overlapping clock phasguires a duty cycle
50%. Thus, the internal system clock must be divided by twioreghe clock is fed t
the clock generator. Hence, the maximum number of operatiems per bilNstepsis

limited to
foi/2

N(fs/2)’
wherefgy is the frequency of the system clodk,the number of bits, anés the sam
pling frequency. In the designs [P4, P5, P6], the systemnpatiexrs for A/D conversic
with maximum speed and accuracy dgg = 2MHz N = 12, andfs = 40kHz The
resulting number of stedsseps< 4.1667. Therefore, the maximum number of s
per bit in the system is four.

NstepsS (3.76)

3.6.2 The Effect of Operational Amplifier Finite Gain and Setting

The algorithmic A/D converter operates in consecutiveeyah which the output di
pends on the output of the previous cycle. Therefore, thearsion errors caused by
nite operational amplifier gain and incomplete settling alate during the conversic
and determine the achievable conversion accuracy. If thaaitr matching and o
erational amplifier offset voltage are not taken into actptme minimum operation
amplifier DC gain for an algorithmic A/D converter using a pimone-bit multiply:
by-two gain stage is equal to the requirements in pipeliri2 édnverters [67,92] ar
is given by

Ag > 2N, (3.77)

whereN is the number of bits. In decibels the requirement is given by

Ao > 6.02-N dB. (3.78)
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The operational amplifier gain requirement derived for tg@@thmic A/D converte
in [P5, P6] is about eight decibels higher. However, it stdad noted that in the ga
analysis in [P5, P6] capacitor mismatch and operationalifiermffset are taken int
account. Compared to the gain requirementdA@modulators, the gain requireme
for algorithmic A/D converters are much more stringent. refi@re, algorithmic A/L
converters are not as suitable /85 modulators for low supply voltages. In order
alleviate the high operational amplifier gain requiremgeoatsrelated double samplil
(CDS) techniques can be used to increase the effective vhlthe operational ampl
fier DC gain to the square of the true value [93].

The settling requirements for algorithmic A/D converters aqual to the algc
rithmic A/D converter gain requirements, which, accordiod3.78), depend on tt
target accuracy. Therefore, the settling requirements@rgarable with those fa&>
modulators. However, in some algorithmic A/D convertedizadions, as in [94], th
requirements are higher, resulting in more stringentisgttequirements.

3.6.3 Capacitance Ratio-Independent Principle

The operation of the algorithmic A/D converter requires dtiply-by-two operation
and if the converter is implemented using switched capegitihe multiply-by-twc
operation depends on the capacitor ratios, which are hanshptement accuratel
However, it is possible to implement an algorithmic A/D certer using a capacitan
ratio-independent technique first proposed by Li et al..[94iis technique makes t
algorithmic A/D conversion independent of the capacitaati®s, which reduces si
con area and makes it possible to implement an A/D conveftaray 10-bits withou
digital calibration. The total operation in [94] takes 6 aiophases to resolve o
bit, two for S/H and four for ratio-independent multiply-wo switching. The ratic
independent multiply-by-two switching algorithm presahin [94] is shown, for th
sake of simplicity, as a single-ended presentation in Ei§.29. The S/H circuit shov
in Section 3.4 holds the sampled signal during multiplytlwg-operation. Phases 1
4 in Figure 3.29 describe the operation during the first cyici¢he first phase, the si
nal held in S/H is stored in the capacitor,@ogether with the amplifier offset voltag
The amplifier offset voltage is also stored in the capacitgr [ the second phas
the charge in the capacitor; @s transferred to the capacitorn, CThe amplifier off:
set voltage is canceled, but the charge stored in the cap&itdepends on the rat
of the two capacitor values. In the first cycle the bottomeplatt the capacitor Cis
connected to ground. However, in the following cycles, eith positive or negati
reference voltage is connected, depending on the bit redafvthe previous cycle.

the third phase, the signal held by the S/H circuit is samaggdn into the capacitory(
together with the amplifier offset voltage. The top platehaf tapacitor €is floating,
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Figure 3.29 Ratio-independent multiply-by-two switching algorithm [94].

so the charge in the capacitop @mains unchanged. In the fourth phase, the ct
stored in the capacitor Os transferred back to the capacitof.CSince the charg
transferred into the capacitop @ Phase 2 is now transferred back to the capaciig
the operation is ratio-independent. The resulting outpltage is now two times tr
sampled input signal. The output is then sampled by the S#ditiand the first bit i
resolved. In the following cycles, the output changes atiogrto (3.75).

The traditional ratio-independent algorithmic A/D corteemuses six clock steps
convert one bit and requires two amplifiers and a compar@#jr [Improvements t
the traditional ratio-independent operation, such asaeduthe required number
clock steps, relaxing the operational amplifier gain regmuients, and increasing 1
accuracy of the traditional ratio-independent operatiavetbeen proposed [95-10:

For sensor systems, the power dissipation and silicon dr@ald be minimizec
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Hence the number of operational amplifiers and the numbelook steps require
should be reduced. Furthermore, if amplifiers are alwaysgssing signals when th
are on, no power is wasted.

The designs presented in [95—-99] all require two operatimmalifiers and a con
parator. The circuits in [95, 99] are quite similar to [94dwever, the number of cloc
steps required per bit is reduced to four by partially cormgrthe sample-and-ho
and amplification phases. The A/D converter in [95] is lessiize to amplifier finite
gain, since the closed loop gain error is compensated usiefgigence refreshing tec
nique. In the reference refreshing technique the referensampled only once ai
in every cycle it is passed through the same loop that theakgpes through. Cons
quently, the errors in loop gain are also stored in the rbffdseference voltage, th
correcting the loop gain error.

The ratio-independent algorithmic A/D converter in [96ju@es three clock ste|
per bit. The principle is shown in Figure 3.30. The operai®msensitive to ce
pacitance ratios, operational amplifier offset, and p&casapacitances. The mc
significant bit MSB) is resolved in Phases 1 to 3 and the rest of the bits are exbbl
recycling Phases 4 to 6. The input signal is sampled in Phasth& capacitor g The
charge in @ is transferred to the capacitor @ Phase 2 and simultaneously samj
to capacitor G. In Phase 3, th®SBis resolved using the second operational amp
as a comparator. At the same time, the charge in the cap&zitgrtransferred to th
capacitor G for the next cycle. The operation of the cycles R depends on the k
resolved in the previous cycle. Figure 3.30 shows the ojperahases 4 to 6, whe
the previous bit is one. If the previous bit is zero, the colstiof the switches col
necting the bottom plate of the capacitqy 16 ground or to/ger are interchanged.

MSB 2-N
G, Cy
1° i 4° i
Vin Co Tc Vin e Tc
@ﬂﬂ Lo f} e
= = = = = C, =
St Rl I R)
C, G, ’
20 {¢ 50 i
ViN oo’ Co Cy Vin oo Co C,
VRer oo ) Vger ,.,3_”_ )
= = C, = -—I:/ = G, =
i_ i_
c, i c, :
It It
3° It 6° 1t
ViN oo’ Co 7 Cy Vin oo Co 7 C,
VRer o’ | \Y 4
REF ) MSB REF vﬂ—"— | BIT
= = C, = = = C, =
B B

Figure 3.30 Ratio-independent operation requiring three clock steps per bit [96].
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Phase 4, the output voltage in 3 restored to the capacitor CAt the same time,
appropriate voltage is sampled to the capacitgr The bottom plate of the capaci
C is floating, so the charge in@&annot change. In Phase 5, the charge storeg
is transferred back to the capacitor,@oubling the charge in the capacitoy.CThe
multiplication is accurate, since the same charge that iasferred from the capa
tor C; to the capacitor gis transferred back. The reference volt&ger is subtracte
from the output voltage through the capacitgy. he resulting output is sampled
the capacitor @ In Phase 6, the next bit is resolved and the charge in theitap&;
is again transferred to the capacitar. Che main disadvantage in this circuit is the
of the capacitor g As a result, thé1SBcycle is not ratio-independent but depend:
the capacitance ratios of the capacitogsa@d G. The same error is introduced wk
the reference voltage is added or subtracted. The designBH>P6] are based on 1
operation in Figure 3.30. However, in these designs, thergkoperational amplifie
is eliminated and the whole operation is capacitance iatiependent.

In the designs described above, the auto-zeroing techfi@fjés used to canci
the offset and flicker noise of the amplifier. The implementain [97] uses the CD
technique to square the operational amplifier gain and thlax the operational ar
plifier gain requirements. However, the drawback of usings@®square the effecti
operational amplifier gain is that the operation require®selock steps for one-t
conversion. The architecture presented in [98] utilizesSCind requires only fol
clock steps per bit. However, the implementation requie®al capacitors and t
CDS operation is sensitive to capacitor bottom plate ptcasi

The architecture presented in [101] is different from otheltage-mode tecl
nigues, since the capacitance ratio-independent operiatimplemented using acc
rate voltage addition. The principle is shown in Figure 318lthe sampling phase t
input signal is sampled to one set of capacitors and seuigritie first bit is resolvec
In the following cycles, the signal is multiplied by two bying single-ended oper
tional amplifiers as floating buffers. The output is samptedriother set of capacitc
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Figure 3.31 Ratio-independent voltage adder [101].
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and another bit is resolved. The architecture uses 1.5dmesor digital redundal
sign digit (RSD) correction [102] to keep the operation imstve to comparator offs
voltage. The architecture requires a total of eight capegito implement a pseud
differential algorithmic A/D converter. The structure uégs only one clock step

resolve one bit, and hence is better suited than other iradigpendent structures
high-speed applications. Parasitic capacitance at thetpeal amplifier input caus:
voltage division in multiply-by-two operation. Hence thpepational amplifier inpt
stage should have low parasitic capacitance with respdegtchosen capacitor valu
Furthermore, the operational amplifier input stage has t@hbeto operate with a fu
input signal range, since the operational amplifier inpoliedv the signal in multiply
by-two operation. While this solution is insensitive to ceipar matching, it does n
take the operational amplifier offset voltagerr into account. The offset voltage
not canceled in the first multiply-by-two cycle and the cdlation in the following
cycles depends on the matching of the offset voltages oftbalifferent amplifiers.

The architecture presented in [100] uses an offset polegitgrsing technique

cancel the operational amplifier offset voltage. Howeuee, @rchitecture in [100]

designed for pipeline A/D converters, and has to be modifegdafgorithmic A/D
conversion. A similar offset polarity reversing technigseutilized in the desigr
in [P4, P5,P6]. The principle is shown in Figure 3.32. The kima in offset polai
ity reversing is to exploit the properties of a fully differtéal amplifier. When a full
differential amplifier is connected to a negative feedbé#uktotal amplifier offset vol
age 2ofr is divided equally between the input terminals. Hence, éf tite positive
and negative terminals are interchanged, the offset pplahanges. This chang
the offset sampled to a capacitor at the amplifier output.100], the offset is firs
sampled to the output capacitor in a typical way, as showndare 3.32, and the
the polarity is reversed, resulting in zero offset voltagtha output capacitor. In tt
designs in [P4, P5, P6] offset polarity reversing is utizmly in a single phase to r
verse the polarity of the offset sampled by the output capadilence it is possible
implement ratio-independent operation in three clocksigjth a single operation
amplifier [P4].

TYPICAL OFFSET POLARITY REVERSED OFFSET POLARITY

Vorr Vorr

@ +Vorr C)Ip_ll' @ -Vore Clp_ll'
e TOFFLHI' e +Vorr CHI'
M M

Vore Vore

Figure 3.32 Priciple of offset polarity reversing.
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The ratio-independent algorithmic A/D converters puldigin journals and at co
ferences, together with their measured results, are edliatTables 3.6-3.7.

Table 3.6 Ratio-independent algorithmic A/D converters 1/2

Reference [94] [95] | [96] [97]
Year 1984 | 1986 | 1988 | 1996
Technology [Im] 5 5 2 0.8
Clock phases/bit 6 4+2 3 7
Resolution [bits] 12 13 8 14
Core area [mrf] 154 | 1.23 | 0.79 | 1.68
Power supply [V] +5 +5 5 +2.5
Power dissipationjw] 17000 - - 50000
Current consumptiorpy] | 1700 - - 10000
Sampling rate [kS/s] 8 8 8 10
Signal bandwidth [kHZz] - - - -
SNDR[dB] - 68! - -
SFDR[dB] - - - -
MaximumINL [LSH 3.2 2.0 0.5 1.0
MaximumDNL [LSH 0.9 1.0 | 0.2 -
FOMp [pJ/conv] - - - -
FOMa [nm?/conv] - - - -
F OMpa [pJ-mné/conv] - - - -

1 Approximated from the measurement figure.

Table 3.7 Ratio-independent algorithmic A/D converters 2/2

Reference [101] | [99] [P4] | [P6]
Year 2003 | 2004 | 2006 | 2007
Technology im] 0.25 | 035 | 0.13 | 0.13
Clock phases/bit 1 4 4 (3) 4
Resolution [bits] 12 12 12 12
Core area [mrfi 0.15 0.3 | 0.055]| 0.041
Power supply [V] 2.5 2.7 1.8 1.8

Power dissipationW] 5500 | 351 32 68.4
Current consumptioryd] | 2200 | 130 18 38
Sampling rate [kS/s] 3300 8 41.67| 40
Signal bandwidth [kHz] | 500 4 20.8 20

SNDR[dB] 64.5 | 67.8 60 63.3
SFDR[dB] 80 75 80 80.2
MaximumINL [LSH 0.8 14 - -1.8
MaximumDNL [LSH 0.25 1.4 - -1.0
FOMp [pJ/conv] 401 | 219 | 094 | 1.45
FOMa [nm?/conv] 109 | 18694 | 1615 | 858

FOMpa [pJmn#/conv] | 0.601| 6.56 | 0.052 | 0.059
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3.6.4 Algorithmic A/D Converters with Digital Correction

Algorithmic A/D converters that use various forms of digitarrection to improw
performance have been presented in [62,102-116].

Digital background calibration is implemented in [107, 108, 114]. Backgrour
calibration may improve the performance of an A/D convebigtrit requires a lot ¢
silicon area. Looking at Tables 3.8-3.10, it can be seentligabest power and ar
efficiency are not achieved using digital background catibn.

RSD coding [102] is used in most of the designs, since it edakhe comparat
accuracy requirements with a little excess hardware. Thmebeun of comparators
doubled and in the digital domain a small adder is requiretie @esigns in [11(
111,113,115, 116] all use some type of RSD correction and haxery small silico
area. In addition, the performances of these designs, showables 3.8-3.10, a
good. It can be stated that to minimize the area in sensoicagiphs only a simpl
digital correction should be implemented. RSD correcti@s wot implemented in tt
designs in [P4, P5, P6], since the main objective was to ingemalog performanc
However, utilizing RSD correction could improve the penf@nce.

Digitally corrected algorithmic A/D converters publishi@dournals and at confe
ences, together with their measured results, are showrbied8.8—3.10.

Table 3.8 Digitally corrected algorithmic A/D converters (1/3)

Reference [102] [103] [104] | [62] | [105]
Year 1992 1992 1993 | 1993 | 1995
Technology im] 3 - 0.9 1.6 0.8
Clock phases/bit 2 - 1 0.6 0.6
Resolution [bits] 13 17 10 12 10
Core area [mrfi 2.94 - 1.0 1.0 1.5
Power supply [V] +5 - 5.0 +2.5 2.7
Power dissipationgW] 45000 | 120000 | 10000 | 45000 | 10800
Current consumptiondp] | 4500 - 2000 | 4500 | 4000
Sampling rate [kS/s] 25 1 667 600 | 3000
Signal bandwidth [kHz] | 12.5 0.5 - - 1500
SNDRJ[dB] - o0t - - -
SFDR[dB] 83 87 - - -
MaximumINL [LSH 0.55 - 0.5 1.0 1.39
MaximumDNL [LSH - - 0.5 0.6 0.5
FOMp [pJ/conv] - 4642.4 - - -
FOMp [nm?/conv] - 50292.6| - - -
FOMpa [pd mn?/conv] - 6035.1 - - -

1SNR
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Table 3.9 Digitally corrected algorithmic A/D converters (2/3)
Reference [106] [107] [108] | [109] | [110]
Year 1996 1999 2000 | 2003 | 2004
Technology im] 0.8% 15 0.35 0.18 | 0.18
Clock phases/bit 0.5 1.17 0.5 - 2
Resolution [bits] 10 12 8 10.4 10
Core area [mmf 0.93 5.94 01177 | 144 | 0.11
Power supply [V] 3.3 5.0 3.0 0.9 1.8
Power dissipationgW] 15000| 16000 | 2300G | 9000 | 9500
Current consumptiorpd] | 4545 3200 767 10000 | 5278
Sampling rate [kS/s] 2000 125 13000 | 1000 | 10400
Signal bandwidth [kHZz] - 62.5 6500 500 | 6200
SNDR[dB] - 71.0 45 55 57.7
SFDRI[dB] - 95 60 75 70
MaximumINL [LSH 0.53 0.21 0.62 1.05 0.8
MaximumDNL [LSH 0.4 0.34 0.61 0.8 0.6
FOMp [pJ/conv] - 44.14 12.18 | 1959 | 1.22
FOMp [nm?/conv] - 16388.2| 58.22 3134 | 14.15
FOMpa [pd mn?/conv] - 262.2 1.34 28.2 | 0.134
1 Bipolar CMOS (BiCMOS).
2 Off-chip digital calibration not included.
Table 3.10 Digitally corrected algorithmic A/D converters (3/3)
Reference [111] | [112] | [113] [114] [115] | [116]
Year 2005 | 2005 | 2005 2005 2006 | 2006
Technology im] 0.25 0.18 0.25 0.25 0.13 | 0.25
Clock phases/bit 4 0.5 3.67 - 0.5 -
Resolution [bits] 12 12 12 16 11 12
Core area [mrfi 0.048| 1.4 [ 0.031] 16 0.24 | 0.044
Power supply [V] 3.3 0.9 3.3 25 3.0 3.3
Power dissipation W] 430 | 12000 | 149 | 105006 | 15000 | 430
Current consumptioryd] | 130.3| 1333 | 45.2 | 42000 | 5000 | 130.3
Sampling rate [kS/s] 1000 | 5000 - 1000 | 10000 | 2000
Signal bandwidth [kHz] - 2500 - - 5000 -
SNDR[dB] 62.0" 50 - 89 56 -
SFDR[dB] - 77 - - 69 -
MaximumINL [LSH 4.0 14 3.79 4.8 3.5 -
MaximumDNL [LSH 0.9 0.6 0.78 0.66 0.9 0.81
FOMp [pJ/conv] 0.42 | 9.29 - 4.56 291 -
FOMa [nm?/conv] 46.66 | 1083.7 - 69.47 46.6 -
FOMpa [pJmn?/conv] | 0.020| 13.0 - 7.3 0.698 -
1 SNR

2 Off-chip digital calibration not included.
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3.6.5 Algorithmic A/D Converters using Current-Mode Approach

Current-mode algorithmic A/D converters have been studledgside voltage-moc
converters [117-122]. The benefits of the current-modecaggpr are its small silicc
area and modest operational amplifier gain requirementslitiddally, current-mod
A/D converters do not require linear capacitors and havevavldtage swing. How
ever, the current-mode approach requires a voltage-temuconverter and match
current sources. Furthermore, many current-mode reiliratre single-ended strt
tures with poor noise immunity.

The ratio-independent current-mode switched-current &fjorithmic A/D con
verter presented in [117] utilizes dynamic current mensta implement accura
multiply-by-two operations. The principle is shown in FigiB.33. In the first phas
the switches $and S are closed and the currehtis set to be equal to the ing
currentl;y. When the switch $at the transistor gate is opened, the transistor ga
pacitance holds the correct gate voltage. In the seconaptiescurrent; is set to b
equal to the input currenty. Finally, both currentsl; andl,, are summed, resultir
in an output currentoyt = I1 + 12 = 2I)y. In the algorithmic realization, one ad
tional phase is required for comparison. In actual reabmathe gate capacitance
not adequate to hold the charge at the transistor gate. Haneglditional hold capa
itor is required. Furthermore, the charge injection from skvitches $and § shoulc
be minimized. Another design by the same author is presentdd 8]. It requires i
conversion cell for each bit and hence operates more likpaiped A/D converte
However, a new sample is taken only when the previous coiovehsas ended. Neve
theless, the conversion speed is much faster than in [11g.r&alization uses acti
current mirrors to improve the current mirror accuracy ameffer a very low inpu
impedance. However, the realization does not implementeanrate multiply-by-twi
operation.

The technique presented in [117] is used with some improwésne designs [12(
122]. In [122], the number of clock phases required is reducem four to two
Dynamic current memories with a different topology are alsed in [119]. The £
algorithmic A/D converter presented in [121] is fully difémtial. The design us
a current-mode double-sampling?(Btechnique to reduce signal-dependent ch

In lour=2lin
» 9 |

Figure 3.33 Multiply-by-two using dynamically biased current memories.
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injection [123]. The 8l technique also provides a gain-squaring effect, and the
effective loop gain of the current-mode S/H circuit is iresed. However, as a resuli
using a multi-step Sl approach, the A/D converter requiegsts clock steps to resol
one bit and requires a large amount of silicon area comparedhier current-moc
realizations.

Algorithmic current-mode A/D converters published in joals and at conferenct
together with their measured results, are collated in Taldl&.

Table 3.11 Current-mode algorithmic A/D converters

Reference [117] | [118] | [119] | [120] [121] [122]
Year 1990 | 1990 | 1991 | 1997 1998 1999
Technology im] 3 3 3 0.8 0.8 2
Clock phases/bit 4 1 4 - 7 2
Resolution [bits] 10 8 14 8 10 12
Core area [mrfi 0.32 | 0.74 1.0 | 0.014 4.0 2.13
Power supply [V] 5 5 5 4 15 3.3
Power dissipationw] - 63000 | 2500 | 370 2000 1900
Current consumptiorpA] - 12600| 500 | 92.5 1333 576
Sampling rate [kS/s] 25 500 5.7 40 12 800
Signal bandwidth [kHZz] - - - - 6 400
SNDRJ[dB] - - - - 49 65
SFDRI[dB] - - - - 65 67
MaximumINL [LSH 0.92 | 0.52 0.5 - 14 0.45
MaximumDNL [LSH 0.87 | 0.46 - 1.0 0.63 0.6
FOMp [pJ/conv] - - - - 724 1.63
FOMp [nm?/conv] - - - - 1447583| 1832
FOMpa [pJ- mn¥/conv] - - - - 2895 | 3.481

3.6.6 Other Algorithmic A/D Converters

Algorithmic A/D converters that improve performance uskirgds of techniques oth
than those described above are discussed here [124-128].

The A/D converters described in [124,127] use layout tesphes to improve capa
itor matching. In addition to layout techniques, in [124ie toperational amplifier bi
voltages are switchable, resulting in a power saving of 4BPEL27], the performanc
is further improved using digital RSD correction.

The A/D converter in [125] combines/s> modulator and algorithmic A/D col
verters. The converter operates first as a first-afdemodulator to convert the mc
significant bits. Then the same hardware is transformed talgorithmic A/D con-
verter to resolve the remaining least significant bits. Witis technique, the digit
decimation filter can be replaced with a much simpler digitaitrol and reconstru
tion logic.
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The A/D converter in [126] uses the switched-opamp (SO)rigle [129]. In this
design, the SO technique is used to reduce power dissipatither than the pow:
supply. However, if the operational amplifier is active b time, no power reductic
is gained. The design relies on capacitor matching in myiy-two operations, sinc
the target resolution is only 10 bits. Additionally, thissign utilizes digital RSI
correction logic to cancel the comparator offset.

The A/D converter in [128] uses Gray coding instead of biranging to reduce a
cumulated errors typical of algorithmic conversion. In enamly used binary codin
the reference voltage is either reduced from, or added ¢csdimpled signal, deper
ing on the sign of the bit resolved in the previous cycle. laystoding, the referen
voltage is kept constant and the sampled signal is eithercestifrom, or added t
the reference voltage. With fully differential implemetida, the sign of the sample
signal can be changed without additional hardware. Acogrtlb simulated result
the Gray coding is less sensitive to accumulated offset®than binary coding.

Other types of algorithmic A/D converters published in joals and at conferenct
together with their measured results, are collated in Taldl2.

Table 3.12 Other algorithmic A/D converters

Reference [124] | [125] [126] [127]
Year 1998 | 2001 2004 2004
Technology im] 0.6 0.8 0.8° 0.13
Clock phases/bit - 1.2 1.1 0.38
Resolution [bits] 10 135 10 16
Core area [mrfi 5.5 1.3 0.8 0.5
Power supply [V] 33 [ 12t 2.8 3.0

Power dissipationfw] 7000 | 150 17.89 | 6000
Current consumptioryd] | 2121 | 125 6.39 2000

Sampling rate [kS/s] 200 16 2.9 500
Signal bandwidth [kHz] | 100 8 - 250
SNDRJ[dB] 53 80 52.3 77.4
SFDR[dB] - 91 59.6 <90
MaximumINL [LSH 1.8 - 0.98 6.1
MaximumDNL [LSH 0.8 - 0.67 0.9
FOMp [pJd/conv] 95.9 | 1.15 18.32 1.98

FOMa [nm?/conv] 75349 | 9941 | 819294.7| 165
FOMpa [pJmné/conv] | 527.4 | 1.491| 14.65 | 0.99

1 Switches driven from a 3.6-V charge pump voltage.
2 BiCMOS.



Chapter 4

Summary of publications

Here all the publications included in this thesis are suniwedr

[P1] 2.4-GHz Receiver for Sensor Applications

A 1.2-V 3.4-mW direct-conversion receiver for wireless smnapplications oper:
ing in the 2.4-GHz industrial, scientific and medical (ISMjnldl. The receiver use:
modified Bluetooth system that has optimized radio parammdte low-power appli
cations. The demonstrator receiver is fabricated in a Qri3tandard CMOS proce
and consists of a merged LNA and mixers, LO buffers, and oselimnd channel. T
receiver consumes 2.75 mA from a 1.2-V supply. The receisieses 47-dB voltag
gain, 28-dBNF, 21-dBmlIP3, and +18-dBmiIP2. Special attention is paid to t
simultaneous design of the mixer-baseband interface andufrent boost method
the mixer. This work demonstrates that it is feasible to glesi receiver for sens
applications with extremely small active and stand-by enirconsumption when t
system allows a high noise figure.

[P2] Direct-Conversion Receiver for Ubiquitous Communicdions

In this paper a direct-conversion receiver operating inda@-z sensor network
presented. The receiver uses modified Bluetooth as a radigection and consum
4.3 mA from a 1.2-V supply. The receiver achieves 43-dB ggtgain, 25-dBNF, 22-
dBmIIP3, and +11-dBmiIP2. Even though power dissipation is increased from |
a received signal strength indicator, on-chip currentregfees, and a second bz
band channel are added while the active silicon area is ncgased. Furthermore, |
start-up time, which is very important in ubiquitous comrmations, was a significa
improvement on [P1]. As a result, the overall performanamignprovement on [P
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[P3] A 1.2V Dual-Mode GSM/WCDMA A% Modulator in 65nm CMOS
This paper describes a dual-mae modulator for a GSM and WCDMA receiver for
a mobile phone. The total core area of the modulator is 0.2,rand it draws 2.75 mA
and 3.0 mA from a 1.2-V supply in GSM and WCDMA modes, respettivTheAZ
modulator achieves 84-dBNDRin GSM mode and 49-dBNDRin WCDMA mode.
The prototype is fabricated in a 65-nm CMOS technology, gisinly metal-to-metal
capacitors. The design shows that the improvement in théable bandwidth from
using the 65-nm CMOS process can be used to improve the pafme of the ex-
isting solutions to meet the increased demand for highex ddes. In addition, the
design shows that high-performance analog design can hiedtaut using very deep
sub-micron CMOS processes.

[P4] A 12-bit 32uW Ratio-Independent Algorithmic ADC

This paper describes a 12-bit capacitance ratio-indepeadgorithmic A/D converter
designed for a capacitive microaccelerometer interfate. implemented circuit uses
a new approach to perform capacitance ratio-independehipigtby-two operation
using only one operational amplifier. The power dissipatsominimized using a dy-
namically biased operational amplifier. As a result, the &ibverter, implemented
in a 0.13pgm CMOS, achieves 80-dBFDRand 60-dBSNDRwith a very low 32pW
power dissipation and an active die area of 0.055°mm

[P5] A 62pA Interface ASIC for a Capacitive 3-axis
Microaccelerometer

This paper reports the functionality of an interface aglan-specific integrated cir-
cuit (ASIC) for a capacitive three-axis microacceleromet€he whole system was
integrated on a single chip, excluding the digital signalgessor. The sensor interface
consists of a front-end that converts the acceleratiorastgnvoltage, two algorithmic
A/D converters, two frequency references, and a voltageent) and temperature ref-
erence circuit. At the system level, die area and powerhsisin are reduced by using
time-multiplexed sampling and varying duty cycles down 18%. The chip, with a
0.51-mn? active area, draws 2 from a 1.8-V supply while sampling temperature a
100 Hz, and four proof masses, each at 1.04 kHz. The A/D ctengesigned for this
system uses a similar method to perform ratio-independeiitply-by-two operation
as in [P4]. However, the number of active and passive compsrnie further reduced,
resulting in a smaller silicon area. The A/D converter desdfor this system is de-
scribed in more detail in [P6].
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[P6] A 12-bit Ratio-Independent Algorithmic A/D Converter for a
Capacitive Sensor Interface

In this paper, the operation and the building blocks desigioe the 12-bit ratio
independent algorithmic A/D converter in [P5] are desatibemore detail. The irr
plemented ratio-independent architecture is insenditiveapacitance ratio, amplifi
offset voltage, input parasitics, and flicker noise. Fos thaper, the A/D convert
was measured stand-alone, making it possible to optimzedhformance of the A/
converter. Hence, the performance of the A/D converterntedan this paper is som
what better than that reported in [P5]. The A/D converter ingdemented in a 0.1:
pum CMOS. With 68.44W power dissipation and an active area of 0.0412nthe
A/D converter achieves 80.2-dB-DRand 63.3-dBSNDR making it very suitable fc
low-power sensor applications.






Chapter 5

Conclusions

Wireless sensors are convenient for environmental mangorWhile most peop
have their own personal mobile phones with them all the titig convenient to buil
sensor networks around them. This thesis concentratedfenedit kinds of solutior
for these kinds of sensor applications. The factors commoaill the designs in th
thesis are low power dissipation and a small silicon areth imandatory requiremet
for fully integrated sensor systems. This thesis demotesttae functionality of the:
kinds of sensor networks and shows that they can be intebuatag deep sub-micr
CMOS processes to meet the cost requirements for mass cenpumaucts.

In the first part of this thesis, wireless direct-convergieceivers for sensor apy
cations are studied. It has been demonstrated that the plisggpation of the existir
short-range radios, such as Bluetooth, can be dramatieallyced by optimizing bo
system and design aspects simultaneously. Deep sub-nviddS processes we
used to integrate the whole system on a single chip. To betaliteep the mani
facturing costs down, the minimum number of additional psscoptions was ma
available. To meet these requirements, different all-M@&seband solutions with €
tremely low power dissipation and a very small silicon aremendesigned.

The latter part of this thesis concentrates on low-power édbverter designs f
mobile and sensor applications. For mobile applicatidms ttend is to increase fur
tionality and increase data rates. In order to meet theséresgents, a low-pasd>
modulator A/D converter for a mobile terminal GSM/WCDMA re@F using a ver
deep sub-micron CMOS process was implemented. While thedémiy scaling re
sults in increased bandwidth and improved digital signatpssing capabilities, t
design of analog circuits becomes more difficult as a restiteoreduced signal swil
caused by a reduced supply voltage. The work in this thesisodstrates that tl
increased bandwidth can be used to implement robust analsigrs that meet tl
increased requirements.
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In sensor systems, medium-resolution A/D converters waty Yow power dis
sipation and a small area are preferred. In this thesisrdifit kinds of algorithmi
A/D converters were designed using a deep sub-micron godewrder to meet tr
strict area requirements, the number of operational aregifiequired was reduc
in comparison to the existing solutions and new ways to perfoapacitance ratis
independent multiply-by-two operation were designed. Alg converters were inte
grated into a whole system to demonstrate the applicalofithe designed structur
to sensor systems.

It is very probable that in the near future, there will be arnda different kinds
of sensor systems. As for now, there already exist many tgpesreless equipmel
suitable for sensor networks. As the functionalities of it@terminals move towat
interaction with the environment, it is expected that défg sensor networks w
emerge, with mobile terminals acting as a user interfackdsd networks.
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