Department of Neuroscience and Biomedical Engineering

Development of an on-
scalp MEG system using
optically-pumped
magnetometers

Rasmus Zetter

Aalto University DOCTORAL
DISSERTATIONS
| |



Aalto University publication series
DOCTORAL DISSERTATIONS 222/2020

Development of an on-scalp MEG
system using optically-pumped
magnetometers

Rasmus Zetter

A doctoral dissertation completed for the degree of Doctor of
Science (Technology) to be defended, with the permission of the
Aalto University School of Science, at a public examination held at
the lecture hall F239a of the school on the 15th of January 2020 at
noon. The examination is publicly available via a remote connection,
https://aalto.zoom.us/j/69971504989.

Aalto University
School of Science
Department of Neuroscience and Biomedical Engineering



Supervising professor
Prof. Lauri Parkkonen, Aalto University, Finland

Thesis advisor
Prof. Lauri Parkkonen, Aalto University, Finland

Preliminary examiners
Prof. Jens Haueisen, Technische Universitat lImenau, Germany
Prof. Vittorio Pizzella, University of Chieti-Pescara, Italy

Opponent
Prof. Matthew Brookes, University of Nottingham, United Kingdom

Aalto University publication series
DOCTORAL DISSERTATIONS 222/2020

© 2020 Rasmus Zetter

ISBN 978-952-64-0213-0 (printed)

ISBN 978-952-64-0214-7 (pdf)

ISSN 1799-4934 (printed)

ISSN 1799-4942 (pdf)
http://urn.fi/URN:ISBN:978-952-64-0214-7

Unigrafia Oy
Helsinki 2020 AN g

Finland §W

4
Printed matter
4041-0619



A? Aalto University Abstract
|

Aalto University, P.O. Box 11000, FI-00076 Aalto www.aalto.fi

Author
Rasmus Zetter

Name of the doctoral dissertation
Development of an on-scalp MEG system using optically-pumped magnetometers

Publisher School of Science

Unit Department of Neuroscience and Biomedical Engineering
Series Aalto University publication series DOCTORAL DISSERTATIONS 222/2020
Field of research Biomedical Engineering

Manuscript submitted 17 September 2020 Date of the defence 15 January 2021

Permission for public defence granted (date) 13 November 2020 Language English

[ Monograph X Article dissertation [ Essay dissertation

Abstract

Magnetoencephalography (MEG) is a noninvasive functional neuroimaging method in which the
magnetic field due to the neuronal currents that constitute brain activity is measured using sensors
outside the head. These neuromagnetic measurements can be used to make inference about brain
function within neuroscientific research and clinical medicine.

Current state-of-the-art MEG systems utilize ultra-sensitive superconducting quantum
interference device (SQUID) sensors that require cryogenic cooling and thermal insulation between
the sensors and the subject's head. The thermal insulation necessitates a relatively large
brain—sensor separation, leading to loss of signal as well as spatial resolution. Recent developments
to another type of sensor, called optically-pumped magnetometer (OPM), has resulted in sensors
with sufficient performance for MEG use. OPMs do not require cryogenic temperatures to operate
and can thus be placed much closer to, or even directly in contact with the subject's scalp. Such on-
scalp MEG systems will significantly improve signal amplitude as well as increase spatial
resolution, and may thus enable the detection of phenomena so far only detectable in invasive
measurements. In addition, the improved adaptability of OPMs will enable new types of MEG
systems, including wearable MEG devices allowing for subject movement and smaller, low-cost
systems.

This Thesis contributes to the development of an on-scalp MEG system based on OPMs and
explores what such a system can or should consist of.

In particular, the requirements for how well the sensor positions must be known in order to
estimate the MEG signal source within the brain are determined using simulations. Following the
determination of these requirements, an optical method to localize the sensors that fulfills those
requirements is developed and validated. Further, the performance of a first-generation on-scalp
MEG system capable of source estimation is demonstrated and its performance compared to that
of a state-of-the-art SQUID-based MEG system. Finally, a method and software package for
magnetic field modeling and coil design is developed, which can be utilized for the next generation
of on-scalp MEG systems.

Through these works, this Thesis provides a stepping stone for the continued development of on-
scalp MEG as an imaging modality and demonstrates its future prospects.

Keywords magnetoencephalography, optically-pumped magnetometer, on scalp, neuroimaging,
co-registration, stream function, coil design, magnetic field modeling, software
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Sammandrag

Magnetoencefalografi (MEG) &r en noninvasiv metod for undersokning av hjarnfunktion i vilken
det magnetfilt som orsakas strommar i hjirnans neuroner méts med hjilp av sensorer runt om
huvudet. Dessa neuromagnetiska matningar anvands for att dra slutsatser géllande hjarnfunktion
inom neurovetenskap och kliniskt bruk.

Nuvarande MEG-system anvander mycket kiansliga, supraledande sensorer som kraver kryogen
nedkylning och viarmeisolering mellan sensorerna och huvudet.

Viarmeisoleringen kraver ett relativt stort avstand mellan sensorerna och hjarnan, vilket leder till
nedsatt kinslighet och upplosningsformaga. Forsknings- och utvecklingsarbete inom de senaste
tva decennierna har lett till sensorer av en annan typ, sa kallade optiskt pumpade magnetometrar
(OPM), som har tillrackligt bra prestanda for att anvandas inom MEG. OPMs kréver inte kryogen
nedkylning och kan darmed placeras mycket narmare eller rentav i direkt beroring med huvudet.
Dessa sa kallade on-scalp MEG-system har markbart battre kanslighet och upplésningsformaga,
och kan ddrmed mojliggéra matning av signaler som hittills kravt invasiva méatningar. OPM-
sensorernas anpassningsbarhet majliggor dessutom nya typer av MEG-system, t.ex. "wearable"
MEG i vilken forsokspersonen kan rora sig fritt, samt mindre och férménligare system.

Denna Avhandling bidrar till utvecklingen av ett on-scalp MEG-system som baserar sig pd OPM-
sensorer och utforskar vad ett sddant system kan eller bor besta av. Mer specifikt, kraven pd hur
noggrant sensorernas positioner bor faststéllas for att avgora fran vilken plats i hjarnan MEG-
signaler hdarstammar avgors med hjilp av simulationer. Efter att kraven faststéllts utvecklas och
valideras en optisk metod for att avgora sensorernas position som uppfyller dessa krav. Dérefter
demonstreras ett forsta generationens on-scalp MEG-system baserat pdA OPM-sensorer och dess
prestanda jamfors med ett SQUID-baserat MEG-system. Slutligen utvecklas en metod och
mjukvarupaket for modellering av magnetfalt och design av spolar som kan anvindas i
utvecklingen av nésta generations MEG-system. I och med dessa insatser utgor denna Avhandling
en sprangbrada for fortsatt utveckling av on-scalp MEG som metod och demonstrerar dess
framtida potential.
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1. Introduction

The brain, as an organ, is the embodiment of who we are. It holds within the
secrets of humanity, the mechanisms that enable our cognition and consciousness.
A system capable of these remarkable feats must undeniably also be remarkably
complex. Indeed, an adult human brain contains ~100 billion (1011) neurons
with ~100 trillion (10'4) inter-neuron connections [1, 2], and even a single neuron
can perform complicated mathematical operations [3]. In order to even scratch
the surface of ‘understanding the brain’, we need to measure brain function
at scales ranging from single-cell measurements to macroscopic recordings of
the entire brain. In the latter case, it is preferable to perform these recordings
noninvasively as we tend to dislike opening up the skulls of our fellow man.

There are several noninvasive methods to indirectly measure brain function on
the macroscopic scale through the metabolism or hemodynamics of cortical tissue,
but the indirect nature of these methods means that they cannot resolve brain
activity at the millisecond-timescale of the brain. In electroencephalography
(EEG), brain activity is directly measured by recording the electric potential
distribution on the scalp. EEG can resolve brain activity on a sub-millisecond
scale but lacks spatial detail due to the potential being “blurred” by volume
conduction in the various tissues of the head [4]. Magnetoencephalography
(MEG), as suggested by the name, functions by measuring the magnetic field
produced by the brain using sensors around the head [5]. MEG is also a direct
measure of brain activity and has the same high temporal resolution as EEG,
but has higher spatial resolution as the magnetic field is not affected by volume
conduction to the same extent as the electric potential [5].

MEG has been an important tool in studying the fast dynamics of the brain in
neuroscientific research and clinical medicine during the last few decades. Areas
of study include attention, motor and language function, as well as conscious-
ness (for a review see, e.g., [6, 7]). In clinical use, MEG is mainly applied in
pharmacoresistant epilepsy cases [8] and the preoperative mapping of eloquent
cortical areas [9], e.g. for the removal of brain tumors [10]. Detection of (mild)
traumatic brain injury (TBI) appears to be a promising new clinical application
for MEG [11, 12].

Since the neuromagnetic fields measured by MEG are very weak — on the
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scale of a billionth of the Earth’s geomagnetic field — exceptionally sensitive
equipment is needed for MEG. In addition, one needs to attenuate environmental
magnetic noise considerably. Therefore, measurements are carried out in mag-
netically shielded rooms (MSRs) and sophisticated signal processing techniques
are used to minimize noise.

To this point, the main type of magnetometer used for MEG has been the
superconducting quantum interference device (SQUID). These sensors require
cryogenic temperatures in order to function, and liquid helium is used to cool
them to ~4 K (-269° C). The SQUID sensors are thus placed within a helmet-
shaped insulated container, a dewar. Due to this insulation the SQUIDs are
placed at least ~2 cm from the scalp. As sensitivity and spatial resolution are
directly related to the distance between the brain and the sensors this results in
significant signal degradation. In addition, the position of the sensors cannot be
adapted to conform to the head shape of individual subjects, which can further
increase the sensor—scalp separation and weaken sensitivity.

Within the last 10-15 years optically-pumped magnetometers (OPMs) [13]
with high enough sensitivity to be used for MEG have been developed. The
major advantage of this type of sensor is that is does not require cryogenic
cooling and can thus be placed much closer to the scalp, boosting the sensitivity
to neuromagnetic sources considerably and improving spatial resolution. These
improvements may enable the detection of phenomena that thus far are only
detectable in invasive measurements. Such on-scalp MEG systems introduce
several unknowns and practical challenges, some of which are addressed by this
Thesis.

In the next Section, the specific aims of this Thesis are listed, after which the
basics of MEG signal generation and the characteristics of the signal measured
by MEG are reviewed. The following section (3.2) gives an overview of current
MEG instrumentation. Thereafter, the topic of the Thesis shifts to describe
the OPMs that are now applied for on-scalp MEG and to describe a magnetic
field modeling framework that can be used in MEG. The studies included in
this Thesis are briefly outlined in Section 4, after which the summary part of
the Thesis is concluded with a forward-looking discussion of the Thesis topic in
Section 5.

12



2. Aims of the Thesis

The main goals of this Thesis were to contribute to the development of a practical,
usable on-scalp MEG system, as well as to explore what such as a system can or
should consist of.

In Publication I, we set out to find out how precisely one must know where
the on-scalp sensors are in relation to the brain in order to achieve good source
modeling performance, and in specifically what ways co-registration error affects
source modeling performance.

Knowing the requirements of co-registration accuracy for on-scalp MEG, in
Publication IT we developed a co-registration method for our our-scalp MEG
system that fulfills these requirements. Additionally, we aimed to make the
co-registration method fast, easy to use and generally practical.

Having a source modeling-capable first-generation OPM-based on-scalp MEG
system, we set out to apply it to a neuroscientific application. In Publication IIT
we demonstrate its performance in a visual-gamma task and compare it to a
state-of-the-art SQUID-based MEG system.

OPMs and MEG instrumentation in general require coils used for magnetic
shielding and negative feedback. In order to design coils for future OPM sensors
and MEG systems, in Publication IV we developed a software package for
magnetic field modeling and coil design. This software package is of use both to
us and others when designing the next-generation OPM-based MEG systems, as
well as in other applications.

13






3. Background

3.1 Magnetoencephalography (MEG)

3.1.1 The neural sources

To understand the signal measured by MEG, one must first look at the brain
on the level of cellular biophysics. The human brain consists of neurons that
perform information processing, as well as supporting cells called glia that
provide a variety of essential functions such as vasodilation, enforcement of ion
balance, and transport of nutrients. The cell bodies of neurons are concentrated
on the surface of the brain or cortex, called gray matter. The interior of the
brain is mainly occupied by nerve fibers; this is called white matter due to its
characteristic appearance.

As seen in Fig. 3.1, neurons consist of a cell body or soma, a tree of dendrites
that receive input from other neurons and an axon, which conveys the output of
the neuron to other neurons. The end of the axon and a dendrite of another neu-
ron form a synapse, where signaling is performed chemically using substances
called neurotransmitters.

Within the cell membrane lie ion pumps, which as the name implies actively
move certain ion species across the membrane. Using these pumps, a transmem-
brane resting state potential of approximately —70 mV (the inside of the cell is
more negative than the extracellular fluid) is maintained by pumping potassium
and sodium ions across the membrane.

When neurotransmitters arrive at the cell membrane of the receiving neuron
in a synapse, i.e. at the post-synaptic membrane, ion channels in the mem-
brane are opened, selectively letting specific ion species move passively through.
Depending on the type of neurotransmitter, different ion channels will open,
either raising the transmembrane potential and thus causing an excitatory
post-synaptic potential (PSP) or lowering the potential and causing an inhibitory
PSP. Regardless of transmembrane potential, there is no accumulation of charge
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Dendrites Soma Axon

Figure 3.1. Illustration of a stereotypical pyramidal neuron.

within the cell, and thus when there is inwards or outwards flow of ions at
a synapse, be they positive or negative, there are compensating volume ion
currents elsewhere along the cell membrane that close the ion current loop.

PSPs are relatively long-lasting (on the order of a few milliseconds to hun-
dreds of milliseconds), and the PSPs from all inputs to the cell are nonlinearly
summated [3]. If the resultant transmembrane potential at the root of the axon
by the soma, i.e. at the axon hillock, exceeds an activation threshold of approxi-
mately —55 mV, an action potential is generated. An action potential consists
of a rapid change of membrane voltage due to a sudden influx of sodium ions
such that the potential suddenly jumps to +35 mV. The potential returns to the
resting state in 1-2 milliseconds due to potassium ions flowing out through the
membrane. This repolarization is followed by a refractory period of 1 millisecond.
The action potential is actively propagated along the axon to the synapse without
decaying in amplitude, where neurotransmitters are released in response. A
large part of neurons in the central nervous system have a myelin sheath, an
electrically insulating layer, covering their axons. This feature greatly acceler-
ates the propagation of action potentials and lessens the overall energy use of
the nervous system.

Intracellular potential changes due to PSPs cause a current flow along the
dendrites that can be modeled as a current dipole, leading to a dipolar magnetic
field that decays roughly by 1/r2. The current pattern of action potentials
can be modeled as two oppositely directed current dipoles traveling along the
axon, producing a quadrupolar magnetic field that decays by 1/r® [5]. The
magnetic field measured by MEG primarily originates in a type of neuron in
the gray matter of the brain called pyramidal neurons. These neurons can
give rise to extracranial magnetic fields since their apical dendrites are all
oriented perpendicularly to the surface of the cortex. Thus, the magnetic fields
of nearby neurons are spatially summated. As PSPs have a relatively long
lifetime, significant temporal summation of the PSPs of neighboring neurons
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also occurs. Since action potentials are much more short-lived and their magnetic
field disappears at shorter distances, the vast majority of the magnetic field
measured by MEG stems from synchronous PSPs from tens of thousands of
neurons [14].

Figure 3.2. The main source of MEG signals is synchronous postsynaptic currents in the apical
dendrites of pyramidal neurons (seen as red arrows in the middle and right-side
panels). The right-side panel is based on a drawing by Ramén y Cajal in 1889 [15].

Besides temporal and spatial summation, several other factors affect the
measured signal strength. As mentioned, signal strength is reduced as the
spatial sensor—source separation grows. Another factor that affects the signal
strength is source orientation. Due to the folded surface of the human brain
(Fig. 3.2, left panel) the orientation of pyramidal cells varies significantly. At
the most superficial parts of the cortex, the gyral crowns, the pyramidal cells
are oriented radially with respect to the head, while at the gyral walls they are
oriented tangentially. Due to the geometry of the head, MEG is mostly sensitive
to tangential sources and insensitive to radial sources [5], and thus the majority
of signal comes from the gyral walls (Fig. 3.2, middle panel). Considering the
loss of signal along depth, the sources to which MEG is most sensitive are at the
superficial edges of the sulci (i.e. the grooves in the surface of the cortex).

3.1.2 Signal characteristics

The neuromagnetic signal typically measured with MEG spans a frequency
range of ~0.5-1000 Hz [7]. The MEG frequency spectrum generally follows a
1/f relation, with most of the signal power residing in the low frequencies (<80
Hz). The MEG signal spectrum is loosely divided into a number of frequency
bands, whose definitions are partially based on historical reasons and partially
on neurophysiology [16]. The most typical division is delta (1-4 Hz), theta (4—8
Hz), alpha (8-12 Hz), beta (12-30 Hz), low gamma (30-60 Hz), high gamma
(60—-250 Hz) and fast ripples (200—400 Hz), although the definitions used in
the literature vary widely [17]. At >500 Hz weak activity, thought to be due to
axonal activity (i.e. action potentials), can be detected [18].

Within these frequency bands there are ongoing, periodic signals, often termed
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oscillations or rhythms, that are deemed characteristic for each band. Exam-
ples of these include the occipital alpha rhythm, the Rolandic p-rhythm and
somatomotor beta rhythm (for a review and discussion, see e.g., [19]) as well
as occipital narrowband gamma oscillations [20]. The rhythms are theorized to
have different roles in cognition [21, 22, 23, 24], e.g. modulating top-down (from
higher cognitive functions to lower-level sensory cortices) and bottom-up cortical
networks or governing attention.

While the general idea of different frequency bands having different roles is
useful, the specific delineation of bands used is a historical artifact both in terms
of the frequencies chosen and the implied sinusoidal basis; much of the literature
surrounding brain oscillations have (implicitly) assumed that the brain works
using sinusoidal signals. This has recently been shown not to be the case for
several of these rhythms [25], with some of them having clear nonsinusoidal
components.

In addition to these structured signals and rhythms, there is also “noise-like”
1/f activity that is especially visible in the high gamma frequency band due to
the absence of other prominent signals [26, 27]. This has been termed broadband
gamma, and it is thought to reflect the local population firing rate of the brain
[28, 29, 30, 31]. While broadband gamma can be seen in some noninvasive MEG
measurements, it is much more prevalent in invasive recordings [32, 33, 34].

The spatial structure of the MEG signal is similar to most physical systems
in the sense that the spatial coherence of signals generally decreases with
increasing frequency. Focal sources, involving only some square millimeters
of cortex firing, result in simple dipolar field patterns. When several cortical
regions are active, the measured magnetic field is a superposition of several
of these field patterns. As activity from cortical networks spanning the whole
cortex can be measured (e.g. [35]), the spatiotemporal pattern of MEG signals is
very complex. In practice, the measured signal amplitudes are at the scale of
femto- to picoteslas, and thus MEG requires very sensitive magnetometers.

3.2 MEG Instrumentation

3.2.1 Sensor arrays and sampling

The first human MEG measurements were performed using a conventional
induction coil magnetometer by Cohen in 1968 [36]. In this first experiment the
occipital alpha rhythm could be seen after extensive averaging of data. Around
the same time, the first SQUID was developed [37] and soon after the first
MEG measurements using this new technology were performed [38]. Ever since,
the SQUID has been more or less the only sensor type used for MEG and has
until recently been unchallenged as the most sensitive type of magnetometer
developed. Current state-of-the-art MEG systems comprise hundreds of SQUID
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sensors in a uniformly spaced sensor array covering the whole head.

SQUIDs are typically very small to minimize flux noise. To improve their field
sensitivity, superconducting flux transformers (SFTs) are used. An SFT consists
of a large pick-up coil positioned as close to the brain as possible and smaller
signal coil located directly on top the SQUID. These two coils are connected
in series, thus “concentrating” the flux from the large pick-up coil into the
SQUID through the signal coil. By using different shapes for the pick-up coil,
the sensitivity profile of SQUIDs can easily be manipulated: a magnetometer
is constructed using a single loop for the pick-up coil, first-order gradiometers
are constructed using two oppositely-wound loops, and so forth. Gradiometers
measure the gradient of the magnetic field, and thus they inherently reject
common-mode signals such as fields from far-away sources.

As both SQUIDs and SFTs need to be superconducting to function they are
immersed in liquid helium, which has a boiling temperature of 4.2 K. Both the
sensors and the helium are housed within a large insulating helmet-shaped
dewar. The dewar should be as thin as possible to bring the pick-up coils as close
to the head as possible, and on the other hand it needs to be insulating enough
to keep helium boil-off rate at acceptable levels.

In typical SQUID-MEG systems, the dewar limits the sensor—scalp distance to
> 2 cm. In emerging on-scalp MEG systems, the sensors can be placed within
millimeters of the scalp (see Fig. 3.3), significantly boosting sensitivity. Since
higher spatial frequencies decay at smaller distances, the dewar also limits
the spatial resolution of MEG measurements. According to recent simulations
[39], the maximum number of spatial degrees of freedom in any neuromagnetic
field measured by on-scalp MEG and SQUID-MEG is approximately 300 and
100, respectively. This number can be interpreted as the number of sensors
in a uniformly spaced sensor array needed to reconstruct the measured field
in noise-less conditions. These numbers roughly correspond to the “rule of
thumb” according to which the sensor spacing needed to adequately sample the
neuromagnetic field should be approximately the same as the sensor—cortex
distance [40].

3.2.2 Shielding and interference rejection

Passive shielding

Regardless of the type of sensor used to measure MEG, the most important
means to avoid environmental interference that would drown out the MEG
signal or even prevent the sensors from reaching their operating range is to
employ a magnetically shielded room (MSR). The passive shielding provided by
an MSR comes down to two different factors. For shielding at low frequencies,
high-permeability material is used to provide a low-reluctance path for the
interfering magnetic field along the walls of the MSR, thus reducing the field
within the room. To this end, a nickel-iron alloy (called p-metal) with a relative
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Figure 3.3. Whole-head OPM-based on-scalp MEG (left, 184 sensors) and SQUID-MEG (right,
102 sensor locations) sensor arrays, showing the OPM sensitive volumes and SQUID
pick-up coils both from the side (upper row) and top-down (lower row). The arrows
represent the sensitive axis of the OPMs.

permeability of > 50000 is commonly employed. Second, to shield against higher
frequencies (> 10 Hz) eddy-current shielding is used in the form of a high-
conductivity material, usually aluminum or copper [41, 42]. Practical shielded
rooms employ several layers of shielding of both types in the walls to improve
the total shielding factor. These multi-layer MSRs can weigh up to tens of tons
and thus MEG systems are usually located on bottom floors or in basements
where structural support can be built to withstand the load. Additionally, as
p-metal is quite costly and a large amount of it is used in multi-layer MSRs, the
expense of the MSR constitutes a large part of the investment for a new MEG
system.

Due the aforementioned limitations imposed by large and heavy MSRs, there is
a recent trend towards lighter and smaller person-sized shields. These can, e.g.,
be cylinder-shaped [43] or in a “phone-booth” form factor. There are no inherent
reasons as to why a person-sized shield could not be used with SQUID-based
MEG systems, but most of these smaller shields are in use with OPM-based
MEG systems [43, 44].

Active shielding

Passive magnetic shielding can be enhanced by adding active shielding systems
that work in a feedforward mode or in a negative feedback loop by applying
a magnetic field that cancels the measured field using a set of coils wrapped
around or inside the shield. When using active shielding, less extensive passive
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shielding can suffice [45, 46]. Many lighter MSR and person-sized shield designs
rely on active shielding to achieve sufficient performance. Still, active shielding
is no panacea, and presents a number of technical problems on its own [47].

The sensor array itself and the pick-up coils also have an effect on interference
levels. For example, gradiometers provide inherent suppression of interference
from faraway sources, since both coils will experience the same magnetic field
and as they are oppositely wound it is canceled out. In the case of magnetometers,
one or several reference sensors placed at a small distance from the sensor array
can be used for the same effect by subtracting the measured reference signal, in
effect creating a synthetic gradiometer [5].

Software-based interference rejection

In addition to hardware-based interference rejection methods, several software-
based methods based on signal processing or different kinds of physical modeling
of the measurement are also used. In signal-space projection (SSP) [48], a
representative “interference vector” is determined from the most significant
principal components of empty-room or resting-state data, whereafter this vector
is projected out of the measurement data. In signal-space separation (SSS) [49,
50], the measurement signal is fitted to a spherical-harmonics model of the
magnetic field. In this representation the signal is divided into two harmonic
series, one of which originates from within a spherical volume inside the sensor
array and the other originates from outside the sensor array. The interference
originating from outside the sensor array can then simply be removed from
the model, after which the data are transformed back into the signal space.
Finally, blind source separation (BSS) techniques based solely on the statistical
properties of the data, such as independent component analysis (ICA) [51], are
also widely used in order to reject interference, often in conjunction with SSP
and SSS.

3.3 Source modeling in MEG and EEG

In clinical practice and in neuroscientific research, one uses MEG signals to
perform inference on brain function and pathologies. In clear-cut cases, simply
interpreting the signals as measured by the sensor array is sufficient. Often,
one wants to determine from where in the brain some MEG signal originated in
order to do more exact inference. In practice, this means using the magnetic field
measured at the sensor locations to infer the current sources within the volume
conductor that is the head. Unfortunately, this problem is ill-posed as there
can be an infinite number of current source distributions within the head that
result in any single measured magnetic field distribution outside the head. In
order to make this so-called inverse problem well-posed, one must constrain the
problem by adding prior information. In MEG, some current distributions are
more physiologically likely than others, and thus we have a number of different
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priors, leading to different solutions.

3.3.1 The forward problem

In order to infer the neural current sources in MEG, one must first construct a
forward model describing how these current sources map to the MEG measure-
ments. In practice, the primary source current distribution is discretized onto a
source space composed of a set number M of source points. This source space
may be cortically constrained, meaning that all source points are on the cortical
surface, or volumetric meaning that it covers both white and gray matter in a
grid-like manner. Cortically constrained source spaces can further constrain the
source orientation to be normal to the cortical surface, while volumetric source
spaces typically consist of three orthogonal sources at each location.

RM*1 where each element corresponds one of

Considering the source vector x €
M primary current sources within the brain, the measured MEG signal y € RV *1
(each element corresponding to one of N sensors) at a single time instant is
given by the linear mapping

y=Gx+n. 3.1)

Here, the mapping operator G € RV*¥ determines how any primary source
current is seen by the sensors, and n is additive (sensor) noise not modeled by
the linear relationship. G is often termed the lead-field matrix, gain matrix or
forward operator in MEG and EEG literature. Each column of G represents the
topography of a source (i.e., how the source couples to each of the sensors), while
each row represents the sensitivity of a sensor to all sources (the so-called lead
field of that sensor).

Starting from the quasi-static approximation of Maxwell’s equations, one can
compute G using a model of the head volume conductor. In practice, the gain
matrix is determined numerically using the boundary element method (BEM)
[52], or the finite element method (FEM) [53]. To apply the BEM, the head
is modeled as a piece-wise homogeneous volume conductor with K boundary
surfaces separating regions of different conductivities (Fig. 3.4, left). In the FEM,
the head is instead divided into a larger number of volumetric mesh elements,
each of which can have a unique conductivity (Fig. 3.4, right). If the conductivity
or geometry of live tissue is not known to high spatial detail, the main advantage
of FEM does not apply. Thus, the BEM is more commonly used in experimental
MEG.

On a macroscopic scale, the total neural current distribution J tot(F) = J p(F) +
J v(7) can be divided into two parts: the primary current J p corresponding to the
macroscopic current dipole model, and the volume return current J v inside the
head volume conductor. To obtain the magnetic field E(?) produced by J tot(7)
for the piece-wise homogeneous model used in BEM, one applies the Geselowitz
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Figure 3.4. Left: Example of BEM boundary meshes using realistic surfaces reconstructed from
MRI. Right: Alternatively, volumetric meshes are used when applying the FEM.
Both figures show a cut-through from the midline, with the color-coding indicating
tissues with different conductivity. Figure generated using SIMNIBS example data
[54].

formula [55]:

B = Bo(r)+—Z(0k oz) / I U j|73 x dSy, (3.2)

where 0}: and g}, correspond to the conductivities in the regions on the outer
and inner side of the kth boundary, S, is the surface of the 2th boundary, the
integration element dSy, is normal to that surface and i is the permeability of
free space. The first term
JpF)xF-F)

B )_E/ de (3.3)
is the contribution of the primary current J p and the second term in Eq. 3.2
is due to the volume current J v. Eq. 3.2 holds for all locations 7 not on the
surfaces Sp. It is evident that the absolute conductivity of the different regions
does not matter, only the difference across boundaries. Even more importantly,
the potential ¢ only has to be calculated at the boundaries, thus decreasing the
computational load considerably compared to the FEM. For a location on smooth
boundary surfaces, ¢ is formulated as [56]

K + = =
o, — 0y, o F=7) d% -
= ) P e ————dS, €S; (3.4
) = = oo ZHZU;M; WS FeSi @)
where ¢ is the potential due to the primary current distribution J p if the con-
ducting medium for the source were infinite in extent and has the conductivity
0. For primary current sources inside the volume conductor, ¢ is

Bo) = — / Io(” )'Ef_r)dv’. (3.5)
, 713

470, |17 =
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Thus, to calculate the magnetic field B(#) due to source currents in a volume
conductor, one has to solve Egs. 3.5, 3.4, 3.3 and finally Eq. 3.2.

When modeling the head using BEM, one typically uses either only a single
boundary corresponding to the surface of the intracranial volume or three
boundaries dividing the head into brain, skull and scalp. Using such a multi-
compartment model provides more accurate results without any significant
disadvantages compared to single-compartment model [567]. The geometries of
these boundaries are determined through the segmentation of MR images of the
subject’s head. If MR images are not available, one may instead use template
volume conductor models based on population-wide studies or a simple spherical
model.

Pragmatically speaking, most heads can be approximated reasonably well by
a sphere. The use of a spherical model also demonstrates why MEG has poor
sensitivity to sources at the gyral crowns [58]; radially-oriented current sources
in a spherical volume conductor generate no magnetic field outside the sphere.
In reality, this is not strictly true due to the deviation of a real head from a
sphere, but rather holds as a rule of thumb: while the sensitivity is not strictly
zero, MEG has poor sensitivity to quasi-radially oriented sources.

The conductivity values used for the different compartments come from the
findings of several studies ranging from in-vitro to carcass examinations of
tissue conductivity [59, 60, 61, 62, 63]. The conductivity of the skull is especially
hard to pinpoint as the skull consists of several layers, which can be difficult to
segment accurately from MR images. Fortunately, the conductivity of the skull
does not affect MEG to the same degree as in EEG [64].

In addition to the skull, the layer of corticospinal fluid between the skull
plays a significant role in modeling of cortical sources as it functions as a high-
conductivity layer which allows for the volume current loops to close without
going through the comparatively high-resistance skull. This effect is espe-
cially important in EEG, although it is not wholly insignificant in MEG [65].
Thus, including the CSF as an additional, fourth BEM compartment may be
advantageous if the CSF compartment can be properly identified in the MR
images. Alternatively, one can approximate the effect of the CSF by adjusting
the conductivity value of the skull compartment [65].

3.3.2 The inverse problem

Most traditional methods to estimate the source distribution X, in their most
general form (the generalized linear inverse), [66] can be stated as

2=K,G'K,'y =K.G' (GK.G' +K,) 'y, (3.6)

where Ky is the source covariance matrix, K,, is the noise covariance matrix
and Ky = GK;GT + K, is the measurement covariance matrix. The different
inversion methods used in MEG and EEG differ mainly in the way that the
source covariance matrix is specified or estimated.
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The minimum-norm estimate

The minimum-norm estimate is very similar to Eq. 3.6. In its “classical” form,
it can be expressed simply by setting Ky =I and introdocing the regularization
parameter A2 [67, 68]:

2=G" (GGT-1’K,) y. 3.7)

Although this prior assumption has no immediate physiological basis, MNE has
gained significant popularity due to its computational simplicity. The regular-
ization parameter A2 is set according to the (assumed) ratio between source and
noise covariances, i.e. the SNR. Often, the formula

or (GGT)
NSNR®

presented by Lin et al. [69] is used, where tr (-) denotes the trace operator,
G= K;UZG is the whitened gain matrix, N is the number of sensors in the

A2 = (3.8)

measurement and SNR is the assumed mean (amplitude) SNR.

In practice, MNE leads to large, diffuse estimates that tend to overestimate
the spatial spread of sources (see Fig. 3.5). Despite these drawbacks MNE is a
robust and widely employed inversion method.

Eq. 3.7 is known to be biased towards superficial areas since they tend to
explain signal very well due to the close proximity to the sensors. To compen-
sate for this bias, one can apply depth-weighting [69] by modifying K. Note
that other biases, i.e. priors, can be introduced to the estimate in this manner.
Alternatively, one can apply noise-normalization methods [70, 71], in which the
MNE result in divided by that produced by noise only.

Beamforming
Beamformers are adaptive spatial filters constructed using estimates of the data
covariance Ky that, for each source location, tries to pass source activity at that
location, while attenuating contributions from all other locations. By designing
filters for each location in the brain, one can achieve a spatial map of neural
activity by depicting filter output as a function of passband location [72, 73, 74].
Beamformers can also be expressed in the form of Eq. 3.6, with the assumption
that the sources are independent, i.e. that Ky = diag(a?), where a? is the source
variance of the ith source [66]. Inserting this assumption into Eq. 3.6, the
estimate for each source becomes

%; =07G Ky, (3.9

where G.; is the sensitivity of all sensors to the ith source. If we next estimate
the source variance in terms of the data covariance matrix as O'lz = G_TiKyGTi, we
arrive at the expression for the linearly constrained minimum-variance (LCMV)
beamformer

% = (GTK;'G.;) " GIK,y. (3.10)
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Figure 3.5. LCMV beamformer (left) and MNE (right) source estimates on a cortical source space
for the same MEG data. The cortical surface has been ‘inflated’ to allow for easier
visualization.

Although one could directly use Eq. 3.10 to estimate the activity of all sources
across the source space, at deeper locations measurement noise will drown out
any genuine sources due to low SNR. As such, the estimate will be biased towards
deeper sources and needs to be normalized. Starting at the prior assumption of
Eq. 3.9, the expected estimated source power is

E&)=0!G K, G.;. (3.11)

When the measurement is composed purely of noise, i.e. y = n, the expected
source power is
E&ly=n)=0!G| K, K. K;'G.;. (8.12)

Forming a ratio of these two quantities, we arrive at the pseudo-Z-score

~2

z2= %’y‘lm - (G]K;'K.K;'G.;) " G[K;'G.; (3.13)
that is termed the neural activity index [75, 76]. Many other normalization
methods exist, for a review, see [73].

A frequency-domain variant of beamforming called dynamic imaging of coher-
ent sources (DICS) also exists [77], in which the covariance matrices in Eq. 3.13
are replaced with cross-spectral density matrices to locate frequency-specific
sources.

As beamformers assume that all sources are independent, typical beamformers
cannot separate sources with correlated time-courses. Instead, they will result
in erroneous power and location estimates. Beamformers typically result in
relatively focal source estimates (see Fig. 3.5), and they can be used either with
cortical source spaces or volumetric source spaces corresponding to the entire
brain. The choice of source space has somewhat different implications when
using beamformers compared to, e.g. MNE, as the filters specifically attempt to
suppress any activity from outside the source space.
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Dipole fitting

Arguably the simplest prior that can be used to make the inverse problem
well-posed is to assume that the measured magnetic field is caused by a single
equivalent current dipole (ECD) representing a small, focal activation of cortical
tissue. For dipole fitting, a source space is not always used; instead the dipole
position and orientation may be unconstrained within the volume conductor.
In that case, least-squares minimization of the error between the measured
magnetic field and the magnetic field caused by the estimated dipolar activation
is typically used to find the ECD. As the measured magnetic field varies non-
linearly with the position of the source, a non-linear search is used to adjust the
position and moment of the ECD. This single-dipole model can also be expanded
to include several dipoles, although the correct estimation of several dipoles can
be difficult, especially if they are temporally correlated [78].

3.3.3 Co-registration

In order to compute G and thus to enable source modeling, one needs to know
the position and orientation of the sensors in relation to the brain. Since we
don’t have any direct external knowledge of the geometry of the brain, we rely on
structural images of the brain. Most commonly, the structural image in question
is a T1-weighted MR image, which will need to be co-registered to the MEG
data, i.e. the data from both modalities need to be transformed to a common
coordinate system. Accurate co-registration of MEG and MRI is critical for
reliable source modeling as shown in several studies concerning conventional
SQUID-based MEG [79, 80, 81, 82] and EEG [83, 84]. In Publication I, it was
also shown that for on-scalp MEG to have benefits over conventional MEG,
accurate co-registration is needed.

Co-registration is usually based on a set of fiducial points that can be identified
in both data sets and thereafter aligned [85, 86]. The fiducials most commonly
used on the head are the nasion and the preaurical points as defined in the 10-20
EEG electrode system [87].

The current standard co-registration method in SQUID-based MEG relies on
the combination of small wire-wound coils called head position indicator (HPI)
coils [88] attached to the participant’s head and a pen-like electromagnetic 3D
digitizer. Prior to MEG measurements, the positions of the HPI coils as well
as a set of fiducial points on the head are digitized. To localize the HPI coils
with respect to the MEG sensors, known currents are driven into the coils either
sequentially or at different frequencies prior to or continuously during MEG
measurements [89]. A magnetic dipole model representing each coil is fitted
to the acquired MEG sensor signals to localize the coils in the MEG device
coordinate system. Finally, the actual co-registration is performed by aligning
the HPI-coil locations as determined by the MEG system with those determined
by digitization and aligning the digitized anatomical landmarks with the same
landmarks in the MR image.
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The accuracy of the standard co-registration method can be improved by
digitizing not only a small number of fiducial points but also a larger set of
points on the head surface [90]. Due to the need to manually digitize each point,
their number is usually limited to some hundreds. For the same reason, the
number of HPI coils is typically no more than five. Several variants of this
method have also been developed. These include e.g. bite-bars [80] with HPI
coils for a more easily reproducible co-registration when compared to HPI coils
positioned on the scalp. The disadvantage of this technique is that all HPI coils
are then positioned at the front of the head, which can magnify the effect of
small errors. Localizing the HPI coils reliably requires a large number of sensors
covering large parts of the scalp and requires the sensor array geometry to be
well-known. Thus, using the standard HPI-based co-registration method with
early-stage on-scalp MEG systems with only a few channels is not feasible.

With optical scanning methods, one can obtain orders of magnitude more points
in significantly less time than when manually digitizing HPI coils. During the
past decade, faster or more accurate digitization and co-registration methods
have been demonstrated for MEG and EEG [79, 83, 91, 92, 93, 94]. With the
ongoing development and commoditization of consumer-grade 3D scanners, the
use of optical co-registration has become increasingly attractive. In Publication
II, we developed an optical co-registation method applicable for on-scalp MEG.

An entirely different co-registration methodology was used by Troebinger et al.
[95], who created individualized 3D-printed head casts based on optical scans of
the head shape and MR images, which fit into the helmet of the MEG system.
Using these head casts together with MR-visible fiducial markers, accurate
co-registration is possible and head motion during measurements is minimized.
Additionally, the co-registration error between measurement sessions was also
greatly diminished. The same approach has later been applied to OPM-based
MEG systems in order to circumvent the inability to use HPI coils [96]. The
most obvious disadvantage of using individualized head casts is that they must
be custom-made to fit each individual. Thus, head casts are ill-suited for larger-
scale studies or clinical use. A clever way to invert the conventional HPI coil
co-registration process was developed by Pfeiffer et al. [97, 98]. In this variant
of the conventional method, a large number of HPI coils with accurately known
locations and orientations are used to localize the sensors.

In current SQUID-based MEG systems, the sensors are rigidly mounted,
meaning that their positions in relation to each other and their orientations are
known. In an on-scalp MEG system in which the positions of sensors are freely
adjustable to the head size and shape of the subject, co-registration becomes
more challenging due to the additional degrees of freedom involved; instead
of localizing a single known set of sensors one needs to independently localize
each sensor. Individually localizing the sensors will also change the type of co-
registration error present; co-registration error in current SQUID-based MEG
systems with rigid sensor arrays is systematic in nature. In on-scalp MEG
systems with adaptable sensor arrays sensor-wise co-registration errors can also
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occur. In Publication I, we examined how such sensor-wise co-registration error
affects source estimation performance.

3.4 Optically-pumped magnetometers (OPMs)

Recent advances in atomic physics and diode lasers has enabled the development
of compact atomic magnetometers, known as optically-pumped magnetometers
(OPMs) within the biomedical community, with high enough sensitivity to mea-
sure biomagnetic signals such as MEG [99, 100]. The prime advantage of OPMs
over current SQUID sensors used in MEG is that they do not require any cryo-
genic cooling. OPMs can be miniaturized and potentially mass-produced at low
cost [101]. The absence of cryogenic cooling enables the placement of sensors
much closer to the neuromagnetic sources in the brain, thus boosting the SNR
and spatial resolution considerably [102, 103]. Furthermore, it significantly
opens MEG system design options in terms of sensor array geometry, allowing
for wearable sensor arrays [96] as well as small, application-specific systems.

The general principle in optical magnetometry, in very broad terms, is that
light is used to measure the response of atomic angular momentum to the
presence of a magnetic field [104]. Atomic magnetic moments emerge due to
the magnetic moments associated with the intrinsic spin of electrons, atomic
nuclei and orbital motion of electrons. When an external magnetic field Bis
applied a torque acts on the atoms, causing the angular momentum to precess
around B at the Larmor frequency wy, = yIEI, where v is the gyromagnetic ratio
of the atom species in question. Applied light interacts with the atomic medium,
exchanging angular momentum. Thus, the angular momentum of the light
is affected by the angular momentum of the atomic medium, which in turn
is driven by the precession caused by the external magnetic field. Using this
relation, the precession of atomic angular momentum can be observed optically
through the changes in intensity and polarization of light propagating through
the atomic medium. In the following sections, this physical principle of operation
will be covered in more detail following the same structure as used by Tierney
et al. [105] and Iivanainen [106].

3.4.1 Physical principle of operation

Atom energy levels & angular momenta

Spin S)isa particular form of (quantum) angular momentum which is intrinsic
to some elementary particles, such as the electron. Another form of angular
momentum present in the atom include the orbital angular momentum L which
can be classically interpreted as the orbital motion of electrons. Together, S and
L form the total electron angular momentum J = L +S. The total atomic angular
momentum F = J + 1 consists of the sum of the electron angular momentum and
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Figure 3.6. Energy level diagram of Rubidium-87, showing the lowest energy levels (not to scale).
The fine and hyperfine structure splittings are also shown as well as the two lowest
level transitions D1 and D2. The Zeeman sublevel splitting is not shown.

the nuclear angular momentum 1. The quantum numbers (represented by the
scalars S, L, J, I and F) for these angular momenta can only assume certain
values that define the possible values of the total atom angular momentum and
also energy level structure. The relation between the quantum number and
the momentum is given by |S| = v/S(S + 1)/, which holds for all the involved
momenta.

Alkali metal atoms are useful for a variety of applications ranging from atomic
clocks to magnetometers since they have a single valence electron that is easily
manipulated. The atom energy structure can be well approximated by consider-
ing only the valence electron and the nucleus, thus ignoring the electrons in the
inner energy shells. Here we will consider Rubidium-87 (87Rb) as an example,
and its energy level structure is shown in Fig. 3.6. The spin angular momentum
of the single valence electron is given by S = 1/2, and L can take integer values
from 0 to 4 [105].

Interactions between the electron spin and its orbital motion results in fine
structure splitting of the atom energy levels. The fine structure results in
permitted values for J being integers between |L — S| and L +S. These can
be thought of as states with the spin and orbital angular momenta lying anti-
parallel and parallel, respectively [107]. The fine structure is further split by
the hyperfine structure splitting due to interaction between the total electron
angular momentum J and the nuclear angular momentum I. Similarly to the
fine structure split, the total atom angular momentum quantum number F' can
take integer values between |I — J| and I +J. For 8’Rb, the nuclear angular
momentum quantum number is I = 3/2.

Finally, when exposed to a magnetic field, the hyperfine structure is further
split into Zeeman sublevels with projections m g being integer values between
—F and F. The energy splitting AE[, between the Zeeman sublevels is lin-
early dependent on the field strength and causes the spin precession about the
magnetic field at the Larmor frequency wy = AE1/h = yIEI [107].
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Optical pumping

Light is quantized into photons, which carry an intrinsic angular momentum
(spin) equal to +/ (s=1) and the energy E = hw = hic/A, where A is the wavelength
of the photon and c is the speed of light in a vacuum. The helicity, or projection
of the intrinsic angular momentum (spin) on the direction of momentum is either
right-handed (%) or left-handed (/). These photons are referred to as being
circularly polarized. A photon that is linearly polarized is in a superposition of
equal amounts of the left-handed and right-handed states.

Atoms can absorb photons to transition electrons from their ground state
to an excited state and correspondingly emit photons when excited electrons
spontaneously transition to lower energy states. When an atom emits or absorbs
a photon, energy and angular momentum must be conserved; thus, the energy of
the photon (either absorbed or emitted) must correspond to the energy-difference
of the states involved in the transition. In 87Rb, there are two transitions from
the ground state L = 0 to the first excited state L = 1 due to the fine structure.
These are referred to as D1 (transition energy corresponds to 795 nm light)
and D2 (transition energy corresponds to 780 nm light), respectively. These
two transitions are commonly used to manipulate the atoms in devices such as
optically-pumped magnetometers by using lasers specifically tailored for these
transition wavelengths. The conservation of angular momentum dictates that
only some transitions are possible; for example, an atom in the state L = 0,
F =2, mp = 2 cannot absorb a right-handed (¢*) photon with a wavelength
corresponding to the D1 transition as the angular momentum of the photon
cannot be conserved (there is no mp = 3 state).

Optical pumping [108] refers to the application of circularly polarized, resonant
light to move all atoms in an ensemble into the same spin state, thus creating net
spin polarization. Optical pumping of 3’Rb is illustrated in Fig. 3.7. When using
o*-polarized light, a photon adds +1 to mp as the valence electron is excited
to the L = 1 state. As the electron spontaneously decays back to the ground
state, it emits a photon with random polarization. The mr value in the ground
state is then set to conserve angular momentum: the ground state mg value is
thus either the same as in the excited state (linear polarization) or +1 (right-
or left-handedly circularly polarization). As optical pumping continues, the
combination of continuous added angular momentum in excitation and random
angular momentum change in decay will lead all atoms in the ensemble to be
trapped in the F =2, mp = 2 “end state”. As long as no relaxation occurs, the
atoms can no longer absorb further photons. Light now passes through the
atoms without absorption and the atoms coherently precess about the external
magnetic field.

Relaxation and the spin-exchange relaxation-free regime

Unfortunately, the spin polarization is not perpetually preserved. As the atoms
collide with each other or the walls of the cell they are confined in, the spin
polarization relaxes as atoms are moved away from the end state. The atom—
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L=1,])=1/2

Figure 3.7. Zeeman-sublevel energy level diagram of Rubidium-87, showing how optical pumping
with o* light tuned to the D1 transition moves an atom to the mp = 2 state. Inspired
by Fig. 2.8 of [107].

atom collisions can be divided into spin-destruction (SD) and spin-exchange (SE)
collisions. In SD collisions, angular momentum is transferred to the orbital
angular momentum, and the total spin is not conserved. In SE collisions, total
spin is conserved but the electron spin direction of the colliding atoms can be
flipped. In other words, the colliding atoms can move between hyperfine levels,
which means that the Zeeman sublevels are also redistributed. Atoms in ground-
state F =1 and F = 2 hyperfine levels precess with approximately the same
frequency, but in opposite directions [107].

In high ambient magnetic fields, SE collisions are typically the primary reason
for spin relaxation. As the magnetic field approaches zero, the Larmor fre-
quency and the energy difference between Zeeman sublevels also disappear, and
spin-exchange no longer affects the polarization lifetime. The effect of SE colli-
sions also changes when the atom density becomes so high that spin-exchange
collisions happen at a much faster rate than the Larmor frequency. In this
spin-exchange relaxation free (SERF) regime, the atoms spend a very short time
in each hyperfine state, leading to a coherent precession due to the fact that
a larger proportion of the atoms are in the upper F = 2 hyperfine state, which
has a larger number of Zeeman sublevels [107]. In the SERF regime, a strong
spin polarization can be maintained as the relaxation rate is now governed by
the much smaller SD collisions and other relaxation factors. The SERF regime
idea was first presented in the 1970s [109, 110], and only demonstrated in a
magnetometer with much improved sensitivity several decades later [111].

Atom ensemble behavior

The spin polarization P of an atom ensemble in the SERF regime precesses about
an external magnetic field. The macroscopic behavior of this polarization, and
how it relates to the magnetic field, can be described using the Bloch equations
[112]. P is coupled to the magnetic field according to the single Bloch equation
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[113, 114, 115]

P - - 1. 1 - =
— =yPxB—-—=P+—(Po-P 3.14
o TEX T Tp( o—P), ( )

where the first term corresponds to the magnetic field coupling, the second term
is the total spin relaxation governed by the relaxation time 7' and the third
term describes the optical pumping, which attempts to maintain the equilibrium

polarization P, with the pumping rate T%, Using the substitutions % = % + T%
=/ _ P T . .
and Py = POW, we can simplify Eq. 3.14 as
P . o 1. -
— =YyPxB+—(P,—-P), 3.15
o1 Y T( o—P) ( )

which now incorporates the effects of pumping and relaxation into a single term.
The steady-state solution for Eq. 3.15, assuming that the optical pumping is
along the x-axis (i.e. P:) =P(2,) is

Py1+ytB) P

_ - 3.16
T 1+(1PBI+B+BY)  1+(y1B.)’ o
_ (~y7B.+(y1)’B:B,)P} _ —y1B,P} (3.17)

YT 1+ (02BE+BZ+BY) - 1+(y1B,)? '
_ 7B+ 1PBBIPy o (3.18)

* T 1+(y12B2+B%+B2)
where the right-side approximation corresponds to no off-axis magnetic field
being present (B, =B, =0).

The polarization curves (as a function of the z-axis component of the magnetic
field B, shown in Fig. 3.8) defined by these equations have an absorptive (P,)
and dispersive (P,) shape. When the off-axis magnetic field is not strictly zero,
there will be further effects that complicate the response to magnetic field by
mixing the different components and introducing non-linearities [107, 116].

The dispersive lineshape of Eq. 3.17 is linear when the magnetic field is near
zero. Thus, one needs to monitor P, to readout a signal proportional to B,. To
this end, a linearly polarized probe laser with the beam perpendicular to the
pump laser can be used. Since the probe laser photons have arbitrary helicity
(linear polarization), they disrupt the spin polarization when they are absorbed.
In order to avoid this effect, the probe laser should be slightly detuned from the
transition used in order to reduce the probe absorption [107].

By applying a small sinusoidal modulation field B;cos(wt) with a frequency
w >> 1/1 to the atomic medium, one can define a primary sensitive axis for the
magnetometer, as well as reduce technical and 1/f noise. The modulation field
will also modify the polarization response, moving the dispersive lineshape from
P, to P,. Thus, the pump laser also acts as a probe, and a separate probe laser
is not necessary for signal readout. The steady-state solution is no longer valid
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Figure 3.8. Spin polarization along x- and y-axes as a function of magnetic field along the z-axis.
Graphs are computed with semi-realistic values for 87Rb; y=7Hz/MT, 71=0.01s and
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due to the fast modulation, but the solution can be presented in the form of a
Fourier series, which for harmonics with even order m is [113, 114]

B1 ]/Bl 1
P =Py 2 iy 1
x 0Jo< ” )Jm( ™ >1+(YTBZ)QCos(mwt) (3.19)
and for odd m is
YB1 YB1 y1B, .
P,=PyJy | — ) .
x 0 0( - )Jm( ” )1+(YTBZ)2s1n(mwt), (3.20)

where J,, are mth-order Bessel functions of the first kind. Even and odd
harmonics result in absorptive and dispersive lineshapes, respectively. For
P, the solutions are the same as for P, except with the odd and even harmonics
swapped.

Just as with 3.17, the dispersive lineshape of 3.20 is linear when the magnetic
field is near zero. Thus, after demodulation of the periodic term, the readout
signal V (which is typically a voltage signal from a polarimeter or photodiode)
will be of the form

V =Ay1B,, (3.21)

where Ayt is the linear gain [105]. Here, A is a new term introduced that
incorporates the Bessel function terms as well as Pj. As seen from Eq. 3.21, the
gain and thus also SNR of the magnetometer signal is dependent on y and 7,
which are dependent on spin polarization and atom density. The gyromagnetic
ratio y grows as the spin polarization P{, approaches unity [111, 117]. The relax-
ation time 7 also grows when spin polarization increases. However, there is an
inherent trade-off between sensor bandwidth and sensitivity; the polarization is
insensitive to magnetic field changes with w >> 1/7, and the frequency response
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of the spins can be approximated as a first-order low-pass filter with the -3
dB-cutoff at 1/ [100].

3.4.2 Sensor components

The core of an OPM consists of a vapor cell typically filled with alkali-metal
atoms, e.g. Rubidium [100], Potassium [115] or Cesium [118]. Helium may also
be used [119, 120], although its energy level-structure differs from that of alkali
atoms. The vapor cell dimensions can vary according to the application; for
small form-factor sensors, mm-scale cells have been used [121], while other
sensors with extremely low noise levels use vapor cells with sidelengths of
several centimeters for each dimension [122]. One can also employ a single
large vapor cell in conjunction with multiple laser beams (possibly split from
the same source), thus creating a sensor array with a common vapor cell [123,
124]. The vapor cell usually contains a buffer gas, e.g. nitrogen, which reduces
the diffusion of the alkali atoms. Additionally, the cell walls may be coated with
anti-relaxation coatings [125, 126], which, as the name implies, reduce the spin
relaxation caused by atom-wall collisions.

To achieve the high atom density required to reach the SERF regime, the vapor
cell is heated to 100-200°C, depending on the atom species (Rubidium requires
higher temperatures than Cesium to achieve good magnetometer performance).
The cell is heated either using resistive heaters (see e.g. [100]) or optically using
a heating laser whose wavelength is blocked by a filter at the vapor cell walls,
thus heating the filter and the cell [121].

As the magnetic field must be low (on the order of tens of nanoteslas) in order
to achieve SERF operation, most OPM sensors include in-sensor coils which are
used to cancel the field within the vapor cell, either using a one-time procedure
when starting the sensor, or using negative feedback. Some sensor designs also
utilize modulation fields in order to simplify the signal readout, and typically
the same coils are used for this purpose as well. Fig. 3.9 shows a simplified
schematic of such a sensor.

Circular polarizer

/
_—

\ y Photodiode

e 3

Collimation lens Alkali atom vapor Modulation coils

Laser source

Figure 3.9. Simplified schematic of a SERF OPM utilizing field modulation.
The pump lasers used for SERF OPMs are usually vertical-cavity surface-

emitting lasers (VCSELSs), as they provide a narrow linewidth and suitable
optical power (100 ptW — 1 mW) at affordable unit prices. Another alternative is
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to use a single high-power laser for several sensors using optical fibers and a
fiber splitter [127, 128]. Regardless, the pump laser beam is typically collimated
into a parallel beam, after which a quarter-wave plate is used to produce circular
polarization. In sensors utilizing a separate probe laser for signal readout, the
probe is typically perpendicular to the pump laser although this is not strictly
required [129].

Many times, the optical path is not straight as in Fig. 3.9; in miniature sensors,
small mirrors are often used to make the sensor fit a small footprint. Another
consideration is that the pump laser current may produce magnetic noise, and
thus it shouldn’t be too close to the vapor cell.

3.4.3 OPM-based MEG

To date, most OPM-based MEG measurements have been proof-of-concept mea-
surements of well-known MEG responses (e.g. [100, 120, 121, 123, 130, 131, 132,
133, 134]). In some cases, these measurements have been performed using a
single or a small number of very large sensors, which due to their size have
very good noise performance. However, these sensors are not suitable for use
in multi-channel sensor arrays. At the other extreme, invasive OPM-MEG
measurements using miniature sensors have been performed on rats [135].

In the recent years, there has been a surge of publications using small or
moderate-sized sensors in multi-channel systems (e.g. [96, 116, 128, 136, 1371,
Publication III). Some of these systems have utilized commercially available
SERF OPMs [138]. Due to the commercial availability of sensors, OPM-MEG
has matured from being developed exclusively in physics labs to also being used
by more physics- and technical-minded neuroscientists. As a consequence, there
has also been significant development in the OPM-MEG systems that surround
the sensors, bringing OPM-MEG closer to being easily used for neuroscien-
tific applications (and a long way down the road, clinical use). These systems
developments include new sensor support mechanisms (e.g. [96, 116, 139], Publi-
cation II), small person-sized shields [44, 128], active shielding and interference
suppression methods [116, 140] as well as new co-registration methods ([139,
141], Publication II) that enable source estimation. Further novel developments
include the advent of wearable MEG [96] and virtual reality-enabled OPM-
MEG [142], both of which can open new paradigms for neuroscientific research.
Recently, the first whole-head OPM-MEG system, comprising 49 sensors, was
demonstrated [143].

3.5 Magnetic field modeling using stream functions
In MEG and OPM sensor design, coils are needed for magnetic field control

and modulation fields. Using surface currents, one can model coil current
patterns that generate desired magnetic fields. Other applications of surface
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currents include modeling eddy currents in conducting sheets, which requires
the calculation of the coupling between the external field and the currents as
well as the inductive effects of the currents within the conductor [144, 145]. Such
modeling is also useful in computing the magnetic noise arising from thermal
fluctuations [146, 147, 148]. Finally, through such field calculations, surface
currents can be used as equivalent sources in reconstruction and interpolation
of magnetic fields, e.g., in geo- [149, 150] and biomagnetism [151].

A current density is often represented using a set of basis functions. For
currents on simple domains (such as planes, cylinders, toroids, or spheres),
basis functions can be formed analytically [146, 152, 153, 154, 155, 156, 157].
Pissanetzky [158] introduced a general stream-function representation of the
surface-current density on arbitrary surfaces, which discretizes the current on
triangle surface meshes in a manner similar to FEM and BEM.

Within the field of magnetic resonance imaging (MRI), triangle mesh-based
stream-function methods have been applied to magnetic field modeling and coil
design since the early 1990s [144, 158, 159, 160, 161]. Similar methods have also
been used in plasma physics [162]. More recently, the same principles have been
used in the design of coils for transcranial magnetic stimulation (TMS) [163,
164] as well as magnetic nanoparticle imaging [165]. Finally, these methods
have been used in OPM-based MEG to design large field nulling coils within the
MSR, which then allows for wearable OPM-MEG [96, 140].

In Publication IV, we presented an open-source Python software package for
magnetic field modeling and coil design, bfieldtools. Publication IV focuses
on describing the software package itself and demonstrates its usage through
several examples. A more thorough treatment of the underlying physics and
computational aspects is given in an accompanying publication by Mékinen et
al. [166]. This section will cover the basics of stream-function-based magnetic
field modeling and some of the associated computations, followed by some more
application-specific topics. These topics include coil design for OPM-MEG as
well as using equivalent surface current modeling to interpolate magnetic fields.

3.5.1 Computations using the discrete stream function

A scalar stream function y(7) can be used to represent any divergence-free
current density 3(?) on an arbitrary surface as [144, 158]

T = Vjp(@) A7), (3.22)

where 7 is the position on the surface, 7 is the unit surface normal, and V|| is
the tangential gradient operator [167]. For convenience, the operator V() x i
can be termed the rotated gradient.

For practical use, the stream function can be discretized as a piece-wise linear
function onto a triangle mesh. Compared to analytic methods that require spe-
cific symmetries for the source-current distributions, the use of triangle meshes
as source domains makes the method more widely applicable by providing the
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user with considerable geometrical freedom.

Triangle discretization

The triangle mesh discretization is based on approximating the stream function
linearly on the face of each triangle as in FEM-based models, and as illustrated
in Fig. 3.10. A piece-wise linear stream function is defined on the surface using
so-called hat functions, which are defined as having the value one at a single
vertex and falling linearly to zero at the edges of the triangles neighboring the
vertex. The stream function 1 can then be represented as a linear combination
of the hat functions A; with weights s;

YA =Y sihi(F). (3.23)

The stream function weights s; can be collected in a column vector s € RNv*1,
Linear operations on the stream function can thus be represented as matrices
operating on s. For convenience, s will simply be referred to as the stream
function from here on.

Figure 3.10. An example stream function (red-blue colormap) and its rotated gradient, i.e. the
surface current density (arrows; white-green colormap), on a surface mesh with a
hole in it. The surface normal is oriented up towards the reader. The white-green
colormap and the size of the arrows indicate the magnitude of the current density.
The stream function colormap is linear and zero-centered. Red corresponds to
negative and blue to positive values.

The surface-current density is obtained as the rotated gradient of the piece-
wise linear stream function, which makes it constant on each triangle face [166].
Thus, we can express the current density j € RV™3 on the faces of the mesh
in shorthand notation (see Publication IV) using the rotated gradient matrix
VJ_ € RfoEb(Nv as

j=vis. (3.24)
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Coupling matrices

The magnetic field and other related quantities (such as the magnetic potentials)
at given points are linear functions of the stream function. For example, knowing
the coupling Cz € RN2*3*Nv hetween the stream function values s € RVv*1 defined
at the Ny vertices of the mesh and the magnetic field B € RM>*3 at the N, field
evaluation points r € RN»*3| the magnetic field at r is computed as

B=Cjs. (3.25)

Quantities related to energy can be obtained using quadratic expressions: Us-
ing the inductance matrix M (for definitions, see [166]), the quadratic expression
s 'Ms/2 is the inductive field energy of the surface-current density. With the
resistance matrix R, the quadratic expression s Rs gives the Ohmic (heating)
power of the surface current.

Surface harmonics

The most flexible choice of basis for the stream function on a triangle mesh is
arguably the direct use of the hat function basis, in which the surface current
around each mesh vertex is described independently. Alternatively, one can
apply the eigenfunctions of the surface Laplacian [168, 169], which are also
known as surface harmonics (SUH; Fig. 3.11; [166]).

The surface harmonics can be seen as a generalization of the more well-
known spatial-frequency representations: on a sphere, the surface harmonics
are essentially the spherical harmonics, and on a 2D plane, they correspond to a
2D Fourier series [168]. The series can represent smoothly varying functions
with a fairly small number of components, allowing the series to be truncated at
a low order. For example, a stream function defined by the values on the 2000
vertices of a mesh might be expressed to a sufficient accuracy by 100 coefficients
of the SUH series. Due to this compression, one can increase the mesh resolution
without increasing the number of degrees of freedom and the computational cost,
e.g., in optimization tasks such as coil design. Truncating the SUH series also
acts as an intuitive way to limit the maximum spatial frequency of the stream
function and thereby in effect also its spatial gradient.

The surface harmonics are computed numerically using the generalized eigen-
value equation of the discretized surface-Laplacian operator L [168, 169]

-LV=NVK, (3.26)

where N is a mass matrix taking into account the piece-wise linear discretization
of the mesh and K= diag(k% e kzzvh) contains the eigenvalues corresponding to
the squared spatial frequencies of the Ny, < Ny, surface harmonics, which are
given by the columns of the basis matrix V € RNv*Nn,

The SUH representation a of a stream function s can be obtained using the
basis matrix V as s = Va. Correspondingly, the magnetic field (Eq. 3.25) can be

computed directly from a:

BZCBSZCEVa. (327)
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Figure 3.11. The first 15 surface harmonics of a triangle mesh representing a curved square
with a hole. The index and thus spatial frequency increases from left to right, row
by row. The tangential derivative is set to zero at the hole and outer boundaries.
The mesh discretization is shown in the magnified inset on the right.

Thus, the SUH coefficients a can be used to specify any field that can be produced
by a surface current on the corresponding surface mesh.

Boundary conditions

For the stream function to represent a divergence-free surface current (without
current flowing in or out of the mesh), the derivative of the stream function along
the boundaries of the mesh must be zero. In other words, the stream function
must be constant on the boundary. It is typically convenient to set its value on
the outer boundary of the mesh to zero. When the mesh has inner boundaries,
the stream function value for the vertices on each boundary should be equal (but
not necessarily zero). To enforce this, the hat functions along an inner boundary
are combined into a single basis function, the value of which is constant along
the boundary.

3.5.2 Stream-function optimization and coil design

When designing surface coils in the stream-function framework, one must find
an s that fulfills the given requirements. This problem can be formulated as an
optimization task. A requirement for minimal energy or power is convenient,
since the optimization problem then becomes convex and thus has a unique
solution which can be found efficiently. Other requirements for s can be included
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as inequality or equality constraints (e.g., one can constrain the magnetic field
using Eq. 3.25), maintaining the convexity if the constraint equations are linear.
A solution can be found as long as the set of constraints defines a non-empty set
of candidate solutions.

Optimization methods

There are many alternative ways to formulate the (linearly constrained) quadratic
optimization problem used in coil design. In a general form, the problem state-
ment can be expressed as

minimize }s"Ps+q's
subject to Es<f, (3.28)
As=D,

where P is the quadratic objective matrix (e.g., inductance M or resistance
R), q defines an optional linear penalty term, and the linear equality and
inequality constraints expressed using E and A are applied as needed. Multiple
simultaneous constraints of the same type can easily be applied by stacking the
constraint matrices. Furthermore, one may also include additional constraints,
such as constraining the p-norm (e.g. 1-norm or oco-norm [170]) of a linear
expression for s [|[Ds—t||, < e, or by constraining the stream function value of
specific vertices to be equal: s; =s;. This problem can then be solved using a
iterative numerical solver [171, 172] or, if no linear inequality constraints are
used, using a least-squares approach with the addition of a trade-off parameter
[158].

Objective functions

Typically, one of two different quadratic objectives are used in coil design: the
minimization of the resistive power or the magnetic energy. Minimizing the
resistive power s' Rs results in a maximally smoothly varying stream function,
as well as minimizing the resistive losses in the coil. This reduces the need for
cooling the coil when large currents are used. Minimizing the magnetic energy
s Ms/2 results in minimal inductance of the coil. This reduces the voltage
required for fast ramping of the current in the coil.

Magnetic and resistive energy minimization typically result in fairly similar
stream functions. The two functions differ in that magnetic energy minimization
allows for somewhat more variation at higher spatial frequencies. These would
be penalized more in resistive energy minimization. One may also form the
quadratic objective as a weighted combination of resistive power and magnetic
energy.

Constraints

Minimizing the quadratic objective without any penalty terms or linear con-
straints would lead to a trivial zero-current, zero-field solution. Thus, one must
specify additional constraints to determine the final current pattern.
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In coil design, constraining the magnetic field within a target region is the
most typical constraint. In addition to specifying a target field one may also want
to explicitly limit the stray field outside the coil. As presented in Publication IV,
one can also place constraints on, e.g., the spherical harmonics representation of
the magnetic field, on eddy-current-induced fields due to nearby conductors or
even field distortion due to nearby magnetic shielding.

The use of inequality constraints in the optimization, as is possible when
using an iterative solver, allows directly specifying the desired properties of the
coil. This may be more intuitive than the use of trade-off/penalty parameters
employed in the least-squares formulation. The use of inequality constraints also
allows for wiggle room in the coil specification. This wiggle room decreases the
need for apodization [157, 173], i.e. post-optimization smoothing of the stream
function. Apodization has been applied due to high spatial-frequency oscillations
or ‘ringing’ in the stream function, which can arise when a target-field equality
constraint is used — especially when minimizing the magnetic energy.

More sophisticated methods to limit high-frequency ringing directly constrain
the gradient of the stream function; the spatial gradient of the stream function
defines the surface-current density, and by extension, the spacing of the dis-
cretized coil windings. Constraining the maximum gradient affects the minimum
spacing of windings, which can also be useful with regard to manufacturability.
Limiting the maximum current density can also decrease local heating issues
in high-power applications. The minimax-|j| method presented by [174, 175]
is in effect a similar way to constrain the stream function gradient, but works
somewhat differently from an optimization viewpoint. An alternative way to
reduce the minimum spacing of windings is to use a truncated SUH basis limited
to low spatial frequencies.

Discretization to wire segments and manufacturing
The continuous surface-current density is obtained from the optimized stream
function with Eq. 3.24. To extract the geometry of discrete conductor loops,
one can simply use any number of stream function isolines with equal spacing
in terms of stream function value. The number of isolines, i.e. current loops,
can be freely chosen to fit the application; more loops will obviously result
in a larger magnetic field per unit current and larger inductance, but will
also better approximate the continuous surface current, thus giving a smaller
discretization error. Finally, the independent current loops must be connected in
series, with special care taken to ensure that the current direction corresponds
to the continuous current density. The manner in which the loops are connected
should depend on manufacturing method and scale. For example, on a printed
circuit board, the loops may be connected using vias and multiple layers, while
larger-scale coils may use soldered wire segments. An example of a coil assembly
manufactured using a printed circuit board (PCB) is shown in Fig. 3.12.
Manufacturability is a key issue for distributed winding coil designs. As the
winding patterns can be complex, sophisticated manufacturing techniques may
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Figure 3.12. Design stages of a self-shielded planar coil assembly producing homogeneous field on
all three axes. A: Optimized stream functions for all three axes. The homogeneous
field volume is located between the coil planes, slightly offset on one axis. B: The
resulting conductor windings. C: A manufactured coil prototype, including a close-
up showing the implementation of the different coil windings on different PCB
layers.

be needed to avoid errors in the geometry that lead to decreased performance.
The manufacturing techniques applicable will depend on many factors such as
the physical size of the coil, the geometry, the current amplitude, manufacturing
scale (lab prototype or mass production), etc. Practical implementations for
very small scales include different MEMS manufacturing techniques [176] and
related microfabrication techniques. For small- to medium-scale planar coils,
PCBs offer inexpensive, highly accurate and consistent manufacturing at any
production volume. Using flexible PCBs, this capability can be extended to other
geometries, e.g. by wrapping the flexible PCB around a cylinder [177]. For larger
or more complex geometries, one may need to design a coil former onto which
the conductor is wrapped. The former can be produced, e.g., using 3D-printing
[178] or by machining [179].
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3.5.3 Equivalent surface current models

The same stream-function framework used for coil design can also be used for
interpolating the measured magnetic field in MEG at any point outside the
head without requiring the use of a volume conductor model. In this method,
we represent the measured magnetic field using an equivalent surface current
density. We use the subject’s scalp surface (extracted from an MR image) as the
domain for the equivalent currents. Note that any surface that confines the “real”
source currents generating the measured field would work. In order to determine
the equivalent current distribution (corresponding to a stream function s) that
reconstruct the MEG measurements y, we can apply a regularized least-squares
method:

minimize E(s) =s' (-L)s+A|Cp s -yl
(3.29)

1 -1
- (ancgn +1L) Cs,y,

where the first term measures the norm of the current density over the surface
with L being the Laplacian operator (meaning that we assume the current
density to be maximally smoothly varying), and the second term represents
the residual between the measurements and the surface-current reconstruction.
Here, Cp, is a coupling matrix that maps the stream function s to the measured
magnetic field component B,, at the sensor positions and A is a trade-off pa-
rameter that balances between current smoothness and finding a current that
accurately reconstructs y. We can now use the stream function s determined
using Eq. 3.29 to compute the magnetic field at any point in the source-free

space, as shown for an example MEG measurement in Fig. 3.13.
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Figure 3.13. Equivalent surface current representation of an auditory evoked field measured
with MEG, seen from top-down (left) and lateral views (right). The stream function
on the subject’s scalp surface is shown in red-blue colors, while the green stream
lines represent the magnetic field reconstruction. The MEG sensors are shown as
gray discs.

In the future, this method could be used in similar interference rejection
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applications as SSS (see Section. 3.2.2), except with more general convergence
properties [166]: instead of being limited to spherical shells, the method could
be applied for any closed surface shapes.
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4. Summary of Publications

4.1 Publication I: Requirements for Coregistration Accuracy in
On-Scalp MEG

In this study, we aimed to find out how co-registration error affects on-scalp MEG
measurements, and how accurate co-registration is required for good source
modeling performance. At this point, the co-registration accuracy requirements
of conventional SQUID-based MEG were well-studied, but how errors would
affect source modeling when the sensors are directly placed on the scalp was
unknown. We specifically considered on-scalp MEG systems in which each
sensor is co-registered individually, such as for individually adaptable or even
wearable sensor arrays.

A 2mm B RMS error RMS error
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Figure 4.1. Relative error (RE) of on-scalp MEG sensor array topographies over all subjects at
different levels of sensor position and orientation error. A: Error distributions shown
as density plots. B: The mean RE over all subjects.

We used simulations to quantify how accurately one needs to know the position
and orientation of sensors in such an on-scalp MEG system. We simulated a
hypothetical whole-head on-scalp MEG sensor array which fit on 10 represen-
tative adult heads. The sensor array consisted of 184 sensors measuring the
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field component normal to the scalp surface. The sensors had a scalp footprint of
20 x 20 mm?. From these reference sensor arrays, we constructed version with
different amounts of co-registration error in the form of either random position
or orientation error, or both. We then computed several error metrics (e.g. the
relative error (RE) shown in Figure 4.1) for the forward model error due to the
co-registration error. Further, we also studied the effect of the forward model
error on source modeling using minimum-norm estimation, dipole fitting, and
LCMYV beamforming.

We found that sensor position errors generally have a larger effect than orien-
tation errors and that these errors affect the localization accuracy of superficial
sources the most. To obtain similar or higher accuracy than with current SQUID-
based MEG systems, RMS sensor position and orientation errors should be < 4
mm and < 10°, respectively.

4.2 Publication II: Optical co-registration of MRI and on-scalp MEG

The purpose of this study was to implement a co-registration method for on-scalp
MEG fulfilling the requirements determined in Publication I while being fast
and easy to use. We applied a consumer-grade structured-light scanner to create
a surface mesh of the subject’s head and the sensor array, which we fit to an MR
image of the subject.

A summary of the developed co-registration procedure follows: after position-
ing the subject in the OPM-MEG system, an optical scan is performed by moving
the structured-light scanner around the subject at a distance of approximately
50 cm. The digitized surface is visualized in real time, enabling the operator
to perform quick corrections. The scan takes approximately 30 s to perform,
depending on the desired coverage. The co-registration algorithm is initialized
by a rough manual alignment of the optical scan mesh and the MR scalp mesh
(Fig. 4.2, top panel). Since the optical scan includes both the subject’s head
and the MEG helmet with sensors, the area (vertices of the mesh) used for
co-registration with the MR image should be limited. This is done by “painting”
over the desired parts of the mesh with the computer mouse (Fig. 4.2, bottom-left
panel). Being able to quickly constrain the areas used for co-registration makes
it easy to exclude areas with visible artifacts. For co-registration of the MR scalp
mesh and optical scan mesh, only the upper face and forehead areas are used,
as other facial areas are more prone to movement or compression. After the
initial alignment and vertex selection, the iterative closest point (ICP) algorithm
with point-to-point minimization is run to automatically co-register the meshes.
After co-registering the optical scan and the MR image, the same procedure is
repeated to align the known geometry of the MEG helmet to the optical scan
(transformed to MR coordinates).

We quantified the reproducibility of the optical scanning procedure and lo-
calized current dipoles using a head phantom. We found the scanner to fulfil
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Figure 4.2. Optical co-registration procedure: 1. Initial mesh alignment with manually selected
fiducial points, shown as coloured numerals, on the MR (left, green) and structured-
light scan (right, red) meshes. Dummy sensors used to fix the head position are seen
on either side of the head in the optical scan. 2. Selection of the co-registration area,
selected area shown in red. 3. Automatic ICP-based co-registration and visualisation
of the surface fit error.

our requirements, reproducing the head surface with <1 mm error between
repetitions. Phantom dipoles were localized with 2.1 mm mean error.
Additionally, we measured somatosensory evoked felds (SEF's) to median nerve
stimulation and compared the dipole positions between on-scalp and SQUID-
based systems. SEF dipoles corresponding to the P35m response for OPMs were
well localized to the somatosensory cortex, while SQUID dipoles for two subjects
were erroneously localized to the motor cortex. The developed co-registration
method is inexpensive, fast and can easily be applied to on-scalp MEG. It is
more convenient than traditional co-registration methods while also being more

accurate.

4.3 Publication lll: Potential of on-scalp MEG: Robust detection of
human visual gamma-band responses

In this study, we performed our first fully-fledged human OPM-MEG study. The
main goal of this study was to demonstrate the performance of our on-scalp
MEG system and compare it to a conventional SQUID-based MEG system. For
our experimental paradigm, we used an attention-requiring task together with
a dynamic visual stimulus known to elicit strong gamma-band responses in the
visual cortical areas [20]. The measurement setup is shown in Fig. 4.3A.
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Using an on-scalp array comprised of eight OPMs and a conventional 306-
channel whole-head SQUID array, we performed MEG measurements for ten
subjects. The measurements were carried out in a three-layer MSR without any
additional active shielding. We applied the co-registration method developed in
Publication II, and used DICS to model the cortical gamma-band source.

Stimulation — Baseline
Baseline
0

0.6 -2 -1.. (] o 2.8

-0.6_-0.3
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Figure 4.3. A: Experimental measurement setup inside the MSR. B: Grand-average source-power
difference between visual stimulation and rest for alpha- and gamma-band activity
for OPMs and SQUID magnetometers (mSQUID).

We found that the OPMs had substantially higher signal power than SQUIDs,
and that they had a slightly larger relative gamma-power increase over the base-
line. With only eight OPMs, we could obtain gamma-activity source estimates
comparable to those of SQUIDs at the group level (see Fig. 4.3). Our results
show the feasibility of using OPMs to measure gamma-band activity. To further
facilitate the noninvasive detection of gamma-band activity, the on-scalp OPM
arrays should be optimized with respect to sensor noise, the number of sensors
and inter-sensor spacing.
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4.4 Publication IV: Magnetic-field modeling with surface currents
Part ll: Implementation and usage of bfieldtools

OPM-based MEG requires the use of coils for field modulation, active magnetic
shielding and negative feedback. In this study, we presented a novel open-source
Python software package, bfieldtools, for magneto-quasistatic calculations with
current densities on surfaces of arbitrary shape. The core functionality of the
software relies on a stream-function representation of surface-current density
and its discretization on a triangle mesh.

Although this stream-function technique is well-known in certain fields, to
date the related software implementations have not been published or have been
limited to specific applications. With bfieldtools, we aimed to produce a general,
easy-to-use and well-documented open-source software. The software package is
written purely in Python; instead of explicitly using lower-level languages, we
address computational bottlenecks through extensive vectorization and use of
the NumPy library. The package enables easy deployment, rapid code develop-
ment and facilitates application of the software to practical problems. In this
paper, we describe the software package and give an extensive demonstration
of its use with an emphasis on one of its main applications — coil design. An
example in which a biplanar coil that produces a homogeneous field in a target
region between the two planes while producing minimal stray field around the
coils is shown in Fig. 4.4.

A B

ES

Figure 4.4. A: Biplanar coil surface meshes, target points (in blue) and stray field points (in
red). B: Optimized stream function on one of the coil planes generating homogeneous
magnetic field along the X-axis. C: Discretized coil windings.
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5. Discussion

5.1 OPM-MEG system design

OPM-based MEG is not yet a mature imaging modality, and it remains to be
seen how such MEG systems will look in the future. This section discusses
different aspects of MEG instrumentation and system developments and the
prospects of OPM-based MEG.

5.1.1 OPM sensor design

There is a myriad of ways one can construct OPMs, and the design choices
can affect the entire OPM-MEG system design drastically. The OPM sensors
themselves are not yet a mature technology, and constant developments are still
taking place.

Until now, almost all OPM-MEG systems have used SERF OPMs due to their
high sensitivity. While most SERF OPMs utilized for multi-channel OPM-MEG
have been small individual-cell sensors using field modulation for readout [121,
138], there are also OPM-MEG systems using larger vapor cells with multiple
readouts [128]. One possibility which shows promise [115, 120], but has not
yet been fully exploited in OPM-MEG sensors is the ability to measure the
full-vector magnetic field. It remains to be seen if the community will converge
to a consensus regarding a specific design of SERF OPMs, or whether SERF
OPMs will slowly be supplanted by other types of OPMs.

There are no fundamental reasons as to why other OPM types cannot reach
similar sensitivity levels as current SERF OPMs. Recently, unshielded MEG
measurements have been demonstrated using an OPM based on free-induction
decay (FID) [180]. This type of magnetometer is elegant in its simplicity, as the
Larmor frequency of a decaying spin polarization is simply directly read out
using a frequency counter. FID-based OPMs can function in higher magnetic
fields than SERF OPMs. The limiting factor is not the physics involved, but the
upper limit of the frequency counter. Similarly, the sensor bandwidth is limited
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by the FID sampling period. Another very recent publication [181] demonstrated
a synchronous light-pulse atomic magnetometer (SLAM) in which SE collisions
are suppressed even at ambient magnetic field strengths.

In contrast to SERF OPMs, both FID-based OPMs and SLAMs are intrinsically
scalar magnetometers; they measure the field magnitude and are insensitive
to its orientation (apart from some “dead zones” that depend on the readout
strategy). Since there is typically a clearly dominant ambient field component,
in practice this means that the sensitive axis is determined by the ambient field,
and small field changes orthogonal to the dominant component are indiscernible.

Another promising way to improve OPM sensitivity, applicable to most OPM
types, is to implement multipass cells [182], meaning that the laser light passes
through the cell several times before reaching the readout photodiode. Multipass
cells can be implemented by placing mirrors with precisely tuned shapes on
either side of the cell [183], bouncing the light back and forth through the atomic
medium for a specified number of times. This increase in optical depth leads, in
simple terms, to more atom-light interaction and increased sensitivity.

Finally, there is the matter of gradiometers versus magnetometers: gradiome-
ters are commonly applied in SQUID-MEG due to their attractive interference
rejection properties and the fact that they are easily manufactured using SFTs.
For OPMs, the construction of gradiometers is a more nuanced matter; once can
simply use two magnetometers and subtract their signal, creating a synthetic
gradiometer. However, this setup has no performance benefits and does not add
any information to the measurement. A performance benefit can be achieved by
using a single pump laser [177] and/or vapor cell [124] for the two magnetometer
parts, thus removing technical common-mode noise from the pump laser and
calibration issues due to small differences in cell pressure, etc. Finally, it is pos-
sible to create intrinsic OPM gradiometers that directly measure the magnetic
field gradient [184]. It still remains to be seen which of these options will be the
most attractive option for OPM-MEG.

5.1.2 Shielding

As discussed earlier, some OPM types may not require any shielding, but can
operate in the ambient geomagnetic field. However, the fact that the sensors
work does not mean that one can measure MEG signals in typical unshielded
environments; interference due to power lines, moving vehicles, etc. will drown
out any MEG signal. The first demonstration of unshielded OPM-MEG mea-
surements was performed using in a FID-based OPM gradiometer away from
urban interference sources [180]. Similarly, some of the earliest SQUID-based
MEG measurements in Finland were carried out in a wooden hut on top of a
frozen lake, far away from electrical power lines and other urban interference
sources (the main reason for the unshielded measurements was simply to avoid
the expense of an MSR) [185]. While these MEG measurements are possible in
magnetically clean environments, this may not translate to more urban environ-

54



Discussion

ments such as university campuses and hospitals. Shielding will probably still
be required, but it is conceivable that significantly less shielding than currently
is used may suffice, especially when using gradiometers.

For SERF-based systems that require a low background field, substantial
shielding will still be required. While many current SQUID-based MEG systems
use very bulky and expensive MSRs, smaller OPM-based MEG systems may be
able to utilize lighter-weight and more compact shields, which would then be
complemented by active shielding.

5.1.3 Wearable MEG

Since OPMs do not require bulky cryogenics and can be significantly minia-
turized, there has been considerable interest in creating wearable OPM-MEG
systems in which the subject is free to move their head or even walk around
inside an MSR [96]. Wearable MEG would open up new paradigms and use-
cases. These include, e.g., easier measurements of subjects who are unable
to remain still, such as young children and certain patient groups, as well as
neuroscientific experiments investigating motor control in which subjects can
move naturally [139].

Wearable systems and moving subjects will pose additional challenges in terms
of shielding, especially with SERF OPMs. The remanent ambient field within
MSRs is several orders of magnitude larger than the MEG signal. Even if
the remanent field can be canceled at the sensor locations, nulling the entire
ambient field within a larger volume to the same order of magnitude as the
MEG signal would be extremely challenging. The large movement artifacts due
to sensor movements within an ambient field will cause sensor calibration errors
(see Section 3.4.1). Thus, wearable MEG systems will need good cancellation
of the remanent field as well as sensors operating using negative feedback to
keep the calibration stable. Using software methods to cancel out movement
artifacts based on motion tracking [140] can reduce the artifact to a fraction of
the original amplitude but will not account for the calibration error.

5.1.4 Co-registration

Co-registration instrumentation is an essential part of MEG systems, and with
the arrival of OPM-based MEG there has been a variety of new co-registration
methods used. Ideally, one would want a ‘built-in’ co-registration method that
provides accurate results as well as real-time motion tracking without any
additional manual work or equipment.

Optical 3D scanning methods in which the surface of the subject’s head is
mapped, such as the one developed in Publication II can provide accurate results
but do require some manual work. Implementing continuous tracking with such
scanners is possible but would be computationally heavy and require offline
reconstruction. A strategy in which the initial co-registration is performed using
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a 3D scanner and subsequently, real-time tracking is performed by tracking
reflective or colored markers (as in e.g. [139]) would be preferable. Ideally, the
same scanning device could be used for both co-registration stages.

Optical methods have some issues, the most obvious one being that they re-
quire line-of-sight. All co-registration methods relying on digitizing the outer
casing of the sensors will have some error; depending on the sensor manufactur-
ing methods, there may be some degree of uncertainty on the exact location of
the sensitive volume. More importantly, if the field is not exactly zero, or if there
is crosstalk between the sensors, the sensitive axis of SERF OPMs may not be
aligned with its casing. Using the sensor response to some signal that can be
modeled in a known coordinate system, one can electromagnetically localize the
effective sensor, not simply the sensor casing. Electromagnetic co-registration
could be implemented using a somewhat large number of small coils with known
field profiles and locations [97, 98], or alternatively using a set of large coils
and gradient encoding somewhat similar to what used in MRI. These methods
can also be used to provide real-time tracking, e.g. using sinusoidal signals and
lock-in detection, which would then consume sensor bandwidth. This may be an
issue, especially for SERF OPMs with small bandwidths.

5.1.5 Sampling

Generally, one wishes to measure the magnetic field over the entire scalp. The
question is then how many sensors one needs to cover the scalp, and how should
they be placed in order to sufficiently sample the neuromagnetic field [39].

A crucial part of the sampling problem relates to what components of the
magnetic field is measured. Conventional SQUID-based MEG systems typically
measure the magnetic field component normal to the scalp surface, and most
OPM-based MEG systems do the same. It has been shown that, out of any
single field component, this component provides the most information about
cortical activity [102]. However, if one can measure the full vector magnetic
field instead of a single field component, this changes the sampling problem;
perhaps one could use a smaller number of full-vector magnetometers instead of
a dense array of single-component magnetometers. A hybrid system in which a
mixed array of lower-noise single-axis sensors are complemented by higher-noise
full-vector sensors is also an option. The sampling problem is again flipped on
its head if all sensors would measure the same field component, as is the de
facto case with scalar magnetometers in a large ambient field.

Another interesting proposition is to produce flexible, application-specific OPM-
MEG systems with a smaller number of sensors. These sensors would then
be placed around cortical regions of interest instead of uniformly covering the
entire scalp. This type of system could e.g. be applied for clinical use when
mapping the sensorimotor system, or for noninvasive brain-computer interfaces
(BCIs) [186, 1871.
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5.2 Coil design & stream functions

The stream-function-based framework for magnetic field modeling and surface
coil design presented in Publication IV and its sister article by Mékinen et al.
[166] has been well-known in some fields of science and specific communities
(as listed in Sec. 3.5.1). However, the implementations described in the liter-
ature have typically not been openly shared. With the easy access provided
by the release of the open-source bfieldtools software package, the framework
will hopefully be more broadly adopted across different fields of science and
engineering. In this section, some MEG-specific example applications of the
stream-function modeling framework are outlined.

5.2.1 Active shielding

As there is a general desire to move towards lighter shielding, person-sized
shield and even wearable MEG, active shielding is becoming essential. For MSR-
type shields, stream-function-based coil design may enable shielding systems
that leave easy access to the subject, or coils allowing for wearable or even
ambulatory MEG. Such coils have already been developed and have proven
themselves to allow wearable MEG in conjunction with additional software
interference rejection [140, 188].

In compact person-sized shields, one may design coils that efficiently fit the
shield geometry while still having good performance. In addition, by modeling
the magnetic shielding as in Publication IV, one can prospectively take the
distorting effect of the passive shielding into account when designing the coil.

5.2.2 OPM design

A direct application of stream-function-based coil design for OPM-based MEG
is in the design of (SERF) OPMs suitable for use in dense arrays. When the
sensors are close to each other, it is important that their field nulling coils don’t
produce a large stray field, as any vibrations or relative movement of sensors is
then seen as artifacts in neighboring sensors. Additionally, if the sensors utilize
field modulation in the signal readout, the stray field may introduce crosstalk
by tilting the sensitive axis of the neighboring sensors.

Coil designs that minimize crosstalk have already [189, 190] been developed.
These designs have utilized simple, individual current loops on two cylindrical
shells, creating a self-shielding coil that produces a homogeneous field along the
cylinder axis. In these designs, the other two field components were produced
by saddle coils, which were not self-shielded. The use of stream-function-based
methods would allow for more complex winding patterns, which in turn could
enable the use of simpler coil assemblies and easier-to-manufacture designs
while also enabling the design of self-shielded coils for all three axes (see Fig. 3.12
for an example).
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In addition to coils, miniature OPM sensors require conductive components
such as resistive heaters and mirrors placed in close proximity to the vapor cell.
By computing the thermal noise caused by these conductive components in the
design stage [148], one can ensure that the performance of the sensor is not
limited by thermal noise issues inherent to the sensor.

5.3 Prospects of on-scalp MEG

At the time of writing, it seems like on-scalp MEG based on OPMs has reached
the point of critical mass. There is now considerable commercial interest in this
field, with new companies being formed in several countries. We are bound to see
the launch of several commercial systems in the coming 5-10 years, followed by a
“weeding out” of companies who cannot compete or otherwise survive financially.
This same pattern occurred for SQUID-based MEG in the 1990s: there was
a boom of new MEG companies and products. Then, as the MEG market did
not see the large expansion that investors hoped for, a number of bankruptcies,
takeovers and other actions governed as much by the business side as by the
technical merit of the products followed.

While on-scalp MEG offers many advantages over SQUID-based MEG (as
listed in this Thesis), no new “killer application” has yet been demonstrated.
Herein lies a tricky issue: in order to empirically and fully demonstrate the
advantages of on-scalp MEG, a whole-head coverage system with dense sampling
needs to be built. To build such a system requires funds, time and the solving of
several engineering challenges. Nevertheless, if e.g. such a system could (even
partially) replace invasive measurements, it would revolutionize the field of
neuroimaging.

If no new “killer application” materializes, MEG will probably remain some-
what of a niche method despite the advantages of on-scalp MEG. Hopefully, this
niche will still grow as performance goes up and costs come down. In this case,
on-scalp MEG will probably replace the current SQUID-based MEG systems in
some use-cases and complement them in others. This will happen quicker in
research applications than in clinical use due to regulatory approval processes
slowing things down. Along the way, MEG will continue to be applied to impor-
tant neuroscientific questions, gaining us valuable insights into the working of
the brain, our most complex organ.
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