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Abstract

Quality evaluation of sound reproduction systems is ultimately a perceptual matter and is intuitively associated to the hedonic domain with questions regarding the goodness of a given system. However, beyond this integrative evaluation approach relying on a measure of overall impression, quality can also be tackled from a more elemental and analytical viewpoint with the aim of understanding the perceptual components affecting quality. The present thesis work focuses on this topic referred to as 'sensory analysis' and explores more specifically two different types of sensory techniques using quantitative scales associated to verbal descriptors to characterize stimuli: the consensus vocabulary and individual vocabulary methods.

Sound reproduction over headphones is the application considered in this investigation on sensory analysis. Advanced applications for headphone rendering of spatial or three-dimensional sound and virtual surround sound have been developed but the perceived quality evaluation of such systems remains an issue. In the present work, the specific case of spatial enhancement algorithms for the reproduction of music or movie sound over headphones is addressed. Firstly, the development of a consensus vocabulary of headphone sound perception is reported in which a panel of screened assessors created a consensual set of sixteen attributes with their associated definition, word anchors and audio exemplars to describe the perceptual characteristics of a wide range of headphone sound stimuli. The applicability of this vocabulary is tested on two sets of headphone sound samples. Secondly, a procedure entitled 'individual vocabulary profiling' developed for rapid sensory evaluation of audio applications by inexperienced assessors using an individual elicitation method is presented and its application is illustrated on a set of spatial enhancement systems. Lastly, these two approaches are compared to highlight their respective benefits, challenges and limitations and their suitability for different sensory evaluation projects.

Throughout this thesis, statistical techniques for the analysis of sensory data are also investigated. The attribute rating data resulting from the two sensory profiling experiments is analyzed systematically. Several advanced multivariate data analysis methods are explored and applied to these data sets including generalized Procrustes analysis, multiple factor analysis, hierarchical multiple factor analysis and parallel factor analysis. The concepts and techniques presented in this thesis are applicable to many audio quality problems and can be adapted to other perceptual domains.
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Chapter 1

Introduction

1.1 Background

The first part of this thesis title, ‘perceived quality evaluation’ combines three important elements of engineering. Evaluation is an essential part of any system or process control and optimization but evaluating complex systems such as those designed for human beings can be a difficult task. The term ‘Quality’ refers intuitively to performance but this word relates to a rather broad and abstract concept and it is usually associated to hedonic elements when it concerns systems involving sensory modalities, e.g. audio or/and visual systems. Perception is a central component in quality when dealing with systems interacting with any sensory modality or the combination of those. Perceived quality evaluation can be simply summed up to the measure of performance of a (usually complex) system by subjects interacting with it.

The development of sound reproduction techniques brought multichannel sound to cinema theaters in the 50’s and has been recently adapted for home applications with the introduction of 5.1 loudspeaker systems and the availability of movie sound, music and gaming sound material in multichannel audio format. While loudspeaker reproduction systems can include any number of loudspeakers, headphones are usually bound to two channels, i.e. one channel per ear, which is problematic for the replay of multichannel sound material. In addition, the acoustic experience resulting from such a sound reproduction scenario is very unnatural or artificial and has specific spatial imaging characteristics. Basic research on the psychoacoustics of headphones has been reported in the literature and advanced applications for headphone rendering of spatial or three-dimensional sound and virtual surround sound have been developed. However, the perceived quality evaluation and optimization of such systems remains an issue.

Headphone sound reproduction is the application context in which the research topic of perceived quality evaluation was investigated in the present doctoral thesis. In practical terms, the author looked for suitable test methodologies for the reliable measurement of the perceived characteristics of audio systems. This type of measurement implies naturally human subjects but an essential component of this work was to turn a panel of subjects into an objective measurement system.
1.2 Scope of the thesis

The research reported in this thesis relates broadly to the topic of sound quality evaluation and comprises a set of perceptual studies on spatial sound reproduction over headphones. Concepts behind perceived quality are investigated before concentrating on the more specific topic of sensory analysis, that is, the elicitation of objective responses to the properties of a stimulus as perceived by the human senses. A large number of sensory analysis techniques can be found in the literature and one aim of this thesis was to classify such methods and assess their suitability for the perceptual evaluation of audio. The main focus of the present work is on verbal descriptive analysis which is a class of sensory methods using quantitative scales associated to verbal descriptors to characterize stimuli. This type of perceptual evaluation is exploratory in nature and represents one of the most sophisticated tools in sensory science. It has been developed and applied extensively in the field of food science and has also some applications in other fields of research including audio quality. Two different routes exist for verbal descriptive analysis, that is, the consensus vocabulary approach using a panel of assessors to develop a common set of sensory descriptors and the individual vocabulary approach letting each assessor of the panel develop his or her own set of descriptors. Based on previous work in the field of sensory science and perceptual audio evaluation, the author explored systematically these two approaches and adapted them with the aim of obtaining rapid methods for the perceptual evaluation of audio applications.

The exploration of the consensus and individual approaches to verbal descriptive analysis considered in this doctoral thesis includes a practical application to headphone sound reproduction. Two listening experiments have been carried out to evaluate a large set of stimuli relating to spatial enhancement systems for music reproduction over headphones. An additional research topic investigated in the present thesis relates to the data resulting from this type of experiments. Multivariate data analysis is an important tool in sensory analysis and the author explored several advanced analysis techniques and applied them to the experimental data resulting from the two audio experiments of this thesis.

1.3 Contents of the thesis

This doctoral thesis comprises nine principal chapters and is structured in four main parts as follows.

The first part (Chapter 2) gives a broad overview of perceived quality evaluation. Firstly, a definition of quality is proposed and a structured framework for perceived quality evaluation is developed in which sensory analysis has a central role. Secondly, aspects of sensory analysis are developed with an emphasis on verbal elicitation methods. The second part (Chapter 3) provides a short overview of sound recording/reproduction methods for loudspeaker and headphone applications and describes the perceptual aspects associated with these different scenarios. A literature review of perceptual evaluation studies is presented to give a broad perspective on
1.4. Contributions of the author

The author’s contribution in relation to this thesis combines elements of sound quality evaluation and sensory science and can be summarized as follows.

A novel structured framework for (sound) quality evaluation was proposed that combines concepts relating to perceived quality and sensory science (Chapter 3). The author investigated thoroughly the field of verbal descriptive sensory analysis and provided a comprehensive review of the concepts, techniques and implementation aspects of the two experimental methodologies available in this category, that is, the consensus vocabulary approach (Chapter 4) and the individual vocabulary approach (Chapter 7). This investigation included also a detailed presentation of concepts relating to sensory panel performance assessment for the two test methods. These two verbal descriptive sensory approaches have been applied to the field of audio in a systematic manner. The author established and applied a generic consensus vocabulary for spatial sound reproduced over headphones (Chapter 5 and 6) and developed of a novel rapid test procedure for sensory profiling using an individual elicitation approach (Chapter 8 and 9).

An important part of this research work relates to the analysis of sensory data. The author investigated systematically the attribute rating data resulting from the two sensory profiling experiments reported in this thesis. Especially, the individual vocabulary data (Chapter 9) was treated thoroughly to illustrate the specific of this data. Several advanced multivariate data analysis methods from the field of sensory science were explored and applied to the experimental data resulting from the two perceptual audio quality experiments. The use of multiple factor analysis (MFA) and hierarchical multiple factor analysis (HMFA) for the analysis of several sets of
multivariate data (Chapters 6 and 9 respectively) was demonstrated. The application of multi-way data analysis methods to sensory data was investigated and a novel application of PARAFAC2 that can handle the 4-way data structure of the individual vocabulary data generated in this thesis work was proposed. Through these different analyses, the author was able to identify and quantify the main perceptual differences between spatial enhancement systems for headphone reproduction.
Chapter 2
Overview of Perceived Quality Evaluation

2.1 Introduction

Quality can be defined in very different ways depending on the application of interest. An important aspect of this concept however is that it usually relates to the evaluation of an entity. Besides, the question of perceived quality highlights the relationship between this entity and a (human) subject. Perceptual evaluation is often limited to a single modality, e.g., audition or vision, but it can also involve a combination of modalities. In this chapter, concepts relating to quality are discussed with a focus on the auditory modality, an example of which could be the perceived quality of speech reproduced over the integrated loudspeaker of a mobile phone. It should be noted however that the ideas discussed below for the auditory modality would apply equally to another perceptual domain and can be extended to multimodal perceptual quality problems. An overview of the approaches to measure or characterize sound stimuli is presented in Section 2.2 with the aim of providing a frame of reference to the reader and positioning the work of the author within a larger context. This section also describes an approach to perceived quality evaluation referred to as ‘preference mapping’ and highlights the importance of sensory analysis in this quality evaluation framework. Section 2.3 focuses on sensory analysis, with first a discussion on matters relating to test subject classification and sensory panels, then an overview of existing sensory analysis methods and finally a more detailed presentation of descriptive analysis techniques employing the verbal elicitation approach together with some justifications of their use in the context of the research presented in this thesis.

2.2 Approaches to (sound) quality evaluation

2.2.1 Definitions of quality

Perceived audio quality evaluation is an area of audio engineering that has a broad range of applications from fundamental research on spatial sound perception (e.g. Rumsey, 2002) to more applied studies such as the evaluation of audio compression
algorithms (e.g. Soulodre et al., 1998). The versatile use of the term quality in these different contexts indicates the loose meaning of what Blauert and Jekosch (2003) described as “a mental construct which is often insufficiently defined and, consequently, not understood properly by many”. As the topic of the present work relates primarily to quality, some clarifications are needed regarding the definition of this term. Martens and Martens (2001) discussed the different meanings of quality and presented four common definitions for this word. This terminology is relevant in the context of sound evaluation and is therefore shortly reviewed below.

The first definition of quality presented by Martens and Martens (2001) relates to the inherent characteristics of an entity\(^1\). The focus in this case is placed on describing the properties of the entity in an objective sense. The second definition considers quality as a degree of excellence. This approach is more subjective and is somehow in conflict with the first definition. The meaning of excellence/goodness can also be problematic. The dangers of defining a degree of excellence from a single individual perspective, that is, based on the judgment of one person, are highlighted by the authors who oppose this classical approach to the market study approach which employs a large number of representative people to identify patterns of responses common to the whole group of subjects or specific to sub-groups. The third definition of quality is stated in ISO 9000 (2000) as “the ability of a set of inherent characteristics of a product, system or process to fulfil requirements of costumers and other interested parties”. Quality refers in this case to a relational concept between the description of an entity and a set of stated or implied requirements (e.g. goodness) for this entity. To a certain extent, the objectivity and subjectivity aspects are linked through this third ISO definition. Finally, the fourth definition of quality considered by Martens and Martens (2001) is more abstract and relates to an individually experienced event or action.

Similar distinctions between quality definitions have been described in the context of perceived sound quality. For example, the difference made by Martens and Martens (2001) between the first definition dealing with a description of the characteristics of an entity and the second definition dealing with an evaluation of the goodness of the entity has also been highlighted by Letowski (1989), Martens and Zacharov (2003) and Blauert and Jekosch (2003). It can be noted that these publications employed the term character instead of quality to address the aspects relating specifically to the first definition. The ISO definition described above is the most relevant in the context of this thesis work and it shares similarities with the conceptual approach to sound quality proposed by Blauert and Jekosch (2003) which can be summarized in two steps as follows. The first step of the quality evaluation requires the determination of the character of the sound sample on the one hand and the character of the reference on the other hand. In the second step, a comparison between these two objective and quantitative character profiles is performed and a quality rating is assigned based on some measure of similarity. The specification of the reference is usually application

\(^1\)An entity can be defined as the material or immaterial object under study. In the context of a perceptual study, this might refer to a ‘product’, a ‘system’ or a ‘stimulus’.
specific and is considered by Blauert and Jekosch (2003) as a critical element of this process. The ISO definition of quality and the approach proposed by Blauert and Jekosch (2003) are related in the sense that they both rely on a comparison of characteristics between an entity and some target to be defined, i.e., the reference in the former case and the stated or implied requirements in the latter case.

The author adopts this idea of relational concept in the present work and proposes to define Quality as a measure of the distance between the character of an entity under study and the character of a target associated with this entity. Two comments have to be made at this point about this definition. Firstly, it should be noted that the specification of the target is considered as an integral part of the quality evaluation problem. In practice, this target is either known prior to the study or needs to be defined in the process of the study. In the example of an audio coding application, the entity considered is a compressed version of a reference (uncompressed) signal and the latter signal can simply be defined as the target. However, the case of spatial enhancement systems for headphone reproduction described later in this thesis differs in the sense that the optimal spatial reproduction over headphones to be employed as a target for the measurement of quality is actually not known in advance and should therefore be identified in the process of quality assessment. Secondly, it should be noted that different targets might co-exist for a given application, for example when differences between individual preferences are taken into account. In this case, only one of the targets is selected for the measure of quality.

### 2.2.2 Physical, sensory and affective characterizations of sound

The issue of quality assessment for any type of sound like noise, speech or music is always bound to the measurement of some characteristics of the entity under study but in practice such a characterization can be approached from very different perspectives, as illustrated in Figure 2.1. In a broad sense, two separate domains might be defined, considering that an acoustic event can be measured with either instrumental sensors or human sensors. The instrumental measurement of a physical sound signal can be performed with simple or advanced microphone techniques and a physical attribute profile can usually be derived from such a measurement using one or several pre-defined criteria. Examples of acoustical attributes include measures like sound pressure levels with e.g. A- or B-weighting, frequency content analysis, reverberation time or the speech intelligibility index defined in ANSI S3.5 (1997).

When human sensors are employed, the quantity of interest is the auditory sensation formed by the listener when exposed to the physical sound signal. However, an additional separation has to be defined in this domain because two distinct forms of measurements can be considered as illustrated in Figure 2.1. The sensory measurement of the auditory sensation on the one hand can be understood as the elicitation of objective responses to the properties of a stimulus, as perceived by the human senses (Piggott et al., 1998). The affective measurement on the other hand implies a more subjective and global approach to the evaluation of the auditory sensation.

The distinction between the sensory and affective sides of the human measurement method has been widely exploited in the field of food science (Stone and Sidel, 1993),
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<table>
<thead>
<tr>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="image" alt="Stimulus Characterization" /></td>
<td><img src="image" alt="Stimulus Characterization" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical</th>
<th>Sensory</th>
<th>Affective</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Loudspeaker System" /></td>
<td><img src="image" alt="Microphone" /></td>
<td><img src="image" alt="Signal" /></td>
</tr>
</tbody>
</table>

Figure 2.1: Classification of measurement methods illustrating the distinct nature of reproduced sound characterizations in the physical, sensory, and affective domains.
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which goal is usually to optimize consumers’ preference for a product based on its perceived sensory characteristics. This approach forms the basis of the preference mapping method to be discussed later in this section. Similarly, Nunnally and Bernstein (1994) define two types of psychometric responses, namely judgments (relating to the sensory domain) and sentiments (relating to the affective domain) and they note that the correctness of an answer is only a valid concept in the former case. The separation between the sensory and affective domains has also been described in the field of audio by e.g. Pedersen and Fog (1998) or Bech and Zacharov (2006).

These three domains offer very different perspectives on the objects under study and the associated measurement techniques have their specific strengths and limitations. An important difference between these three approaches concerns the level of objectivity of the resulting sound characterization. To illustrate this idea, let’s consider the measurement device in each of the three domains, as presented in Figure 2.1. In the physical case, one would be confident that a similar characterization is obtained from two different measuring instruments, for example the sound pressure level of a noise source measured with two calibrated microphones should not differ much. The sensory measurement follows the same principle and a sensory characterization made by two different subjects is expected to be similar to a certain extent. Characterizations made in these two domains can therefore both be considered as objective in this respect\(^2\). It should be noted that the level of objectivity of the measurement made by a human subject is usually lower than what can be achieved by an instrumental measurement. However, this issue is carefully addressed in sensory analysis methods by employing a group of trained subjects to insure an appropriate level of objectivity as will be discussed further in this chapter.

Considering now the affective domain, the assumption that two individuals would give a similar judgment about a perceived stimulus does not always hold. In the example shown in Figure 2.1, it is possible that substantially different preference scores would be obtained from two subjects and an example of such divergence between listeners in preference ratings of loudspeaker systems has been illustrated by Lorho (2006). Similar results have been reported in other fields of psychoacoustics, for example by Susini et al. (2004) who identified two sub-populations of listeners differing in their preference for sounds produced by air-conditioning systems. In that sense, the affective measurement made by a person is not expected to be highly objective because it usually involves aspects such as background, expectations, emotions, mood, etc. which can affect judgments in a subjective and individual way.

Coming back to the idea of correctness used by Nunnally and Bernstein (1994) to differentiate psychometric responses in the sensory and affective domains, it can be stated that while the criteria for correctness are imposed in a sensory measurement to achieve objectivity, such criteria are not forced on test subjects in an affective measurement but instead common patterns are identified from a large number of individual judgments and an objective criterion can be defined subsequently at a global level.

\(^2\)In this context, the term ‘objectivity’ implies a focus on the object (stimulus) being measured by a given instrument and highlights the analytical nature and the intended reproducibility of the measurement being made on this object.
2.2.3 Relationships between sound characterizations and quality evaluation

The relationship between quality evaluation and the different sound characterizations presented above depends largely on the type of application but the variety of quality evaluation methods found in the field of audio follow similar underlying principles. A simple model of sound quality optimization problem can be utilized to illustrate how the different sound descriptions might be linked to perceived sound quality, as shown in Figure 2.2. The system under evaluation considered in this diagram is fairly generic and could represent any type of device producing sound. The output of this system constitutes the stimulus of interest and might either be an unwanted sound produced by the device directly, e.g. the noise generated by a ventilation system, or the transduced version of an input signal, e.g. the speech or the music played over a loudspeaker system. It should be noted that in this latter case the stimulus generated by the device reproducing the sound depends not only on the system under study but also on the input signal. The stimulus under test can therefore be seen as an interaction between these two elements, which adds some complexity to the problem of quality evaluation in practice, as will be further described later in this thesis. Figure 2.2 also illustrates the presence of some external parameters relating to the system under study, which constitute the experimental factors (independent variables) of interest and which represent usually the main elements of control in this problem of system quality optimization. In practice, experimental factors could be different noise attenuation strategies in the ventilation system example while in the loudspeaker reproduction example, this might be several transducer solutions or different settings for a signal processing algorithm.

On the measurement side, the stimulus or set of stimuli under study can be quantified in any of the physical, sensory or affective domains, leading for example to the characterizations presented in Figure 2.2, which illustrate approaches commonly encountered in the field of acoustics. Sound quality can usually be controlled by some external parameters relating to the system under study but the quality optimization process relies on some characterization of the system output, which can take different forms depending on the application of interest. Considering for example an over-simplified problem of noise attenuation, quality might be linked directly to the physical domain using an instrumental measure of an overall level of noise for example. In this case, the quality of the system could be optimized by adjusting the external parameters to reduce the noise level. However, if the overall level of noise cannot be attenuated in such a simple way, the goal of the quality optimization might then shift to reducing the perceived annoyance for example. As the application of a valid instrumental measure would be difficult in this scenario, quality needs to be approached from the affective domain with e.g. an overall acceptability measure. In practice, an optimal quality might be obtained by tuning the external parameters to achieve the lowest perceived annoyance, as illustrated in Figure 2.2. Finally, in more complex cases where instrumental measures made in the physical domain and overall measures made in the affective domain would fail to bring detailed enough information for the quality optimization process, a more accurate characterization produced in the sen-
Figure 2.2: Relationships between sound event measures and sound quality evaluation.
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It should be noted that psychoacoustic measures like loudness or sharpness can in fact be derived directly from physical measurements. This shortcut is made possible by applying predictive models of these sensory characteristics to the recorded acoustic signals. Such models have been developed in the specific domain of loudness by e.g. Stevens (1961), Zwicker and Fastl (1990) and Moore et al. (1997) and an implementation of various psycho-acoustical algorithms can be found for instance in the PsySound3 software package of Cabrera et al. (2007). This approach illustrates an important topic of research concerned with the study of relationships between different sound characterizations. Combined measurements can be performed with the aim of building models to predict the measure(s) of one domain from the measure(s) of another domain. The possible mappings are illustrated in Figure 2.2 and many examples can be found in the literature for these different cases. For example in the context of loudspeaker sound quality, Toole (1986) studied the relationships between sensory domain can be considered. The application of this approach has been illustrated for example by Fastl (1997) with a noise quality optimization procedure based on the psychoacoustic (/sensory) measures of loudness, sharpness and fluctuation strength.
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listener preferences and physical measurements of loudspeakers; models to predict sensory attributes of spatial impression from acoustic (physical) measurements have been developed for auditory source width (Barron, 1971) and listener envelopment (Beranek, 1996); and Zacharov and Koivuniemi (2001b) developed a set of sensory attributes to describe spatial sound reproduction systems and created a predictive model of preference based on this sensory characterization.

2.2.4 A framework for perceived quality evaluation

The simplest form of quality optimization presented in the previous paragraph involving directly the physical domain are unfortunately rarely appropriate for systems producing relatively complex output, i.e., stimuli including several perceptual aspects (e.g. timbral and spatial aspects in 3D sound) or even multimodal aspects (e.g. audio-visual quality). In such cases, perceived quality can be approached from the affective domain through an overall evaluation of the perceived sensation (ITU-T P.800, 1996; ITU-R BS.1116-1, 1997; ITU-R BS.1534-1, 2003) but finding its direct relationship to instrumental measures is usually a difficult task. The evaluation of spatial enhancement algorithms for stereo music reproduction over headphones considered in this thesis illustrates a double challenge in that respect. Firstly, the characterization of stimuli in the physical domain is complicated in this case by the lack of instrumental metrics for spatial sound and secondly, defining the optimal quality of the enhancement in this type of audio application is not straightforward.

Following several listening experiments on stereo enhancement systems reported by Lorho et al. (2002), Lorho and Zacharov (2004) and Lorho (2005a) (see Chapter 3 for details), it became clear to the author that a quality evaluation based on a global measure of preference alone is not appropriate nor sufficient because of its lack of accuracy. To address these issues, a different approach was therefore adopted in which the sensory domain plays a central role in the definition and quantification of perceived quality. Considered on its own, the sensory characterization constitutes an objective description of the stimuli that relates better to the actual perception of listeners than common instrumental/physical characterizations. Furthermore, when the goal is to study relationships between different descriptions for complex perceptual problems, the use of a sensory characterization offers better perspectives to build accurate models in comparison to, e.g., a direct mapping between instrumental measures and overall affective measures. Preference mapping is an example of this type of approach combining two domains as described next.

Preference mapping belongs to the group of techniques to relate two independent sets of measurements made on the same objects. The objective of this combined analysis is usually to establish relationships between a set of affective judgments (e.g. preference or acceptability) and a set of characteristics (e.g. sensory or instrumental). Considering the example of a sensory profile produced by a panel of assessors and the preference judgments obtained from a large group of consumers for the same set of products, preference mapping can be employed to identify the most important sensory attributes driving preference while taking into account possible differences in judgment between consumers. This tool also offers different models to predict
the preference of new products based on existing sensory profiles and to identify the sensory characteristics of an ideal product for a given cluster of consumers.

Preference mapping techniques have been developed in the field of psychometry in the 1970s and have been widely used in sensory science (Greenhoff and MacFie, 1994; Schlich, 1995; McEwan, 1996). Carroll (1972) suggested the labels internal and external analysis, referring to distinct ways to handle the two data sets. While internal preference analysis is centered around consumer preferences, external preference mapping focuses on sensory information. In both cases, the primary data set is decomposed by multivariate analysis, e.g. principal component analysis (PCA), and the second data set is employed as a complementary source of information by means of regression analysis. The MDPREF method for internal analysis and the PREFMAP method for external analysis were originally developed by Chang and Carroll (1969) and Carroll (1972) respectively. Alternative methods have also been proposed later including the partial least square regression (PLS-R) introduced by Wold et al. (1983) which is a technique commonly applied to extract the sensory information that relates best to consumer preferences. More recently, new preference mapping techniques have been developed for sensory science applications by, e.g., Danzart et al. (2004) and Rivière et al. (2005).

Figure 2.3 illustrates how external preference mapping can be utilized in the process of quality assessment with the aim of developing an objective measure of perceived quality. Considering the model described in the previous paragraph (Figure 2.2), the aim is to measure and possibly optimize the perceived quality of the system under study based on a set of stimuli defined from the different external parameters of this system; this could be for example a stereo enhancement algorithm with different tuning parameters.

Two different characterizations need to be performed in this framework as illustrated in the upper part of Figure 2.3. The first characterization of the stimulus set is made in the affective domain. A global evaluation of likeness is considered in this example to identify subjects’ overall impression of the different stimuli (note that the selection of the question depends on the goal of the quality optimization process). However, this affective characterization alone brings usually limited actionable information to the iterative process of quality optimization unless a complex experimental design is employed for the study as, for example, a response surface methodology on the external parameters (Myers and Montgomery, 2002). Therefore, a second characterization of the same stimulus set is made in the sensory domain through the descriptive sensory profiling approach.

The two resulting characterizations are complementary and can be exploited in the next step of the process where perceived quality is modeled and optimized. The external preference mapping technique is employed to relate the descriptive sensory profiling data to the global likeness data derived from this stimulus set. Through this analysis technique, a mapping model can be built between these two data sets, the most important sensory attributes responsible for liking or disliking can be identified and one or several optimal liking regions can be predicted. An ‘optimal point’ represents a target for the quality optimization process and it can be specified in the affective domain as a point of optimal likeness but also in the sensory domain as a
target descriptive sensory profile, which is illustrated in the middle part of Figure 2.3.

Finally, recalling that quality was defined earlier in this section as a measure of the distance between the character of an entity and the character of a target, an objective measure of perceived quality can be derived by comparing the descriptive sensory profile of a (measured) stimulus to the descriptive sensory profile of the (predicted) target. It should be noted that this preference mapping framework can also be applied between the physical and affective domains, for example by replacing sensory attributes by acoustical measures on the left side of Figure 2.3.
2.3 Sensory analysis

Applying the preference mapping approach described above in the context of perceived quality optimization requires a careful consideration of all the stages in the process. This includes an appropriate selection of stimuli to cover the whole perceptual space under study but also the choice and application of a suitable methodology for both sensory and affective testing and finally the development of a valid predictive model from the two data sets gathered. As the application of sensory analysis to the perceived quality evaluation of sound reproduction is the main focus of the research effort described in this thesis, a more thorough presentation of this measurement technique is given next. The topic of assessor classification for sensory testing is addressed first. Then, an overview of sensory analysis techniques highlighting the commonalities and specificities of the different strategies found in this type of testing is provided. Finally, more details on descriptive sensory analysis methods using verbal elicitation are given and the application of this family of techniques to perceived sound quality evaluation in the context of this thesis is justified.

2.3.1 Assessors and panels for sensory testing

Sensory analysis was presented in the previous section as one of the two approaches to characterize stimuli by means of human sensors and was defined as a method to elicit objective responses to the properties of a stimulus, as perceived by the human senses. The author discussed the difference in goals between sensory and affective testing and highlighted the fact that objectivity is intended in the former case while subjectivity is taken into account in the latter case. The distinction between these two forms of testing has a significant influence on the type of subjects to be employed for the task. Scriven (2005) discusses the two stages of human response to stimuli as a primary response resulting from the descriptive process of recognizing and measuring the stimulus and a secondary response resulting from the affective process of forming a judgment about what is perceived, e.g. liking or acceptability judgements. Scriven (2005) argues that typically, naïve subjects are only conscious of the secondary response but will develop their awareness of the primary response through training. Lawless and Heyman (1998) make also this distinction between naïve and trained subjects and warn about matching test methods and respondents. It is usually viewed that obtaining affective measures such as liking, preference, or acceptance is best achieved with naïve subjects.

The topic of subject categorization has been addressed in a number of audio standards and recommendations including CCITT (1992); ITU-T P.800 (1996); ITU-R BS.1116-1 (1997); ITU-T P.831 (1998); ITU-T P.832 (2000). However, the terms ‘untrained’, ‘naïve’, ‘experienced’ and ‘expert’ to define subjects participating in audio testing do not appear to be employed very consistently in the literature. In comparison, the classification of test subjects developed in the field of food science reflects better the distinction between affective and sensory testing and has therefore been adopted in this thesis. The categorization of test subjects employed in sensory analysis and the processes applied to develop the sensory expertise of assessors have been formulated in the ISO standards 8586-1 (1993) and 8586-2 (1994). The proposed ter-
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<table>
<thead>
<tr>
<th>Assessor type</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessor</td>
<td>Any person taking part in a sensory test</td>
</tr>
<tr>
<td>Naïve assessor</td>
<td>A person who does not meet any particular criterion</td>
</tr>
<tr>
<td>Initiated assessor</td>
<td>A person who has already participated in a sensory test</td>
</tr>
<tr>
<td>Selected assessor</td>
<td>Assessor chosen for his/her ability to carry out a sensory test</td>
</tr>
<tr>
<td>Expert assessor</td>
<td>Selected assessor with a high degree of sensory sensitivity and experience in sensory methodology, who is able to make consistent and repeatable sensory assessments of various products</td>
</tr>
<tr>
<td>Specialized expert assessor</td>
<td>Expert assessor who has additional experience as a specialist in the product and/or process and/or marketing, and who is able to perform sensory analysis of the product and evaluate or predict effects of variations relating to raw materials, recipes, processing, storage, ageing, etc.</td>
</tr>
</tbody>
</table>

Table 2.1: Definition of assessor types employed in sensory analysis according to the ISO standards 8586-1 (1993) and 8586-2 (1994).

![Diagram of sensory assessor development stages](image)

Figure 2.4: Summary of the different stages in the development process of sensory assessors according to the ISO standards 8586-1 (1993) and 8586-2 (1994).

The terminology reproduced in Table 2.1 covers various types of assessors. The distinction made in this categorization system between the terms ‘naïve’, ‘selected’ and ‘expert’ highlights clearly the meaning of sensory expertise, that is, the ability to carry out a sensory test with skills (sensory acuity, reliability, etc.) validated through a formal screening and training process. These two standards outline also the stages in the development process of sensory assessors as summarized in Figure 2.4 and describe the
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procedures applied in food science applications to screen, train and monitor selected
assessors (ISO 8586-1, 1993) and (specialized) expert assessors (ISO 8586-2, 1994).

The importance of subject skills has also been acknowledged and studied in the
domain of audio perception by e.g. Bech (1992) and different procedures have been
proposed in the literature for listener pre-selection (Mattila and Zacharov, 2001; Isher-
wood et al., 2003; Wickelmaier and Choisel, 2005) and training of listeners for timbral
perception (Quesnel and Woszczcyk, 1994; Quesnel, 1996, 2002) or spatial perception
(Neher et al., 2002).

Coming back to the issue of objectivity in measurements made in the physical and
sensory domains, an additional specificity of sensory analysis should be highlighted.
While a single measuring instrument is usually employed in the physical domain (for
example one microphone), a measurement made in the sensory domain requires a
group of human subjects often referred to as a ‘sensory panel’. In this respect, the
measuring instrument of any sensory analysis method should be understood as the
group of individuals as a whole. A panel of assessor is employed for sensory testing
rather than just one person to take into account the fact that human subjects are
not equally sensitive to sensory stimuli. Individuals might also vary in their ability
to discriminate different perceptual aspects of the stimuli and can be subject to judg-
ment bias. Therefore, the use of a panel of assessor yields a more stable and reliable
description of the stimuli, which help ensuring an appropriate level of objectivity for
the intended sensory measurement. The drawback of this special type of measuring
instrument is that it requires additional efforts in terms of panel handling as will be
illustrated later in this thesis.

A last remark on sensory panels can be brought up to highlight an additional
distinction between sensory analysis techniques based on the intended goal. The
term ‘consumer panel’ is sometimes found in the literature (see for example Jack
and Piggott, 1991) implying that sensory testing is made on assessors that do not
fit the requirements of expertise described above. In such cases, no special care is
taken to screen or train subjects and testing can sometimes be performed outside
of the laboratory, e.g. in real home use conditions for food products. Similarly,
O’Mahony (1995) makes a distinction between two types of sensory evaluation. The
first type called ‘Analytical Sensory Testing’ emphasizes the reliability and sensitivity
of the measurement and employs therefore highly trained assessors, which can not
be considered as representative of consumers. The second type called ‘Measurement
of Consumer Perception’ employs assessors selected to be representative of a target
consumer group and who are usually given less training time. O’Mahony’s paper
describes also how different sensory analysis methods might fall into either the first or
the second category and similarly Lawless and Heyman (1998, page 16) considers that
“every sensory test falls somewhere along a continuum where reliability versus real-
life extrapolation are in a potential trade-off relationship”. This additional distinction

\footnote{Note that both of these panel types are employed for the purpose of sensory analysis. On this
matter, O’Mahony (1995) warns not to mix the two categories ‘Measurement of Consumer Perception’
and ‘Affective Testing’.}
between sensory methods illustrates a more contrasted but also a more realistic view of sensory testing methods and sensory panels. In practice, applications of sensory testing with panels of either experts or naïve subjects are found in the literature, the latter being sometimes of considerable size, e.g. 150 consumers in a perceptual free sorting study reported by Faye et al. (2004). It is therefore important when designing a perceptual experiment to define precisely the goal of the intended measurement and make the appropriate selection of both the sensory testing method and the associated panel of assessors.

2.3.2 An overview of sensory analysis methods

Figure 2.5 presents an overview of the sensory analysis methods commonly encountered in the field of sensory science. The main families and sub-families of sensory tests are illustrated in this classification and a non-exhaustive set of examples is provided for each of these groups of techniques. Sensory analysis methods can be loosely separated into two groups: discriminant methods and descriptive methods. The former group addresses the issue of measuring perceived differences between stimuli, whereas the latter group aims at the identification, description and quantification of the sensory attributes of stimuli by trained human subjects (Piggott et al., 1998).

Discrimination testing is usually applied to study small differences between stimuli, e.g. to measure the perceived degradation introduced by a high-quality audio compression algorithm. Discriminative tests include various methods such as the triangle test (ISO 4120, 2004) and the (binary) paired comparison (ISO 5495, 2005). These two examples illustrate respectively the global approach and the specific approach to difference testing. In the triangle test, assessors are presented with three stimuli, two of them being similar, and are asked to identify the stimulus the most different from the two others. Assessors are therefore not required to focus on a specific aspect of the stimuli. On the contrary, the aim of the paired comparison is to identify which of two stimuli has the most of a designated perceptual characteristic, e.g. loudness or source width in the field of audio. Statistical handling of data resulting from discrimination tests relies usually on Thurstonian modeling (Thurstone, 1927) and numerous applications to sensory evaluation have been described in the literature (see for example O’Mahony and Rousseau, 2003).

Descriptive analysis forms the second group of sensory methods. It can be seen as a more exploratory approach and is often described as the most sophisticated tool in sensory science (Lawless and Heyman, 1998). A large number of techniques have been specifically designed for this purpose, mainly in the domain of food science but also in other perceptual domains. Bech and Zacharov (2006) and Neher et al. (2006) reviewed these methods and their application to the field of audio. Different approaches to the problem of sensory attribute elicitation can be considered as illustrated in Figure 2.5. This includes a) the methods relying on a verbal description of perceived sensations, e.g. techniques employing a vocabulary development process with a group of assessors; b) the non-verbal elicitation methods, i.e. techniques based on body gestures and c) the methods working without direct sensation labeling.
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Figure 2.5: Overview of the sensory analysis methods commonly encountered in the field of sensory science illustrating the two principal families and their sub-families with some examples.
Techniques based on verbal elicitation form the largest group of descriptive analysis methods and have been developed and extensively utilized in the field of sensory science. Most of these methods are based on the same principle of sensory characterization using quantitative scales associated to verbal descriptors. However, two distinct routes exist for establishing the sensory descriptors as illustrated in Figure 2.5. On the one hand, **consensus vocabulary** (CV) methods use a panel of assessors to develop a common set of descriptors characterizing the sensory properties of the stimuli under investigation. Examples includes the Flavour Profile method (Cairncross and Sjöström, 1950), Quantitative Descriptive Analysis (Stone et al., 1974) and the Spectrum method (Meilgaard et al., 1991). On the other hand, **individual vocabulary** (IV) methods let each assessor develop his or her own set of sensory descriptors. Examples includes Free-choice profiling (Williams and Langron, 1984), the Repertory grid technique (Kelly, 1955) and Flash profile (Delarue and Sieffermann, 2004). More details about these two approaches to verbal elicitation will be given in the latter part of this section and in the next chapters.

Techniques based on non-verbal elicitation form a second group of descriptive analysis methods also aiming at a direct elicitation of perceived sensations but without using a formal set of verbal descriptors. This approach has been employed mainly in the field of audio research. Mason et al. (2001) reviewed the different forms of non-verbal elicitation and discussed their advantages and limitations for spatial sound perception. Several techniques based on body gestures have found interesting applications in this context, the rational being that verbal elicitation is not always appropriate to describe the complexity of an auditory space. For example, pointing techniques have been commonly used in sound localization experiments in which assessors are asked to indicate the direction of the auditory event they hear. Methods found in the literature include head movement (Chung et al., 2000), hand pointing with a tracked device (Gröhn et al., 2002), laser pointing (Choisel, 2003) or direction mapping through an external device (Riederer, 2005). Drawing techniques have also been exploited for more advanced elicitation experiments involving spatial sound reproduction systems. Martens (1999) employed this approach to evaluate the spatial extent, shape, and location of the auditory spatial image of different loudspeaker setups. Ford et al. (2002) developed a graphical assessment language (GAL) for automotive multichannel sound system evaluation including the two important spatial attributes of ‘image skew’ and ‘ensemble width’. Usher and Wosczcyk (2003) employed a similar approach to study listeners perception of different loudspeaker configurations.

Techniques based on indirect elicitation form the third group of descriptive sensory analysis methods illustrated in Figure 2.5. The test methods included in this group differ notably from the two approaches already discussed in the sense that they do not require the subjects to elicit directly the perceived sensory characteristics of the stimuli.

Multidimensional scaling (MDS, Carroll, 1972) is an example of indirect elicitation method commonly found in sensory analysis. Applications in the field of audio include e.g. Miller and Carterette (1975), McAdams et al. (1995) and Choisel and Wickelmaier (2005). In this technique, only perceived similarities or dissimilarities
between stimuli are collected from the assessors. A distance matrix is created from the gradings obtained for a combination of stimulus pairs and a spatial map of the perceived differences between the stimuli can be built using different analysis models such as classical MDS or weighted MDS (Popper and Heymann, 1996). It should be mentioned however that distance matrices alone do not offer a way to interpret directly the perceptual dimensions associated with the spatial map because no labeling of the sensation is asked from the subjects.

Free sorting is an alternative indirect elicitation approach based on a similar principle of perceived similarity evaluation. This method requires assessors to create groups containing stimuli that are perceived as similar according to their own criteria but in addition, assessors can be asked after the sorting task to describe each group of stimuli with verbal descriptors. This a posteriori labeling facilitates the interpretation of perceptual dimensions at the analysis step. Recent applications of this technique can be found for example in the studies of Faye et al. (2004) and Cartier et al. (2006) or in the Interpretation-based Quality (IBQ) approach developed by Nyman et al. (2006). A similar sorting approach referred to as projective mapping has also been used by e.g. Risvik et al. (1994) and Perrin et al. (2008) in which subjects translate their perception of stimulus differences directly into distances in a two-dimensional space, for example using a sheet of paper. All these perceptual grouping techniques seem to be well adapted to produce a coarse perceptual map that can be interpreted semantically when a verbal description task complements the indirect elicitation.

Perceptual Structure Analysis (PSA) is another example of indirect elicitation technique recently introduced in the field of audio by Choisel and Wickelmaier (2005) and Wickelmaier and Ellermeier (2007). This approach inspired from Heller’s theory of semantic structures (Heller, 2000) is based on the idea of separating the processes of identification and labeling of perceived characteristics. In practice, subjects are presented with three stimuli and are simply asked to indicate if the first two stimuli share a common ‘feature’ with the third stimulus or not. Upon careful verification that subjects use consistently the features they perceived in the stimulus set, a representation of the individual perceptual structure can be derived indirectly. PSA has been successfully applied by Choisel and Wickelmaier (2007) to develop a set of auditory attributes describing the perception of multichannel sound reproduction.

**Definition of the terms ‘attribute’, ‘descriptor’ and ‘dimension’**

The terminology found in the literature to describe aspects relating to perception include many terms such as ‘attribute’, ‘feature’, ‘sensory concept’ or ‘construct’, ‘sensory descriptor’, perceptual ‘dimension’ or ‘component’, etc. The classification of sensory analysis methods presented above illustrates the wide range of approaches available to elicit sensory responses from human subjects and it also highlights some major differences between these techniques in terms of expected outcome. Based on this review, the author proposes to group the terms commonly encountered in the field of sensory science in three classes which are defined next. The usage of this terminology in the present thesis is also clarified below.

The term ‘attribute’ is commonly found in the context of sensory analysis and
is usually employed to describe a perceptible characteristic of an object. This term focuses more on the mental representation of a perceived entity than on the label associated with the perceived sensation. The term ‘(auditory) feature’ found in the Perceptual Structure Analysis method carries a similar meaning\(^5\) and the fact that this indirect elicitation method makes a clear separation between the processes of identification and labeling of perceived characteristics illustrates well the idea that attributes can be conceived without a descriptive word association. Two other terms encountered in the field of sensory science relate closely to the formation of conceptual entities, namely the term ‘sensory concept’ as defined by e.g. O’Mahony (1991) to be discussed in Chapter 4, and the term ‘(personal) construct’ as defined by e.g. Kelly (1955) to be discussed in Chapter 7.

The term ‘descriptor’ relates also to a perceived characteristic of an object but with a tight association to the label given to this sensation. A ‘sensory descriptor’ is mainly employed in verbal descriptive analysis and is usually specified with a clear definition. Giboreau et al. (2007) highlighted the importance of defining accurately descriptors in consensus descriptive analysis and they proposed guidelines to improve the structure and content of definitions. A set of sensory descriptors elicited by a panel of assessors for a given set of stimuli forms a (descriptive) ‘vocabulary’. The terms ‘glossary’, ‘lexicon’ and ‘language’ are also encountered in the literature with a similar meaning. Note however that the latter term refers formally to a system comprising of both the symbols and rules for symbol manipulation, which might be argued to go beyond the scope of just a group of verbal descriptors. Finally, it should be mentioned that the terms ‘attribute’ and ‘descriptor’ are often used without a clear distinction in the context of verbal descriptive analysis. This is mainly due to the fact that a sensory concept is always tightly associated to a label and a verbal description in this type of sensory analysis.

The term ‘dimension’ is usually employed to describe the underlying structure of a given stimulus set. Unlike an attribute or a descriptor which can be both considered as a measurable perceived characteristic, a dimension is not a direct observable\(^6\). A multivariate analysis technique has to be applied to extract these dimensions also called ‘(principal) components’ or ‘factors’, each of them being expressed as, or approximated by, a linear combination of manifest variables. The resulting perceptual dimensions can be interpreted from the manifest variables, which is a process known as reification. It should be highlighted however that these dimensions only reflect the statistical variation in the multivariate data describing the set of stimuli under study.

The term ‘perceptual dimension’ can convey this meaning but it is also employed to describe an essential characteristic of a representative set of stimuli identified and interpreted from one or several experiments. It appears that the statistical restrictions of the above definition of ‘dimension’ are not always valid in this broader context. Therefore, to make a clearer distinction between these two meanings, the author will employ

---

\(^5\)The term ‘attribute’ can also be found in Heller’s theory of semantic structures (Heller, 2000).

\(^6\)These two different types of data are usually referred to as a ‘manifest’ and ‘latent’ variables respectively.
the term ‘perceptual direction’ (in a latent space defined by several dimensions) to
describe more loosely a sensory pattern identified in one or several multivariate data
analyses and associated to a group of co-varying manifest variables or even a single
variable.

These three generic terms will be encountered within the present thesis in which two
descriptive analysis experiments using a verbal elicitation approach will be reported.
The two terms ‘sensory attribute’ and ‘sensory descriptor’ will be used in the context
of the CV of headphone sound reproduction presented in Chapters 4 and 5 but the
term ‘dimension’ will also appear whenever multivariate analysis methods are applied
to a given set of stimuli. The second experiment to be reported in Chapter 9 employed
an IV approach and produced sensory attributes and descriptors which are less well
defined at a panel level than in the case of a CV as will be discussed in Chapters 7
and 9. For this reason, the concept of latent space and dimension is essential in this
type of experiment and will be largely exploited. The analysis of individual vocabulary
profiling data will also make use of the concept of ‘perceptual direction’ for the purpose
of result interpretation.

2.3.3 Descriptive sensory analysis using verbal elicitation

Selection of a verbal elicitation approach

The overview of sensory analysis presented above illustrates the abundance of tech-
niques available for this type of measurement. The selection of an appropriate tech-
nique is not always an easy task in practice and it can sometimes be a topic of debate
amongst sensory scientists. However, beyond preferences for a certain class of meth-
ods or familiarity with a given sensory analysis technique, rational justifications for
methodological choices are always desired considering especially the large effort gen-
erally invested in the implementation of such sensory testing methods.

The perceptual study reported in this thesis relates to headphone sound perception
and includes both an exploratory and an application-specific investigation. One aim
of this work was to study the perception of sound reproduced over headphones in
a broad sense while the other aim was to evaluate the perceived quality of a given
set of stereo enhancement systems for headphone reproduction. The use of a ver-
bal elicitation approach for this study was inspired by the two consensus vocabulary
profiling experiments (Mattila, 2001b; Zacharov and Koivuniemi, 2001b) performed
earlier at the Nokia Research Center by the author’s colleagues. These research works
illustrated that verbalization was an appropriate approach to elicit and communicate
perceived impressions despite the complexity of the sound stimulus sets investigated
in these two studies. Verbal descriptive analysis has also the advantage of being well
documented in the literature with at least three text books covering thoroughly the
topic (Meilgaard et al., 1991; Stone and Sidel, 1993; Lawless and Heyman, 1998) and
several standard recommendations in the field of food science (ISO 11035, 1994; ISO
13299, 2003; Majou et al., 2001). In addition, sensory analysis using verbal elicitation
includes a wide range of applications to food products and non-food products (e.g.
image quality, tactile aspects, thermal comfort, etc.) reported in the literature, which offered an excellent source of guidance for the present study despite the difference in stimulus modality.

Some new experimentations with the class of non-verbal elicitation techniques were initiated in the field of audio during the process of the experimental work reported in this thesis (2003-2004), especially in the direction of drawing techniques (GAL) for spatial sound evaluation (Ford et al., 2002). In the context of the present study however, both spatial and timbral aspects were considered important and drawing techniques designed to study mainly spatial characteristics of reproduced sound would therefore not be optimal. On this matter, it can be noted that most of the verbal elicitation techniques listed in the previous section do not make assumptions on the sensory aspects covered in the descriptive analysis but aim rather at an exploration of all the sensory aspects perceived in the stimulus set.

On the side of indirect elicitation methods, alternative techniques were also available. MDS has been commonly used in the field of audio perception but its application would have been problematic in this study because the direct collection of dissimilarities on \( n \) products requires the comparison of \( n(n-1)/2 \) pairs, which would yield a too large test design for the 50 stimuli included in first phase of this study (see chapter 5). Free sorting methods were less familiar to the author at this early stage of the research and were therefore not considered due to the (apparent) complexity of collecting both dissimilarity and descriptive data. However, in light of the recent publications (e.g. Faye et al. (2004) and the other references mentioned earlier), the potential of this approach should be acknowledged. Finally, it can be noted that the alternative approach of PSA as an indirect elicitation method was not developed yet during the present work.

As the two experiments described in this thesis employed a verbal elicitation approach, an overview of this type of descriptive sensory analysis is presented in the remaining part of this section to highlight its principle and the differences existing between the IV and CV development processes.

Considerations on the verbal elicitation process

Psychology is certainly the research field to survey when attempting to trace back the origins of current verbal descriptive analysis practices. The introspective structuralism for example might be considered as a precursor of modern verbal elicitation techniques. The idea of this psychological methodology developed during the 19\(^{th}\) century by Edward Bradford Titchener was to ask trained subjects to decompose their conscious experience into its fundamental elements by an analytical introspection. Through this type of introspective verbalization, it was possible to uncover elements of conscious experience such as sensations or feelings and to investigate the relationships between these elements. Current verbal elicitation techniques shares also some ideas with two more recent methodologies introduced during the 1950’s in the field of psychology, namely the semantic differential developed by Osgood (1952, 1967) and the Repertory Grid developed by Kelly (1955).
The semantic differential was introduced by Osgood (1952) as a general method to measure meaning and can be described as a combination of controlled association and scaling procedures. In practice, a concept\(^7\) and a set of bipolar adjectival scales are presented to a person. For each item (pairing of a concept with a scale) the task of the subject is to indicate the direction of his association and its intensity on a seven-step scale. Osgood’s assumption was that linguistic encoding of meanings (abstractions) requires a carefully devised sample of alternative verbal descriptions that should be representative of the major way the stimuli and their associated meanings can vary.

Kelly’s Personal Construct Theory (1955) is based on the idea that the construction system used by a person to perceive, understand, predict and control the surrounding world is composed of a finite number of dichotomous constructs. Kelly developed a technique originally referred to as the ‘role construct repertory test’ to explore such constructs, with a specific application to the measurement of personality in the field of psychology. This approach encourages introspection in a structured way by requiring subjects to define their own constructs by indicating in which way two out of three elements (usually persons in this psychology context) are similar to each other and different from a third one.

Despite the differences in both the underlying theory and the objects of investigation, it is easy to recognize elements of these psychological methodologies in current verbal descriptive analysis methods, namely the use of introspective verbalization, the analytical decomposition of mental experiences, the creation of verbal descriptors and the use of quantitative scales. One interesting aspect to note based on this brief historical background concerns the apparent assumptions made in descriptive sensory techniques. For example, there seems to be little theoretical justifications of the assumption that (trained) subjects can break down their perception into its constituent elements and can give a meaningful verbal description of these perceptual components. On this topic, the choice of a psychophysical model assuming that a subject can attend independently to perceptually separable features has been questioned for complex stimuli such as odors by e.g. Lawless (1999). Nevertheless, the validity of this approach is usually accepted empirically considering the successful applications in research and development over few decades for very diverse types of stimuli involving different sensory modalities. Another validity issue discussed in the literature relates to the ability or the inability of language to describe perception (see e.g. Samoylenko et al. (1996) for a review), the latter being sometimes a justification for the use of non-verbal sensory analysis techniques. It should be noted however that the issues relating to this topic have been discussed in depth by Civile and Lawless (1986) who outlined useful principles for a precise and reliable use of words to describe perception and who highlighted also the benefits of verbal elicitation.

To further illustrate the concept of verbal descriptive analysis, it is useful at this point to elaborate a bit on the processes experienced by a sensory assessor during

---
\(^7\)Osgood uses the term ‘concept’ in a general sense to refer to the ‘stimulus’ to which a subject responds. For example, the meaning of abstract stimuli such as words can be investigated, as reported in Osgood (1967).
Figure 2.6: Schematic representation of the processes experienced by a sensory assessor during a verbal descriptive analysis experiment.

his/her assignment. The stimuli considered in this type of experiment are usually of complex nature, meaning that they cover multiple perceptual aspects possibly from several modalities and the task of the assessor is to identify, describe and quantify the sensory attributes of these stimuli. Figure 2.6\(^8\) shows a simple representation of the processes experienced by an assessor during a verbal descriptive analysis experiment. This model includes two separate blocks corresponding respectively to the perceptual and cognitive processes involved in this task. When a stimulus is presented to the sensory assessor, a physical information (e.g. in the acoustic form) is transferred to the sensory domain through a series of complex perceptual processes, which results in the formation of a (complete) sensory event in the mind of the assessor. Then, a series of cognitive steps is required for the subsequent conversion of this sensory event into a quantitative description of its perceptual elements by the assessor. Different groups of cognitive processes can take place at different steps of a descriptive sensory experiment. For example, the identification and verbal description of the perceived attributes at the early stage of the experiment or the attendance to and the scaling of a given attribute at the final stage of the experiment. It is important to note in the diagram presented in Figure 2.6 that causal relationships between the perceptual and cognitive processes are not clearly stated because their interactions are not fully understood, as described for example by Blauert (1997) for the auditory domain. Similarly, the two sets of boxes included in the group of cognitive processes are drawn with dashed lines to illustrate the fact that these processes can not be considered strictly in isolation.

**Consensus versus individual elicitation**

The above description of the processes experienced by an assessor during a verbal descriptive analysis focused on a single sensory assessor but the fact that a panel of assessors is employed in sensory analysis rather than just one person has some impact

---

\(^8\)A related description of a subject in an auditory experiment has been presented by Blauert (1997) and Mason *et al.* (2001).
on the application of this model. The way the sensory panel works in the two types of vocabulary development procedures earlier referred to as CV and IV methods (Section 2.3.2) differs considerably in terms of elicitation process and this can be reflected in the basic model presented in Figure 2.6 as follows.

In the case of IV methods, no external constraint is imposed during the elicitation process and assessors are free to identify, describe and use the sensory attributes as fits best their own perception. The model of a single assessor presented in Figure 2.6 applies therefore directly to this scenario. The situation is very different in the case of CV methods as the panel of assessors is required to agree on the meaning of the sensory attributes under consideration. The interaction between the assessors during the elicitation imposes large constraints on each individual. This aspect specific to CV methods can be represented in the diagram shown in Figure 2.6 as an additional external input in the form of verbal information, which modifies significantly the cognitive processes taking place in each assessor.

These fundamental differences between the two approaches have a large impact on the implementation of the associated sensory experiments and they also influence the analysis and interpretation of results by the experimenter as will be developed further in this thesis. A more thorough presentation of the IV and CV methods is left to Chapters 4 and 7 respectively and a detailed comparison of these two approaches is presented in Chapter 10.

2.4 Summary

This chapter introduced the topic of perceived audio quality with a discussion on concepts relating to quality. A definition of the term ‘Quality’ was proposed as a measure of the distance between the character of an entity and the character of a target. A framework for an objective evaluation of perceived quality was also presented based on the principle of preference mapping. In the second part of this chapter, an overview of sensory analysis was provided covering three aspects. Firstly, a clarification on the categorization of sensory assessors and sensory panels was provided. Secondly, a classification of descriptive sensory analysis techniques was proposed in which the specificities of three large families of methods were highlighted with a list of important examples from the literature. Thirdly, the sub-family of verbal descriptive sensory analysis techniques was reviewed and some important differences between the two approaches for verbal elicitation referred to as CV and IV development were highlighted.
Chapter 3

Reproduction and Perception of Spatial Sound Over Headphones

3.1 Introduction

Spatial sound is usually associated to multichannel loudspeaker systems but headphones are also employed for such applications. In this chapter, an overview of the techniques commonly applied for spatial sound recording/reproduction is provided and their related perceptual aspects are discussed. A literature review of spatial sound studies is presented and the topic of headphone sound reproduction and perception is addressed. Finally, a set of experiments on spatial enhancement techniques for headphone reproduction is briefly reported as an introduction to the perceptual studies relating to the same audio application to be presented in the following chapters.

3.2 Spatial sound reproduction

3.2.1 Spatial sound recording/reproduction techniques

The basic idea of spatial sound recording and reproduction can be loosely interpreted as the coupled problem of capturing a real acoustic scene, e.g. a musical performance at a concert hall venue, and recreating it virtually in an other space. An intuitive goal for this recording/reproduction process might be defined as a transparent reproduction of the original sound characteristics and this idea seems to be supported by the common use of concepts relating to fidelity, authenticity or naturalness in the literature on reproduced sound. Spatial characteristics play an important role in this process and can be affected by many technical factors both at the recording side and the reproduction side of the chain. In practice, the recording/reproduction process can include one, two or more than two channels depending on the technique considered.

The one-channel case offers a limited potential in terms of spatial characteristics in comparison to the 2-channel and multichannel approaches although monophonic audio signals do provide some level of spatial cues, such as a sense of distance and depth. Sound recording/reproduction techniques using two channels evolved throughout the
1900s and they include mainly two-channel stereophony and binaural stereophony\(^1\). The development of multichannel stereophony\(^2\) started in the 1950’s for cinema sound and followed with home cinema applications as early as the 1970’s. To highlight the historical evolution of surround technology, a differentiation can be made between the older analogue matrix encoded formats and the more recent digital discrete multichannel formats. A short presentation of these different approaches to sound recording/reproduction is presented next (for a more complete review on this topic, see e.g. Rumsey, 2001).

The concept of stereophonic transmission first appeared in 1881 with the creation, patenting and demonstration of the Theatrophone by Clément Ader at the International Electrical Exhibition in Paris (Du Moncel, 1887). This system comprised a number of microphones, the signals of which were transmitted to remote sites employing two telephone lines. Reproduction occurred via two telephone earpieces, one placed on each ear, and was perhaps the first demonstration of the stereo headphone concept. Stereophony evolved throughout the 1930’s with Bell Telephone Labs research on music transmission using multichannel systems, i.e., two or three microphones and loudspeakers (Snow, 1934). During the same period, binaural stereo\(^3\) was patented by Blumlein with the development of the binaural microphone and associated recording techniques, as reported in the patent 394,325 (Blumlein, 1931). The commercial adoption of two-channel stereophony occurred in the 1950’s and this format is still predominant in mainstream consumer audio applications. Current two-channel stereo techniques include different types of transducer setups at the recording side with, e.g. coincident, near-coincident or spaced microphone pairs, but they all rely on one optimum configuration at the reproduction side which comprises two loudspeakers positioned in front of the listener with a separation of \(\pm 30^\circ\).

Binaural audio is a radically different concept for two-channel recording and reproduction that also appeared in the 1930’s with the use of a dummy-head for acoustic measurements (Snow, 1934) and for sound reproduction (Fletcher, 1934). The idea of this technique is to record a real acoustic scene directly at the ears of a listener or a simulated version of a human subject, i.e., a dummy-head. In principle, the subsequent reproduction of these signals at the recording position produces an acoustic experience identical or very similar to the original acoustic scene with its associated spatial sound characteristics (for a recent overview of binaural technology, see Hammershøi and Møller, 2005). The binaural technique was initially designed for headphone replay, which is a natural way to deliver the original signals independently to each ear. However, the reproduction of binaural signals over a two-loudspeaker setup is also possible using the principle of crosstalk canceling formulated by Atal and Schroeder.

\(^1\)‘Stereophony’ is employed here as a generic term for all sound transmission methods using two or more channels (Steinke, 1996) and the term ‘stereo’ is used in this thesis to denote the specific case of two-channel stereophony.

\(^2\)The term ‘surround sound’ is also employed for this type of recording/reproduction techniques. Steinke (1996) characterized surround sound reproduction as the addition of a diffuse ambience or effects at the back to the more directly localizable frontal sound sources.

\(^3\)In this reference, the concept of binaural technology referred to the pickup, transmission or reproduction of two signals. The modern understanding of the term ‘binaural’ goes beyond this early interpretation.
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The binaural technique provides good spatial realism over headphones but it suffers from several practical limitations such as a listener dependent performance due to the individual nature of Head-Related Transfer Functions (HRTFs) and a limited compatibility between headphone and loudspeaker replay. Static binaural reproduction poses an additional problem relating to head movements of listeners. These movements produce an associated rotation of the entire audio scene in a headphone replay scenario or a collapse of the binaural effect in a loudspeaker replay scenario. However, dynamic head-tracking solutions have been developed to address this issue in more recent applications of binaural technology as illustrated for example with the binaural room scanning technique reported by Mackensen *et al.* (1999) and Pellegrini (2001).

Multichannel (or surround) sound systems comprise more than two channels and allow therefore the exploitation of a third dimension for the recreation of spatial sound characteristics. The addition of surround channels to the front channels has been historically associated with matrixing techniques such as Dolby Surround and ProLogic designed to emulate cinema sound in consumer applications. Introduced in the 1980’s, these two systems work by encoding the center channel and surround channel of the 4-channel Dolby Stereo system into its left and right channels. This approach solved the issue of multichannel storage and delivery while maintaining a downward compatibility with the two-channel reproduction format.

The more recent deployment of discrete multichannel sound formats in the consumer market for audio and audio-visual applications has been favored by the widespread acceptance of the so-called ‘5.1 surround’ system. This loudspeaker configuration is intended for the reproduction of six discrete audio channels comprising five full-bandwidth loudspeakers for the frontal and surround channels and a subwoofer for the low frequency enhancement (LFE) channel. The ITU-R Recommendation BS.775-1 (1994) suggests a loudspeaker positioning of $\pm 0^\circ$, $\pm 30^\circ$ and approximately $\pm 110^\circ$ around the listener for the 5-channel configuration. Note that other multichannel configurations such as the 7.1 and the 10.2 systems have also been proposed based on the idea of adding loudspeakers to the standard 5.1 arrangement as described by e.g. Rumsey (2001).

Multichannel recording/reproduction techniques do not always associate strictly one microphone to a loudspeaker, instead they can use combinations of signals to reconstruct the characteristics of the original sound scene, as found for example in the Ambisonic system developed by Gerzon (1973, 1974). In this approach, signals are recorded with a tetrahedral arrangement of four microphones and are sufficient to recreate a sound field with various loudspeaker configurations. Yet another approach that has found a lot of interest in recent literature is the multichannel sound concept known as wave field synthesis (WFS). This technique developed at the University of Delft (Berkhout *et al.*, 1993; Boone *et al.*, 1995) is based on the principle of reconstructing the original sound field around a listener using an array of loudspeakers. In

---

4The term ‘static’ is employed here to indicate the absence of ‘dynamic’ cues occurring in natural listening conditions through head movements.

5The term ‘3/2 stereophony’ is often used in audio standards for this configuration.
practice, a WFS system can produce very convincing sound source imaging over a wide listening area but it requires a large number of loudspeakers.

### 3.2.2 The source-medium-receiver model

The analogy of a ‘source-medium-receiver’ model is exploited now to illustrate different scenarios of spatial sound reproduction encountered in practice. The model considered here is purely acoustical\(^6\) and is defined by the three following components:

- **Source**: An acoustic object at a given location, for example the sound emitted by a person, a musical instrument or any vibratory object, or a group of such objects at different locations. Acoustic objects can be natural or synthetic and their acoustic properties usually give them specific spatial sound characteristics, e.g. the source directivity of a human talker in free-field.

- **Medium**: The acoustic environment in which the sound source propagates. The acoustic waves emitted by the source can be reflected, diffracted and absorbed to an extent that depends on the environment and this results in very different spatial sound characteristics. Examples of acoustic spaces include free spaces such as an anechoic chamber and enclosed spaces such as a listening room, a concert hall or a reverberant chamber.

- **Receiver**: The physical point(s) or object at which the acoustic event resulting from the source-medium interaction is captured. This can be a single omnidirectional pressure microphone but a more accurate representation of the spatial properties of the acoustic event can be obtained with directional microphones and microphone arrays (see e.g. Peltonen et al., 2001). The receiver can also be a real listener or any physical object affecting the acoustic waves by its presence, e.g. a artificial head as often employed in the binaural recording technique. In most cases, the spatial sound characteristics associated with this receiver are largely affected by its location and orientation.

The physical sound field resulting from this 3-step process can be either perceived directly by the listener acting as a receiver or be recorded and stored for future reproduction. Considering this latter case, it should be noted that the purely acoustic source-medium-receiver model presented above applies similarly to a sound reproduction situation, e.g. a multichannel speaker setup in a listening room. The elements associated to the model include in this case a set of audio sources (loudspeakers), an acoustic environment (listening space) and a listener. This basic model can therefore be combined to illustrate the different scenarios of spatial sound recording and reproduction, as described next.

---

\(^6\)Begault (1994) employed a similar approach to describe spatial hearing and included in his source-medium-receiver model the hearing system from the ear to the final stages of perception by the brain. The latter perceptual component is not considered in the present model.
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3.2.3 Sound (re-)production scenarios

Primary acoustic event

Figure 3.1(a) illustrates a straightforward application of the source-medium-receiver model in which a musical performance is attended by a listener at a concert hall venue. The source in this case can involve a large number of sound events, for example several soloists and an orchestra, which creates a complex set of spatial sound characteristics. In addition, the medium has a major influence on this sound events as illustrated by the research published in the domain of concert hall acoustics (Kuttruff, 1976; Beranek, 1996). Finally, the position of the receiver, for example a listener, has also an impact on the resulting sound field (Hawkes and Douglas, 1971).

Loudspeaker reproduction of a recorded acoustic event

The reproduction of a recorded acoustic event over a loudspeaker setup introduces a secondary acoustic event in the sense that two paths of the source-medium-receiver model are needed as illustrated in Figure 3.1(b). The first path corresponds to the recording side of the chain and is similar to the scenario described above except that the receiver is now the microphone system employed for the recording of this acoustic event. The second path corresponds to the reproduction side of the chain and includes a loudspeaker setup as a source, a second acoustic space as a medium and a listener as a receiver at the end of the chain. The complexity introduced by this double acoustic path compromises obviously the accuracy of the reproduced spatial sound characteristics and specific recording or reproduction techniques or recording/reproduction combinations might affect the process in specific ways.

If the goal in this type of scenario is to reproduce as transparently as possible the real acoustic event, the three following blocks in Figure 3.1(b) need to be controlled: the microphone system (receiver – path 1), the loudspeaker system (source – path 2) and the listening space (medium – path 2). The evaluation of recording/reproduction techniques and their optimization towards this goal represent an important research topic of audio engineering. For example, the relevant factors to consider in sound recording and the possibilities and limits of the 5.1 audio format have been reviewed by Theile (2001). The study of the impact of listening spaces on reproduced sound has also been extensively studied (Toole, 1990; Bech, 1994) and reference listening rooms have been defined in audio standards (IEC 60268-13, 1998; EBU 3276, 1998; ITU-R BS.1116-1, 1997; EBU 3276-1, 1999) to control this factor of the chain.

Headphone reproduction of a recorded acoustic event

Reproducing an acoustic event over a pair of headphones can be viewed as a variation of the loudspeaker reproduction scenario, as illustrated in Figure 3.1(c). The major difference concerns the reproduction side for which it is not possible to separate the three components of the source-medium-receiver model. The source is physically linked to the receiver and the headphone system placed at the ears of the listener acts as a medium. On the one hand, the reproduction of spatial characteristics is simplified by the absence of spatial interaction with the surrounding space but on the other
Figure 3.1: Four examples of spatial sound reproduction scenarios.
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On the one hand the source-medium-receiver combination implies very different physical, acoustical and subsequently psycho-acoustical characteristics for this type of reproduction. While headphones are optimal for the reproduction of binaural audio recordings as noted above, they are however in principle not suited for the replay of acoustic events recorded with conventional stereo techniques due to the inappropriate interaural time differences between stereo signals delivered at each ear (Toole, 1984). Bauer (1961) already considered this compatibility issue with stereophonic sound reproduction over headphones in the 1960’s and proposed a conversion method based upon the introduction of interaural-time and -level differences between the left and right signals. Related approaches such as the stereo widening network of Kirkeby (2002) have also been developed more recently but the replay of ‘unprocessed’ stereo content over headphones remains prevalent in mainstream audio applications.

The transparent reproduction of a real acoustic event over headphones is usually compromised by the incorrect acoustic image localization occurring in this special listening scenario. However, research efforts have been made to define the timbral characteristics of headphones that would produce a ‘natural’ listening experience. The IEC 60268-7 (1996) and ITU-T P.57 (2002) standards define the two following types of reference fields that high-fidelity headphones can replicate: free-field (FF) and diffuse-field (DF). The FF equalization aims to replicate the ear signals produced by a loudspeaker directly in front of the listener. In practice, a procedure of loudness matching to a free-field loudspeaker source can be applied to determine the frequency response correction needed to obtain a FF equalized headphone. The DF equalization uses for reference a sound field in which the angles of sound incidence are equally distributed over the sphere around the listener. The association model proposed by Theile (1986) supports the idea that a DF equalization is better suited than a FF equalization due to the fact that spectral distortions contained in the free-field curve are perceived as an unnatural coloring of the acoustic image when the correct localization does not occur, which is usually the case in headphone listening. It should be noted finally that the topic of headphone equalization is also relevant to binaural sound reproduction and has been investigated for example by Larcher et al. (1998).

Headphone-based virtual loudspeaker reproduction of a recorded acoustic event

The generation of a tertiary acoustic event, that is, a scenario requiring three paths of the source-medium-receiver model as illustrated in Figure 3.1(d), can also be conceived in some sound rendering applications. For example, the technique of ‘virtual 5.1-channel’ reproduction over headphones included in the investigation reported later in this thesis belongs to this category. The aim of this type of digital signal processing algorithms is to reproduce faithfully the spatial characteristics of audio material available in the 5.1 format with a pair of stereo headphones7.

An approach commonly adopted consists in recreating a 5-channel loudspeaker

7Note that in addition to headphone reproduction, the concept of virtual 5.1 can be applied to stereo loudspeaker setups (see Zacharov and Huopaniemi (1999) for a subjective evaluation of such systems) and to wave field synthesis array systems (Boone et al., 1999; Theile et al., 2003).
setup virtually over headphones using the binaural processing technique. In practice, a set of binaural room impulse responses (BRIR) has to be measured with a dummy-head recording system for each loudspeaker of the 5-channel setup in a reference listening room. These digital filters can be convolved at a later stage with any 5-channel material for the synthesis of virtual speakers and the resulting binaural signals are combined for the subsequent replay over headphones. To decompose this full recording/reproduction chain, it appears that three paths of the source-medium-receiver model are needed, as illustrated in Figure 3.1(d). The first path concerns the recording side of the chain and follows the idea of the previous scenarios. The second path corresponds to the virtual reproduction of the multichannel loudspeaker system and is similar to the loudspeaker scenario (Figure 3.1(b)) except that an artificial head is employed as a receiver in this case. Finally, the third path concerns the headphone reproduction side which can also be described with the source-medium-receiver model as discussed above (Figure 3.1(c)).

The reproduction transparency in this scenario is compromised by the added level of complexity introduced by the combined requirements set on the loudspeaker and headphone paths. However, the practical limitations inherent to static headphone replay can be solved by incorporating in the second path a dynamical adaptation of the virtual loudspeaker rendering accounting for listeners head movements as found in the binaural room scanning technique (Mackensen et al., 1999) using a head-tracking system. One of the advantages of introducing a virtual loudspeaker path in the chain is to decouple the recording path from the headphone replay path, which adds flexibility to this multi-stage audio rendering technique.

3.3 Spatial sound perception

3.3.1 Comparison of the sound reproduction scenarios in perceptual terms

The scenarios presented in the previous section give an illustration of the variety of acoustic paths that can be taken to reconstruct the original acoustic event. The listener will ultimately form an auditory sensation from the physical sound field (s)he experiences and it is therefore important to appreciate the level of complexity of these different scenarios in perceptual terms.

While the first scenario involving a primary acoustic event (Figure 3.1(a)) is characterized perceptually by a complete dynamic auditory experience, the three sound reproduction scenarios are only able to recreate this acoustic event to some extent with their specific perceptual limitations. The loudspeaker scenario (Figure 3.1(b)) can simulate some spatial aspects such as the distance and depth of sound events but the stability of the perceived sound image appears to be sensitive to listener position and is restricted in terms of dynamic cues especially in the case of a stereophonic loudspeaker system. The (static) headphone scenario (Figure 3.1(c)) can provide a convincing three-dimensional sound experience when appropriate binaural recordings are employed but in the more common case of stereo sound reproduction, frontal
sound imaging is seriously compromised due to limitations in localization specific to headphone sound perception to be discussed in the next section. The last scenario described above (Figure 3.1(d)) addresses the sound localization issues of the stereo headphone replay by incorporating a binaural component in the second path of the acoustic chain. However, the lack of dynamic information still prevents an accurate frontal localization of the sound image. Thus, only the more complex version of the virtual loudspeaker reproduction scenario using dynamic head-tracking can solve most of the problems specific to headphone sound reproduction, but it should be noted that the performance of this audio rendering technique is then equivalent to an optimal loudspeaker reproduction scenario, which means that it is still dependent on the perceptual limitations introduced by the initial recording step (path 1 of this scenario).

This brief analysis highlighted some essential perceptual differences between the three selected scenarios and illustrated the difficulty to achieve a faithful perceptual reconstruction of the original acoustic event with the techniques commonly applied for spatial sound recording/reproduction. A detailed perceptual evaluation of these techniques appears therefore as a needed component if a complete understanding of this domain is desired.

### 3.3.2 Perceptual evaluation of spatial sound

The sound recording/reproduction scenarios discussed earlier highlighted the challenge of a transparent reproduction both in acoustical and perceptual terms. Furthermore, in many audio applications the original sound event is impossible to reproduce acoustically or cannot be perceived as identical. Pellegrini (2001) studied this issue in the context of auditory virtual environments and recognized the challenge of an authentic reproduction, that is, the creation of an indistinguishable copy of a real environment. He proposed the less restrictive goal of ‘plausibility’ defined in terms of suitability for a given application and measured in the perceptual domain. This approach sounds reasonable considering the fact that the reference itself tends to lose its meaning in many sound reproduction scenarios. For example, the imitation of a concert hall acoustic experience in a small room or the simulation of a cinema sound experience over headphones are somewhat bound to produce an artificial perceived experience. Rumsey (2002) also argued that “reproduced sound and synthetic auditory scene creation can give rise to subjective attributes either not encountered or not considered relevant in natural acoustics”. In all these cases, a perceptual evaluation aiming at measuring the distance between a reference and its reproduced copy is challenging and the need to identify the perceptual characteristics of the audio systems under investigation becomes therefore crucial for the optimization of these systems.

The importance of the descriptive approach for spatial sound evaluation has been acknowledged in the literature and various systems have been proposed to characterize either the whole perceptual domain of spatial sound or more restricted sub-domains or sound applications. Letowski (1989) proposed a ‘multilevel auditory assessment language’ (MURAL) to characterize sound which comprises the two main categories of ‘timbre’ and ‘spaciousness’ and several sub-categories. Rumsey (2002) presented a
scene-based paradigm for the evaluation of spatial audio reproduction characteristics. The standard ITU-R BS.1284-1 (2003) recommends also the use of a set of attributes specifying the quality of two-channel stereophonic and multichannel sound in detail.

In a broad sense, the perceptual domain of spatial sound can be conceived as a layered structure of descriptive components from which a subset of attributes might arise in a given spatial sound scenario. Research has been carried out in many of these perceptual sub-domains but more exploration is needed to cover the whole domain and possibly elaborate a ‘sound wheel’, that is, a comprehensive terminology describing in a complete manner from a perceptual viewpoint all the sound reproduction scenarios.

### 3.3.3 Selected literature on spatial sound perception

A literature review of spatial sound studies employing a descriptive analysis approach is proposed in this section. The non-exhaustive selection of sixteen publications presented in Table 3.1 (at the end of this chapter) aims at covering a representative set of research works reported over the last 50 years to illustrate the variety of stimulus types and perceptual evaluation methods employed in the field of spatial sound. The focus of this presentation is placed exclusively on the descriptive measurement side of the reviewed studies, leaving out the hedonic measurement or the link to instrumental measures described in some of these publications. Table 3.1 is organized in five columns summarizing the relevant information from this perspective, that is, the reference of the publication in the first column, the stimulus characteristics in the second column, the perceptual evaluation method in the third column and the attributes elicited either in the form of descriptive terms (in the fourth column) or perceptual dimensions (in the fifth column) depending on the experimental methodology.

The first column of this table offers a chronological view of the selected research works. Note that a larger number of recent studies has been included in this review to reflect an active ongoing research in the field of perceptual audio evaluation both in terms of spatial sound applications and applied test methodologies.

The second column specifies the type of audio material and the associated acoustic chain considered in the different studies. Based on this information, it appears that the selected publications can be loosely split in three groups. The first group involves field studies relating to the domain of concert hall acoustics, that is, experiments made directly in large acoustic spaces with live music performances such as the works of Beranek (1962), Hawkes and Douglas (1971), Barron (1988) and Kahle (1995). Laboratory studies aiming to reproduce concert hall acoustics form a second group and include the work of Wilkens (1975) using binaural recording and headphone reproduction as well as the work of Lavandier (1989) simulating room acoustics with headphone or loudspeaker reproduction. The remaining publications in Table 3.1 can be assigned to a third group concerned more specifically with sound recording/reproduction techniques. Studies in this group can either focus on one side or both sides of the recording/reproducing chain. The former type includes the work of Nakayama et al. (1971) on sound reproduction with a different number of loudspeakers, the work of Gabrielsson and Sjögren (1979) with various models of loudspeakers,
headphones and hearing aids, the works of Toole (1985) and Lorho (2007) with different mono and stereo loudspeakers, the works of Guastavino and Katz (2004) and Choisel and Wickelmaier (2005) with different loudspeaker configurations, the work of Hegarty et al. (2007) with different 2-to-5.1 channel upmixing algorithms and the work of Kim and Martens (2007) with different recording techniques. The latter type is illustrated by the studies of Berg and Rumsey (1999a,b, 2000) and Zacharov and Koivuniemi (2001a), both of which included a large number of technical factors from the two sides of the recording/reproducing chain with the aim of stimulating a wide range of perceptual aspects for the verbal elicitation process.

The third column of Table 3.1 summarizes the experimental methods applied in the reviewed studies. It appears that they can be loosely attributed to two groups of the ‘descriptive sensory analysis’ category defined in the classification presented in Figure 2.5 (Chapter 2), that is, the group of verbal elicitation methods and the group of indirect elicitation methods.

Fourteen studies would fit best the verbal elicitation group, although only seven experiments can be formally classified in the two sub-categories defined in Figure 2.5, namely, the CV approach for two studies and the IV approach for five studies. The term ‘provided attributes’ is employed in the table for the seven other studies of this group because the principle of elicitation process defined in the descriptive sensory analysis category does not apply in these cases. By imposing attributes, these studies circumvent the process of direct elicitation by the assessors but the risks associated with this approach need to be carefully assessed. Firstly, assessors might not interpret the attributes and use the descriptive scales in an consensual way. The validity of the resulting attribute data should therefore be assessed carefully, for example with some of the multivariate data analysis techniques described in Chapter 7 of this thesis. Secondly, a vocabulary selected by the experimenter might not be representative or even suitable for the stimulus set under study, i.e., it could either miss some perceptual aspects or include too many redundant attributes.

Three studies listed in this table belong to the indirect elicitation group presented in Section 2.3 (Chapter 2), that is, the works of Nakayama et al. (1971) and Lavandier (1989) based on the MDS technique and the work of Choisel and Wickelmaier (2005) using the PSA method.

The perceptual description resulting from the works described in Table 3.1 can take different forms depending on the applied perceptual evaluation method. The forth column of Table 3.1 contains the list of descriptors employed for most of the experiments from the verbal elicitation group. The descriptive terms of this review are valuable as such because they form a broad lexicon that can be exploited in new perceptual studies. In most studies however, the set of descriptors employed is large and does not give a concise view of the perceptual space under study. This is the reason why in some of these works a smaller set of perceptual dimensions was derived from the gathered attribute rating data through various multivariate data analysis techniques reported in the column 3 of the table. The fifth column presents the interpreted perceptual dimensions for seven of the verbal descriptive studies as well as for the experiments using an indirect elicitation method.
A thorough comparison of the perceptual studies presented in this review is not readily applicable due to the distinct nature of the stimuli and the difficulty of relating formally the applied vocabulary or interpreted perceptual dimensions of the different experiments. However, by exploring on a simple semantic basis the large list of attributes presented in the fourth and fifth columns of Table 3.1, it appears firstly that spatial sound perception is complex and multidimensional in nature and secondly that a broad separation in several perceptual groups can be applied as will be briefly presented next.

Spatial attributes form the largest group and can be loosely split in two sub-groups relating respectively to the perception of sound source(s) and space. Source-related attributes found in this review include distance, width, stereo impression, elevation, localization, source width, source depth, strength and extension of source, sound stage width and sense of movement while space-related attributes include reverberation, room perception, envelopment, spatial impression, spaciousness, surround, sense of space, broadness and presence. It can be noted that both sub-groups contain attributes relating to several specific perceptual aspects which might themselves be seen as lower-level perceptual groups. The level of complexity hinted by this informal classification of spatial attributes has also been described by Rumsey (2002) who made a distinction between source(s), ensemble and environment for the definition of perceived width, distance and depth in the ‘scene-based’ terminology he proposed for reproduced spatial sound perception.

Timbral aspects are also well represented in the Table 3.1 with attributes such as bass, mid-range, treble, brightness, coloration, tone color, timbral balance, and frequency spectrum. This group describes sound characteristics distinct from the group of spatial attributes but their presence in the list highlights the importance of timbre in the broad domain of spatial sound perception.

Another group not directly related to spatial aspects might also be formed from this list to describe timbral discrimination (by opposition to spatial discrimination) with attributes such as blend, distinctness, clearness, muddy/clear and Pasty. Additionally, many other perceptual characteristics can be identified from the reviewed works including for example loudness aspects with the terms loudness, strength and emphasis; temporal aspects with the terms attack, precision, and dynamic; or artefact aspects with the terms distortion, noise, and disturbing sounds.

3.4 Headphone sound perception

Following the broad overview of spatial sound reproduction and perception provided in the two previous sections, the specific topic of headphone sound reproduction is addressed in the last part of this chapter. Some background on headphone sound highlighting the specifics of headphone sound perception is provided first. The headphone sound application of interest in this work is then introduced, that is, spatial enhancement techniques for high-quality audio material reproduced over headphones. Finally, a set of listening experiments conducted by the author to assess such systems is briefly presented as an introduction to the related perceptual studies reported in the following chapters.
3.4. Headphone sound perception

3.4.1 Overview

The separate replay of audio signals directly at the ears of a listener with a pair of headphones or earphones results in a very unnatural acoustic and psychoacoustic experience. In comparison to loudspeakers however, this type of sound reproduction offers the advantages of removing the interaction with the surrounding acoustic space and allowing either totally independent or identical sound signals to be presented at the ears of the listener. For these reasons, headphones are commonly employed in psychoacoustic experiments in which the sound signal replay has to be controlled very accurately. A large number of spatial hearing studies based on headphone reproduction of identical or non-identical input signals at the two ears have been published (see Blauert (1997) for a review). Headphone studies have also been reported on perceptual aspects commonly encountered with this type of sound reproduction, that is, ‘inside-the-head’ locatedness (Blauert, 1997) versus externalization (Durlach et al., 1992), lateralization versus localization (Jeffress and Taylor, 1961; Toole and Sayers, 1965; Plenge, 1974) and headphone sound localization issues such as front-back confusion (Carlile, 1996), or elevation and distance perception (Begault, 1992).

Inside-the-head locatedness is commonly encountered in headphone reproduction. Sound sources produced in a natural context around a listener are perceived outside the head but the atypical acoustic path associated with headphone listening results often in a spatial localization of sources inside the listener’s head. By opposition, an acoustic image is said to be ‘externalized’ if the sound source appears to the listener to lie outside the head. This intracranial perception is typical for stereo material and can also occur with binaural material, especially when virtual sound sources are presented in the median plane. When no externalization is experienced, the term ‘lateralization’ is employed instead of localization to describe the perception of sound sources inside the head but it should be noted that both types can be experienced simultaneously by a listener (Sayers and Cherry, 1957).

The generation of virtual sound sources outside the listener’s head requires signal processing methods that simulate the acoustic filtering occurring in natural hearing situations. The binaural technique already introduced in Section 3.2.1 follows this principle and can be applied with HRTF or BRIR filters. The idea of HRTF processing is to reproduce the free-field acoustic cues at the listener’s ears. One essential characteristic of HRTFs however relates to its variability across individuals which is due to the idiosyncratic nature of human ears. This feature is largely problematic for static virtual sound reproduction because most of the localization errors listed above might occur when non-individual HRTFs are employed. Many research works have been published on the topic of HRTFs with a focus on several aspects such as the measurement and perceptual validation of individual HRTFs (Wightman and Kistler, 1989a,b; Riederer, 2005) the study of HRTFs as a function of direction (Asano et al., 1990; Duda and Martens, 1998; Algazi et al., 2001) or the study and modeling of dif-

---

8The terms ‘monotic’, ‘diotic’ and ‘dichotic’ refer respectively to a sound signal presented at one ear only, the same sound signal presented at both ears, and different sound signals presented at each ear.

9This problem can also occurs in loudspeaker replay under specific conditions as illustrated by Toole (1970).
ferences between individual HRTFs (Kistler and Wightman, 1992; Brown and Duda, 1998; Middlebrooks, 1999). Distance perception can be improved in virtual sound reproduction when acoustic cues relating to the listening space are present. Begault et al. (2000) for instance found that the use of BRIRs increases the proportion of externalized distance judgement in comparison to HRTFs.

It should be noted finally that headphones employed for binaural sound reproduction need to be considered carefully as they have their own complex characteristic transfer function which also shows some variability between individuals and positioning at the ear of the listener. This transfer function needs to be compensated accurately when personalized HRTF processing is intended. More generally, several types of headphones exist that have very different frequency responses (Toole, 1984) and this can affect significantly the timbral quality of the reproduced sound.

3.4.2 Headphone sound applications

In addition to the use of headphones for various types of auditory experiments, this sound reproduction technique is employed in a wide range of audio applications including simple monotic speech communication, virtual auditory displays and complex mobile augmented reality applications (Härmä et al., 2004). However, the most important headphone application nowadays is definitely music listening. The introduction of ‘personal stereo’ in the 1970’s demonstrated the concept of listening to music while being mobile. The use of stereo headphones for music listening with personal stereo players became very popular in the 80’s and digital technology favored this development with the deployment of the Minidisc, portable CD and MP3 players. Current mobile multimedia devices can handle high-quality stereo and even multichannel audio material and they often employ advanced signal processing techniques to enhance the spatial quality of sound reproduced over headphones.

These different headphone sound applications require specific perceptual evaluation methods to match different objectives and the definition of an appropriate reference acoustic event to imitate is often a challenge. Two types of experiments have been applied in the literature to address this issue of perceptual evaluation of headphone applications, that is, an integrative evaluation approach relying on a measure of overall impression as illustrated below or a descriptive analysis approach as reported for example by Gabrielsson and Sjögren (1979), Silzle (2002) or Marui and Martens (2006).

3.4.3 Perceptual evaluation of spatial enhancement systems for headphones

To complete this chapter, a set of listening tests performed by the author to assess the quality of spatial enhancement systems for headphone reproduction is briefly presented. The approach selected to assess the perceived benefit of these systems in the three experiments is based on a measure of overall impression with a hedonic question. Recalling the classification of measurement methods presented in Chapter 2 (Figure 10). The Stereobelt patented by Pavel (1978) was the first portable personal stereo audio cassette player and the Sony Walkman released in 1979 was the first commercial personal stereo.
2.2), this evaluation method can be said to belong to the ‘affective domain’ of sound characterization. Note also that this summary serves also as an introduction to the research work reported later in this thesis since the same systems will be explored from the ‘sensory domain’ viewpoint with a descriptive analysis approach in Chapters 6 and 9.

Evaluation of headphone spatial enhancement systems for stereo music reproduction

The first experiment reported in Lorho et al. (2002) examined the quality of spatial enhancement algorithms aiming to improve the spatial characteristics of stereo music reproduced over headphones. Nine state-of-the-art systems were collected and applied to six different stereo music clips chosen to provide a wide range of music content, style and recording techniques. Twenty four naive subjects compared the algorithms against each other and against the unprocessed stereo material for each musical clip using a preference ranking procedure.

To summarize the results of this listening experiment, a box plot of the preference ranks is given in Figure 3.2(a) for the nine systems and the unprocessed stereo material based on 144 series of ranking, i.e. 24 subjects times 6 music clips. This graph shows that none of the systems were preferred to the unprocessed stereo music on average. The systems #1 and #2 were not significantly different from the unprocessed stereo material (system #0) but significant differences were observed between some of the systems under study.

Evaluation of virtual 5.1 systems for headphone reproduction

The second experiment reported in Lorho and Zacharov (2004) examined virtual 5.1 systems for stereo loudspeakers and headphones. These systems aim at reproducing the spatial quality of 5.1 loudspeaker systems and can be applied to different types of high-quality multichannel audio material such as music, movie sound or gaming sound. A separate listening test was run for the loudspeaker and headphone reproduction scenarios as these require different signal processing solutions. Seven virtual 5.1 systems were selected for the headphone experiment and were applied to six different multichannel audio programs including three music tracks, two movie sound tracks and one gaming sound track. Details on the algorithms and associated settings can be found in Lorho and Zacharov (2004). Twenty screened listeners participated to the headphone test for which a preference paired comparison method was chosen using the stereo downmix of the 5-channel material system as a reference.

The mean ratings averaged over six program items and twenty listeners is shown in Figure 3.2(a) with 95% confidence intervals for the seven systems. This graph illustrates that none of the systems were preferred to the stereo downmixed material and algorithms #1 and #7 were judged equivalent to the reference on average.

Evaluation of headphone spatial enhancement systems for mono and stereo music reproduction

The third experiment reported in Lorho (2005a) examined a larger set of spatial enhancement systems for music reproduction over headphones. Algorithms for stereo
(a) Summary of preference ranks given for 9 headphone spatial enhancement systems and the unprocessed stereo material (System #0). Data represent 144 series (24 subjects × 6 program items).

(b) Summary of preference scores given for 7 headphone virtual 5.1 systems in a paired comparison test using the stereo downmixed material as a hidden reference. Data represent 120 series (20 subjects × 6 program items).

(c) Summary of preference scores given for 19 different systems in a multiple comparison test using the stereo material as reference. Systems include the stereo material as a hidden reference (System #0), 13 headphone stereo enhancement systems, the mono downmixed material (System #7) and 4 mono enhancement systems. Data represent 110 series (22 subjects × 5 program items).

Figure 3.2: Summary of a perceptual study of spatial enhancement systems for headphone reproduction including three subjective preference experiments.
music processing similar to those studied in Lorho et al. (2002) were selected but most of them included two different settings. In addition, several mono-to-3D algorithms were considered to widen the perceptual range of spatial differences. This selection gave a total of seventeen systems covering well the styles of spatial widening, room impression and timbral effect that can be obtained with this type post-processing algorithms. Five representative stereo music excerpts were selected for this experiment. The stereo unprocessed material was also mixed down to a monophonic format which was employed in the test and processed with the mono-to-3D algorithms under study. A multiple item rating approach using the stereo unprocessed material as a reference and a 9-point, one decimal place, hedonic scale were employed for this experiment and twenty two screened listeners participated to the listening test.

The summary of the results of this listening test presented in Figure 3.2(c) uses the coding scheme from Lorho (2005a) in which systems denoted from 0 to 6 relate to the stereo-based systems, with 0 being the unprocessed stereo material, and systems coded from 7 to 10 relate to the mono-based systems, with 7 being the unprocessed monophonic material. In addition, the letters a and b refer to distinct algorithms settings and the letter r indicates algorithms including a room effect component (the systems 3r1 and 3r2 correspond respectively to a smaller and larger amount of reverberation).

The mean ratings averaged over five music clips and twenty two listeners is shown in Figure 3.2(c) with 95% confidence intervals for the nineteen systems. This graph illustrates that none of the systems were preferred to the stereo material. However, several systems were judged equivalent to the reference on average again, that is, the algorithms #1b, #5b and both versions of the algorithm #6.

**Discussion on the result of these studies**

This set of listening experiments provided a consistent result that needs careful interpretation. The significant differences observed between most of the spatial enhancement systems in the three tests demonstrates the suitability of the hedonic testing approach for this type of headphone sound application. It can also be noted that the unprocessed monophonic downmixed material was graded lower than the original stereo material by two units (on a negative scale of 4 units) in the third experiment (Figure 3.2(c)). As the perceptual differences between these two sound reproduction techniques relate mainly to spatial characteristics, this result illustrates that listeners were sensitive to this perceptual aspect and agreed on their preference judgement in this case.

However, the fact that none of these systems were found to be superior to the unprocessed stereo material in terms of preference in these experiments was a partly unexpected result that raised questions regarding the methodology applied for this type of evaluation. One point highlighted by the authors in the three publications mentioned above concerns the timbral degradation introduced by some of the spatial enhancement algorithms. This aspect was commented as playing a more important role in overall quality judgment than the spatial characteristics. Considering however the large difference in judgment observed between the mono and stereo material, the importance of spatial aspects cannot be ignored. It is therefore surprising that some spatial enhancement systems applying only minor timbral variations to the original
sound material were not preferred to the unprocessed material on average.

To challenge this surprising result, the author made the hypothesis that an interpretation of results based on data averaged over listeners is inappropriate in this context. This idea can be illustrated by an analogy to a food product example. Considering preference for ice cream flavors, it appears that the vanilla flavor is preferred on average but this does not prevent some people from preferring ice creams with other flavors. Broadly, it can be stated that groups of people preferring different flavors exist in this example and the author believes that preference for spatial enhancement systems might follow the same idea. This would mean that an average preference for the unprocessed audio material conceals sub-group preferences for other algorithms.

As a matter of fact, the result of the third experiment indicates the presence of some differences in preference between listeners as discussed in Lorho (2005a). The ice cream analogy would therefore deserve some consideration in this spatial enhancement system evaluation context. To test the existence of clusters of listeners preferring different algorithms in practice, the evaluation method would need to be adapted to include a much larger number of listeners. As a result, the data obtained from this experiment would allow for a statistically robust identification of such clusters.

This type of large-scale hedonic test strategy follows the idea of the quality evaluation approach presented in Chapter 2. The methodology for quality assessment of spatial enhancement systems presented above could be further aligned with this approach by the addition of a sensory characterization step in the evaluation process. This twofold approach would enable the preference mapping framework presented in Chapter 2 (Section 2.2.4) to be applied. Through this process, a ‘target’ as defined in Section 2.2.1 rather than a ‘reference’ as discussed above could be identified and utilized to measure objectively the quality of headphone spatial enhancement systems in the sensory domain.

3.5 Summary

In this chapter, a broad overview of spatial sound reproduction and perception was provided. A literature review on perceptual evaluation of spatial sound illustrated the multidimensional nature of this perceptual domain and the wide range of perceptual aspects it covers. The third part of this chapter examined more specifically the topic of sound reproduction over headphones with a review of the perceptual characteristics associated with headphone sound and a short presentation on the quality evaluation of an audio application referred to as spatial enhancement for headphones.
Table 3.1: A non-exhaustive review of studies on spatial sound perception using a descriptive analysis approach.

<table>
<thead>
<tr>
<th>Author</th>
<th>Stimulus characteristics</th>
<th>Perceptual evaluation method</th>
<th>Descriptors</th>
<th>Perceptual dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beranek (1962)</td>
<td>- Live music</td>
<td>- Semantic description based on interviews with musicians,</td>
<td>18 qualitative terms reduced to 8 continuous scales:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 54 concert halls</td>
<td>conductors and music critics.</td>
<td>Intimacy, Liveness, Warmth, Loudness of direct sound,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Quantitative grading with provided attributes developed by the</td>
<td>Loudness of reverberant sound, Balance and blend, Diffusion and Ensemble.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>author</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>18 qualitative terms reduced to 8 continuous scales:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intimacy, Liveness, Warmth, Loudness of direct sound,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Loudness of reverberant sound, Balance and blend, Diffusion and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ensemble</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawkes and</td>
<td>- Live music</td>
<td>- Provided attributes</td>
<td>14 continuous scales (+ 2 hedonic scales) selected from Beranek (1962) study¹</td>
<td>5 latent dimensions interpreted as Reverberance, Balance and Blend, Intimacy, Definition and Brilliance.</td>
</tr>
<tr>
<td>Douglas (1971)</td>
<td>- 4 concert halls</td>
<td>- Quantitative grading</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 4 different positions</td>
<td>- 4 (unspecified) listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Factor analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nakayama et al.</td>
<td>- Live music recorded with 8 microphones in a concert hall</td>
<td>- MDS (plus preference rating)</td>
<td>3 latent dimensions interpreted as Depth of image sources,</td>
<td></td>
</tr>
<tr>
<td>(1971)</td>
<td>- Sound reproduced with 1 to 8 loudspeakers in an anechoic room</td>
<td>- 10 naïve² listeners</td>
<td>Sensation of fullness and Sensation of clearness.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilkens (1975)</td>
<td>- Binaural recording of 3 classical music selections in 6 concert halls</td>
<td>- Provided attributes</td>
<td>3 latent dimensions interpreted as Strength and extension of source, Distinctness or clarity, and Timbre of the total sound.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Static binaural replay over headphones</td>
<td>- Quantitative grading</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- 40 listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Factor analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16 continuous scales (+ 3 hedonic scales)¹</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabrielsson (1979)</td>
<td>- Music, speech and soundscapes</td>
<td>- Provided attributes</td>
<td>8 latent perceptual dimensions:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Reproduction on monophonic speakers, stereophonic headphones, and hearing aids</td>
<td>- Quantitative grading</td>
<td>Clearness/distinctness, Sharpness/hardness – softness,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- 20 non-naïve² listeners</td>
<td>brightness – darkness, Disturbing sounds, Fullness – thinness, Feeling of space,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- PCA, INSCAL</td>
<td>Nearness and Loudness.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹ *Live/dead, Cold/warm, Clear/muddy, Dull/brilliant, Even/boomy, Distant/close, Dry/resonant, Blended/unblended, Balanced/unbalanced, Public/intimate, Reverberant/unreverberant, Unresponsive/responsive, Large/small dynamic range and Poor/good definition.*

² The term ‘ naïve’ follows the classification presented in Chapter 2 and refers to subjects who do not meet any particular criterion for the assigned task.


⁴ The term ‘non-naïve’ is employed here to indicate that subjects might be influenced in their judgments by their background in music, acoustics or audio technology.
Table 3.1: continued from previous page.

<table>
<thead>
<tr>
<th>Author</th>
<th>Stimulus characteristics</th>
<th>Perceptual evaluation method</th>
<th>Descriptors</th>
<th>Perceptual dimensions</th>
</tr>
</thead>
</table>
| Toole (1985) | - 12 stereophonic music excerpts  
- Reproduction over mono/stereo speakers in a listening room | - Provided attributes  
- Quantitative grading  
- 2 × 16 non-naïve listeners | 15 continuous scales in two groups:  
**Spatial quality**: Sound image definition, Sound stage continuity, Sound stage width, Impression of distance/depth, Abnormal effects, Reproduction of ambiance/Spaciousness/reverberation, Perspective and Overall spatial rating  
**Sound quality**: Clarity/definition, Softness, Fullness, Brightness, Hiss/noise/distortions, Pleasantness and Fidelity. | |
| Barron (1988) | - Live music  
- 11 concert halls | - Provided attributes  
- Quantitative grading  
- 27 non-naïve listeners | 10 continuous scales: Clarity, Reverberance, Envelopment, Intimacy, Loudness, Balance of 1) Treble re. mid-freq., 2) Bass re. mid-freq. and 3) Singers/soloists re. orchestra, Background noise and Overall impression. | |
| Lavandier (1989) | - 3 music excerpts and 1 speech sample  
- Anechoic recordings processed with a virtual acoustic system  
- Headphone or speaker replay | - A series of MDS tests  
Table 3.1: continued from previous page.

<table>
<thead>
<tr>
<th>Author</th>
<th>Stimulus characteristics</th>
<th>Perceptual evaluation method</th>
<th>Descriptors</th>
<th>Perceptual dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kahle (1995)</td>
<td>- Live music</td>
<td>- Provided attributes</td>
<td>25 categorical scales (+ 5 hedonic scales)</td>
<td>Subset of 8 ‘important’ attributes: Strength, Reverberance, Overall balance, Contrast, Low frequency strength, High frequency strength, Pasty and Halted.</td>
</tr>
<tr>
<td></td>
<td>- 10 concert halls</td>
<td>- Quantitative grading</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- 10 non-naïve listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- PCA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Recording using different microphone techniques</td>
<td>- 18 non-naïve listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Reproduction in a listening room using different loudspeaker configurations</td>
<td>- VPA and Cluster analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zacharov and Koivuniemi (2001)</td>
<td>- Several types of sound material</td>
<td>- Consensus verbal elicitation</td>
<td>12 continuous scales.</td>
<td>Sense of direction, Sense of depth, Sense of space, Sense of movement, Penetration, Distance, Broadness, Richness Naturalness, Hardness, Emphasis and Tone colour.</td>
</tr>
<tr>
<td></td>
<td>- Recording with different microphone techniques in different room acoustics</td>
<td>- Quantitative grading</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Reproduction in a listening room with 8 loudspeaker systems.</td>
<td>- 12 selected listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 2D and 3D speaker reproduction in listening room</td>
<td>- 27 non-naïve listeners</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Grouping by semantic analysis</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 Verbal Protocol Analysis (Samoylenko et al., 1996) is a technique for classification of descriptors in groups based on their nature, e.g. descriptive versus attitudinal in the study of Berg and Rumsey.

2 The term ‘selected’ follows the classification presented in Chapter 2 and refers to subjects chosen for their ability to perform a sensory test.

3 This study refers to ‘Experiment 1’ in the article of Guastavino and Katz (2004).
Table 3.1: continued from previous page.

<table>
<thead>
<tr>
<th>Author</th>
<th>Stimulus characteristics</th>
<th>Perceptual evaluation method</th>
<th>Descriptors</th>
<th>Perceptual dimensions</th>
</tr>
</thead>
</table>
| Choisel and Wickelmaier (2005) | - 5-channel music material  
- Reproduction in a listening room with different loudspeaker configurations | - Repertory Grid Technique (RGT) and Perceptual Structure Analysis (PSA)  
- 40 selected listeners  
- Cluster analysis (for RGT) | - A large number of individual descriptors for RGT  
- n.a. for PSA | ‘8 perceptual categories occurring most often’ after Choisel and Wickelmaier (2007): Width, Brightness, Spaciousness, Elevation, Distance, Envelopment, Naturalness and Clarity. |
| Kim and Martens (2007)         | - Four solo piano pieces played in one concert hall  
- Recordings with four surround microphone arrays  
- 5-channel sound reproduction in a listening room                  | - Individual verbal elicitation  
- 8 non-naïve listeners  
- Attribute subset selected by the experimenters | A large number of individual descriptors | 5 descriptors selected ‘to represent the most salient differences’ between the stimuli: Width, Distance, Focus, ‘Bass Tightness’ and Sharpness. |
| Lorho (2007)                  | - Stereo music material  
- Monophonic, stereophonic and 3D audio processed reproduction over mobile multimedia loudspeakers | - Individual verbal elicitation  
- Quantitative grading  
- 16 naïve listeners  
- Qualitative grouping based on attribute definitions  
- Quantitative analysis by PCA | 111 individual descriptors | 5 perceptual groups interpreted as loudness, spatial aspects (including space and sound localization), timbral aspects, sound disturbance and sound articulation. |
| Hegarty, Choisel and Bech (2007) | - Stereo music material  
- 2-to-5.1 channel upmixing algorithms  
- Two reproduction techniques: 5.1 in a car and car auralization in a listening room | - Consensus verbal elicitation performed with the stimuli of the car environment  
- Quantitative grading  
- 7 selected listeners | 15 continuous scales: Attack, Surround, Stereo impression, Fullness, Reverberation, Continuous noise, Details, Bass, Midrange, Treble, Loudness, Precision, Distortion, Dynamics and Distance. |
Chapter 4

Overview of consensus vocabulary methods

4.1 Introduction

The group of consensus vocabulary (CV) methods introduced in the classification of sensory analysis techniques presented in Chapter 2 refers to the descriptive sensory analysis techniques based on verbal elicitation and employing a group of assessors to develop a common vocabulary. The CV approach represents one of the most sophisticated tools in sensory science both in terms of methodological procedure and sensory panel involvement. Running this type of experiment requires time, commitment and careful planning in practice but when implemented successfully, it offers a powerful means to explore the sensory space of the stimulus set under study.

As one of the aims of this thesis work was to apply this descriptive analysis approach to develop a consensus vocabulary for headphone sound reproduction, an overview of the CV methodology is proposed in this chapter. Section 2 includes some historical background, a description of the main techniques in this category and a list of features common to these different procedures. The meaning and implications of the essential concept of ‘consensus’ specific to this methodology are also discussed and the desired characteristics of sensory descriptors are reviewed. In Section 3, issues relating to the validity of a consensus vocabulary are addressed and techniques to evaluate the performance of this type of sensory panel are presented.

4.2 Historical background of consensus vocabulary methods

Describing the sensory characteristics of complex stimuli is a difficult task that has been historically performed by one or several individuals considered as experts in their field, e.g. in the brewing, wine or perfume industry. Through training and experience, these experts developed a terminology to assess products and were able to contribute to some extent to product quality improvement and assurance. However, this expert approach had some major drawbacks such as the reliance on only one or a limited
number of experts, the potential lack of objectivity and robustness in the product description and the practical ineffectiveness in a larger industrial context. All these limitations motivated the development of modern sensory analysis methods which can be characterized by a set of principles contrasting with the traditional expert approach, that is, 1) employing a panel of trained assessors rather than a single expert, 2) developing an objective description of products based exclusively on sensory properties, and 3) performing quantitative evaluations with reliable scales. Flavor Profile (Cairncross and Sjöström, 1950) was the first formal descriptive analysis method to follow this approach and was developed during the late 1940’s by researchers working in the field of flavor research at Arthur D. Little laboratory, Cambridge, Massachusetts. The introduction of this technique demonstrated that a small group of people can be trained to describe accurately their perception and this motivated the development of several other methods in the following decades, i.e., Texture Profile (Brandt et al., 1963) in the 1960’s, Quantitative Descriptive Analysis (Stone et al., 1974) in the early 1970’s, Sensory Spectrum in the late 1970’s (Civille, 1979) and more recently Quantitative Flavour Profiling (Stampanoni, 1993). In addition to this list, the approach referred to as ‘generic (consensus) descriptive analysis’ by Einstein (1991) or Murray et al. (2001) can be mentioned. This hybrid method combines different elements of the classical techniques listed above and has found a lot of applications to various product categories in the last decades (see Lawless and Heyman (1998) for a review). The retrospective view on these different consensus descriptive analysis methods presented next will highlight the features common to these techniques and also the evolutions or trends in sensory practices over the years.

The Flavor Profile (Cairncross and Sjöström, 1950; Sjöström, 1954; Caul, 1957) employs small group of assessors (4 to 6 individuals) working essentially as a consensual group. The procedure includes an initial vocabulary development and an intensive training phase of few weeks during which the panel is exposed to a wide range of products to ensure that assessors become sensitive enough to stimulus differences. In practice, the panel has to agree on the intensity of the product for each sensory descriptor and has to describe the order of appearance of the different sensations. In the original Flavor Profile, the consensual scaling is made with a 5-point category scale using symbols with the following word anchors: not present, threshold, slight, moderate and strong. A score of 5, i.e., strong, on this scale represents the highest intensity of an attribute in the whole product category, which means that the sensory measure is intended to be absolute with this sensory analysis technique.

The Texture Profile (Brandt et al., 1963) was developed at the General Foods Technical Center in New-York to describe exclusively the textural properties of food products. The principle of this technique derives from the Flavor Profile but it employs a larger panel (a minimum of 10 carefully screened individuals). The main specificity of this technique relates to the pre-defined descriptive terminology it utilizes. This vocabulary is based on a detailed classification developed by Szczesniak (1963) and includes sensory definitions derived from physical and rheological properties (Szczesniak et al., 1963). Additionally, the intensity scales adopted for the attribute rating are associated with a very detailed set of words and illustrative products distributed on
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A 13-point scale. The development of a panel for the Texture Profile method requires therefore a relatively long training period (over 6 months) but it allows in principle an absolute sensory measurement of any food product.

The Quantitative Descriptive Analysis (QDA), developed at the Stanford Research Institute in California, introduced a rupture from the previous descriptive analysis practices by proposing several new ideas (see Stone and Sidel (1993) for a review). Firstly, the panel of screened assessors (usually of a group of 10 to 12 individuals) is not subjected to any external influence, for example from the panel leader, in order to avoid potential bias in a technical direction during the vocabulary development. Secondly, the descriptive terminology aims at covering all the product properties which differs from the Texture and Flavor Profile methods. Thirdly, the sensory evaluation is not intended to be absolute, meaning that the attribute intensity measurement is only relative to the set of products under study, and the use of references is also less systematic. This approach reduces considerably the effort needed for panel calibration, which requires typically 10 to 20 hours of training time in QDA. And fourthly, the attribute scaling is made individually by the assessors using a quantitative unstructured line scale and subsequent data analysis is employed to control the internal validity of the sensory panel.

The Spectrum descriptive analysis method (see Meilgaard et al. (1991) for a review) is mainly based on the Flavor Profile and Texture Profile techniques but it also shares some ideas with the QDA approach. The panel consists of 10 to 15 screened assessors who develop technical expertise in the product category through a comprehensive training procedure. A descriptive terminology covering all the product properties is built using a set of absolute category scales which are calibrated to have equi-intensity across scales (e.g. 5 on a sweetness scale is of equal intensity to 5 on a salty scale). Similarly to the Texture and Flavor Profile methods, the scales are based on an systematic use of reference points with corresponding food reference samples but the attribute scaling is made individually by the assessors following the QDA approach.

Quantitative Flavor Profiling (QFP) is the most recent of the methods presented in this review (see Stampanoni (1994) for an application). Developed by Givaudan-Roure in Switzerland to characterize flavor perception, this technique can be considered as a combination of the Flavor Profile and QDA approaches. The procedure proposed in Quantitative Flavor Profiling is characterized by two separate phases. In the first step, a technical descriptive terminology with associated absolute references is developed by a relatively small panel (6 to 8 individuals) of experts in the field. In the second step, a group of 10 to 15 screened sensory assessors is trained to use reliably this standardized flavor vocabulary and the evaluation of the products under study is made similarly to the QDA approach. This two-sided procedure ensures the development of a universal and unambiguous terminology (in step 1) while allowing for a separate product evaluation by trained and unbiased sensory assessors (in step 2). The development of a formal set of physical standard references plays an crucial role in QFP as it ensures both an efficient training of the assessors and an absolute sensory measurement.
Several interesting elements can be highlighted from this review. The principles shared by these consensus vocabulary development methods, which relate to the nature of the panel, the development of a formal descriptive terminology and the use of attribute intensity have already been highlighted above. In addition, it appears that the idea of running an individual sensory evaluation of the products in isolated booths, which was introduced by the QDA method, has found favor in later descriptive analysis methodologies. As a matter of fact, this approach combined with the use of quantitative line scales offers an efficient means to control statistically the internal validity of the sensory panel. Interestingly, the use of a consumer-oriented (or not technically-biased) vocabulary with relative attribute scales seems to be specific to the QDA methodology as all the other techniques considered in this review rely on an expert-oriented terminology with absolute attribute scales. The relative attribute scaling approach used in QDA requires a less intensive panel training process, which can be seen as an advantage in practice, but it also limits possibilities to compare results across products, as discussed for example by Munoz and Civille (1998).

The differences observed between these techniques are important to consider when selecting a methodology for a descriptive sensory analysis program because this has a large impact on both the implementation and the outcome of the project. For example, a one-off sensory evaluation project and a long-term sensory quality control program would require very different vocabulary development approaches in practice. The common application of generic descriptive analysis, which offers the flexibility of selecting and combining elements of the classical methodologies, illustrates also the multiplicity of approaches needed to fit specific project goals.

4.3 Development of a consensus vocabulary

The complexity of the CV approach is apparent from the advanced procedures employed in the different methods presented above. The aim in all these techniques is to develop a reliable sensory measurement system, which comprises a descriptive terminology and a panel of assessors trained to use these terms in a consensual way. Several important aspects of consensus descriptive analysis are discussed next. This includes first a description of the steps commonly found in the development of a consensus vocabulary and its associated sensory panel, then a discussion on the concept of consensus in a vocabulary development, and finally a review of the expected characteristics of a consensus vocabulary.

4.3.1 A three-step process to create a consensus vocabulary

The development of a consensus vocabulary includes few key elements that are common to all the descriptive techniques described earlier. The three following steps can be identified in this process: (1) the panel selection, (2) the consensus vocabulary generation, and (3) the panel training. Note that a large literature is available on these aspects including text books (Meilgaard et al., 1991; Stone and Sidel, 1993; Lawless and Heyman, 1998) and standard recommendations (ISO 8586-1, 1993; ISO 8586-2, 1994; ISO 11035, 1994; Majou et al., 2001; ISO 13299, 2003).
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Panel selection is the prerequisite step for the successful implementation of any descriptive analysis program. A screening procedure is necessary to identify subjects who show the required characteristics for a sensory evaluation task. The factors to consider during the screening process include various elements such as the level of sensory acuity of the individual in the modalities of interest, his or her motivation, availability and personality. The verbalization skills of the person and his or her attitude in a team are also important for the vocabulary development process and the group discussions. The sensory panel is chosen from a large pool of subjects and consists usually of 6 to 20 selected assessors.

Consensus vocabulary generation aims essentially at developing a common vocabulary to describe the sensory characteristics of the set of products under study. This process includes several phases during which the assessors will explore the stimulus set or product category under study. Most of the time, the vocabulary generation starts with an individual task involving a classification of stimuli into categories based on associations and differentiations and an identification (naming) of the stimulus characteristics. In the next step, the whole group of assessors has to establish a single list of sensory descriptors covering the product space of interest. This part of the process is essential and specific to the CV approach. Under the supervision of a panel leader, the assessors have to find an agreement on the attributes and intensity scales to choose and they also create accompanying definitions and physical references in most cases. This group process is iterative and may require 5 to 10 sessions in practice.

Panel training is the last step of the consensus vocabulary development before the formal sensory evaluation can be performed. This process is intended to ensure a consistent and consensual use of the developed attributes scales by the assessors. Training has a significant impact on the quality of sensory evaluations made by a panel, as discussed for example by Labbe et al. (2004), but it is also known to require time and effort. It should be noted that the level of separation between the consensus vocabulary generation and the panel training depends on the methodology. For example, the consensus vocabulary development of the QDA approach can be viewed as a continuous process because the same group of assessors participate to the different steps and the vocabulary can still be refined during the panel training phase. However, this overlap does not happen when the sensory assessors employed for the product evaluation do not develop the vocabulary themselves, as for example in the QFP methodology. In such cases, the panel training requires a larger effort including usually a phase of familiarization to the vocabulary and the intensity scales followed by a number of practice sessions during which the assessors use the attributes and get feedback on their performance.

4.3.2 The concept of ‘consensus’ in a vocabulary development

The three-step process described above provides a double output in the sense that a formal vocabulary has been established and a group of assessors has been trained to use this set of descriptors. Also, the stamp ‘consensus’ should in principle only be assigned when such a combination has been achieved. It is important to note however

---

1 The term ‘selected assessor’ follows the assessor terminology presented in Table 2.1 (Chapter 2).
that ensuring a good level of consensus within a sensory panel is not a simple task and for this reason the processes involved in a consensus vocabulary development have deserved a lot of attention in the literature. For example, Munoz and Civille (1998) discussed in this context the concept of ‘frame of reference’ which they defined as the background information that assessors refer to when using attributes to describe perception (qualitative aspect) and when using intensity scales (quantitative aspect). These authors consider the development of a common frame of reference as being the most important part of a descriptive analysis process because it ensures that the panelists have a common understanding of the attributes employed to describe their perceptions. If this alignment process is not included or applied only partially, assessors will continue to use their own frame of reference to evaluate the products and this will usually result in a large within panel variability.

O’Mahony (1991) has also studied this topic which he refers to as the formation and alignment of sensory concepts\(^2\). This author insists on the idea that the formation of sensory concepts is in fact a complex mechanism including two successive processes: abstraction and generalization. Colors are simple examples of concepts learned from childhood. For instance, the label ‘green’ does not refer to a single color but to a category formed by the various shades of green. A child is taught to associate certain labels with certain stimuli, e.g. grass and trees for green, and he gradually forms an abstract sensory concept for that particular color. The process of generalization occurs when the child broadens this concept to other stimuli, for example mint or olives. Sensory concepts encountered in descriptive analysis can be very complex. Also, aligning concepts in a panel is usually a difficult and time-consuming process involving iterative adjustments, splitting or merging of sensory concepts. In practice, concept learning is easier for assessors when they are exposed to reference standards, i.e., products illustrating the concepts and their boundaries. The selection of these physical references during the vocabulary development is therefore essential and it plays an important role in most of the consensus techniques described above (see e.g. Murray et al. (2001) for a discussion on this topic).

In addition to the alignment of sensory concepts, quantitative aspects relating to attribute intensity are also addressed during the consensus vocabulary development of most descriptive analysis techniques, especially in methodologies using an absolute attribute rating approach. According to Munoz and Civille (1998), sensory evaluations made without a common quantitative frame of reference are limited to relative comparisons of products and do not allow for comparisons with products outside this range of sensory characteristics. To ensure uniformity in scores among the panelists, criteria for attribute scaling have to be established carefully during the vocabulary development. In practice, the intensity boundaries of the attributes can be defined with physical references, for example samples from the product category under study, which helps assessors to adjust to these reference points\(^3\). The importance of such references in panel training has been discussed by e.g. Rainey (1986). Munoz and Civille (1998) also highlighted the advantages of selecting absolute reference points for

---

\(^2\)A sensory concept relates to the term ‘sensory attribute’ defined in Section 2.3 (Chapter 2).

\(^3\)For the auditory modality, one or several sound stimuli can be selected to illustrate a sensory descriptor. Such physical references are referred to as ‘audio exemplars’ in this thesis.
attribute scale anchoring. They named this method ‘universal scaling’ by opposition to two alternative approaches called ‘product specific scaling’ and ‘attribute specific scaling’ which only allow for a relative scaling of the products under evaluation.

These qualitative and quantitative aspects of attribute usage represent an essential component of the consensus panel training phase. This issue of ‘panel calibration’ has deserved some attention in the field of sensory science and novel methods have been developed recently to better understand and optimize this process as illustrated for example by the feedback calibration method proposed by Findlay et al. (2007).

4.3.3 Desired characteristics of a consensus vocabulary

Based on the wide range of consensus vocabulary profiling applications found in various fields of human perception, it can be safely stated that developing a reliable sensory measurement tool with a group of assessors using a consensus methodology is a feasible task. It should be emphasized however that in order to achieve this goal in practice, it is important to follow the three generic steps described earlier and to consider carefully the specificities of consensus vocabulary development discussed above. Defining clearly the expected outcome of this process is also a relevant matter. Piggott (1991) gives a concise summary of the desired characteristics of a consensus vocabulary as follows: “the ideal vocabulary consists of terms (...) that accurately and precisely describe all required characteristics of all the samples, they are understood by the assessors who agree with each other about their meanings, they can be easily defined with reliable standards, and they are understood by the recipients of a report”. An exhaustive list of related requirements for elicited attributes has also been presented by Lawless and Heyman (1998). Additionally, certain types of attributes should be avoided such as terms of attitudinal or hedonic nature, e.g. ‘authentic’, descriptors that are too general, e.g. ‘complete’, and intensity terms, e.g. ‘mild’ or ‘strong’. In practice however, identifying the nature of the elicited attributes is not always a straightforward process. For instance the character of the attribute ‘naturalness’ in spatial audio studies requires extra attention. In this respect, definitions are essential to disentangle the exact nature of the elicited attributes.

Wolters and Allechurch (1994) discussed the potential issues with some requirements for elicited attributes. For example, on the aspect of the discriminative nature of selected descriptors, i.e. the fact that attributes should show sample differences, they insist on the difference between two types of attributes in vocabulary development, namely ‘descriptors’ and ‘discriminators’, and they consider that whether an attribute discriminates products or not depends on the sample context. In addition, Wolters and Allechurch (1994) highlight the distinction between correlation and redundancy of attributes. The first term relates to a statistical relationship between attribute ratings while the second term relates more to meaning. The fact that sometimes different sensory aspects co-vary has to be assessed carefully during the vocabulary development and appropriate physical references should be created if possible to illustrate the independence of selected attributes in order to help assessors during the training phase, as described by Lawless and Heyman (1998).

The use of attributes based on singular perceptual elements is a related desired criterion for a terminology. Civille and Lawless (1986) indicated that ‘primary’ descriptors
reduce confusion among assessors while ‘integrated’ terms can cause problems as each subject might weight the underlying primary terms differently. For instance, Rumsey (1998) discussed this issue in the context of spatial sound perception indicating that the attribute ‘Spatial impression’ might be composed of more elementary perceptual aspects such as ‘envelopment’, ‘source width’, etc. Also, Neher et al. (2006) developed a perceptual evaluation technique to address the issue of attribute unidimensionality in the case of spatial auditory stimuli.

4.4 Validity of a consensus vocabulary

The quality of a consensus vocabulary depends ultimately on the ability of the panel of assessors to act as a reliable measuring instrument. Measuring assessor performance is important as it helps ensuring the validity of a consensus vocabulary/panel. This can also be very useful during the phase of sensory concept alignment in a vocabulary development. A number of publications can be found on the topic of panel performance measurement and new approaches continue to be presented in the field of sensory science. An overview of existing techniques and their application to the field of audio was presented in Zacharov and Lorho (2006) and is expanded in this section.

The issue of panel performance measurement relates closely to the general concepts of ‘precision’ and ‘accuracy’ which are briefly recalled below. The specific application of these measures in the context of consensus descriptive analysis is also discussed with first a clarification of the terminology, then an illustration of two complementary perspectives to the problem and finally a review of the methods found in the literature for panel performance monitoring.

4.4.1 Measuring precision and accuracy in sensory analysis

The general concepts of precision and accuracy have been defined in the ISO 5497-1 (1987) and ISO 5725-1 (1994) standards as follows.

The precision of a measurement method relates to the variability between repeated measurements and is defined as the closeness of agreement between mutually independent test results obtained under stipulated conditions. Precision is often stratified into the two different concepts of ‘repeatability’ and ‘reproducibility’. Repeatability is defined in ISO 5497-1 (1987) as the closeness of agreement between mutually independent test results obtained with the same method on identical test material in the same laboratory by the same operator using the same equipment within short intervals of time. Reproducibility is defined as the closeness of agreement between test results obtained with the same method on identical test material in different laboratories with different operators using different equipment.

The accuracy of a measurement method is defined in e.g. ISO 5725-1 (1994) as the closeness of agreement between a test result and the accepted reference value.

These generic terms have been defined for any measurement method and can therefore be applied to the field of sensory profiling, considering that a sensory panel is a perceptual measurement system from which reasonable objectivity is expected. How-
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ever, the mapping of these concepts of precision and accuracy in the context of sensory analysis is not straightforward for two reasons. First, the measurement method can be understood as a given assessor in a panel or as the group of assessors forming a panel. Then, the definition of an ‘accepted reference value’ for the measure of accuracy is problematic. Even if physical measurements can relate to sensory attributes in some applications, an instrumental equivalent of the perceptual tool developed for sensory analysis is not available and therefore no ‘true value’ can be used as a reference for the evaluation of the measurement system accuracy (Mangan, 1992). Acceptability or preference judgments have been suggested (Lawless and Klein, 1991) as an external reference for validation purpose but the most common approach found in the literature is to define an internal reference based on related sensory analysis tools, i.e. by comparing the result of a given assessor to the result of the panel, or by considering the result of a given panel in the context of a larger experiment including several sensory panels as described e.g. by McEwan et al. (2002).

It can also be noted that an ambiguity exists between the terms ‘precision’ and ‘accuracy’ for the measurement of sensory panel performance as can be seen from the different terminologies used in the literature. For example Hollowood (2004) and Schlich et al. (2004) use the term ‘accuracy’ for the measurement of inter-agreement between assessors while Rossi (2001) only relies on the concept of precision by defining ‘repeatability’ as the ability of an assessor to score the same stimulus consistently and ‘reproducibility’ as the ability of an assessor to score the stimuli similarly to the other panel members. Mangan (1992) also argues that the concept of accuracy is inadequate for sensory panel evaluation when the panel mean is considered and she prefers the term ‘reproducibility’.

4.4.2 Validity criteria for a consensus vocabulary

Based upon the above review of the two generic terms ‘precision’ and ‘accuracy’ and the discussion on issues with the application of these concepts to sensory analysis, a definition is now proposed for the terms repeatability, agreement and discrimination. These three criteria are commonly used for panel performance measurement and will be adopted in the context of this thesis.

Repeatability relates to the concept of precision but concerns only the aspect of intra-agreement of the measurement system, i.e., the closeness of results between several measurements made by the same system. In sensory analysis, the term ‘system’ can relate to a single assessor or to the panel. Repeatability can therefore be defined at both levels but it can only be measured when replicates are included in the experiment.

Agreement relates usually to the aspect of inter-agreement of measurement systems in sensory science but the definition of the term ‘system’ depends on the context. If the analysis concerns a single panel, the system can be defined as a single assessor but for a study involving several panels (see e.g. McEwan et al., 2002), it is possible to define each panel as a system. In this thesis, agreement will be defined as the closeness of results between measurements made by different assessors of the same sensory panel.
Discrimination relates to the ability of an assessor or a panel to perceive differences between stimuli with one attribute or a set of attributes. The use of this criterion is somehow specific to sensory analysis and it arises from the fact that an ‘accepted true value’ is usually not available for the measurement of accuracy as specified in e.g. ISO 5725-1 (1994). Measuring discrimination gives therefore a means to assess the utility of the sensory measure.

The three criteria of repeatability, agreement and discrimination form a very good basis for assessing the performance of a consensus sensory panel. It should be noted that only the two former criteria are independent. The discrimination of a single assessor is linked to its repeatability while the discrimination of a panel depends not only on the repeatability and the discrimination of each assessor but also on the level of agreement between the assessors. These criteria can therefore be considered as nested because no discrimination will be achieved if assessors show a poor repeatability, but even when all assessors are able to perceive clear product differences, discrimination between products might still remain poor at a panel level if a large disagreement exists between the assessors.

4.4.3 Univariate versus multivariate assessment of panelist performance

The interpretation of these three criteria from a univariate and a multivariate point of view are now illustrated with a simulated example (adapted from Schlich et al., 2004). The simple sensory profile selected for this purpose is limited to two assessors, two attributes, three products and three replicates per product, as shown in Figure 4.1. In this graph, each triangle represents the three replicates of an assessor for a given product. The three products are shown with a different symbol (cross, circle and square) and the two assessors are presented with a different color, i.e. solid blue for one assessor and dotted red for the other assessor, which will later be referred to as the assessors $S$ and $D$ respectively.

Univariate view: considering this data from a univariate viewpoint, which means looking at each attribute separately by projecting the data on the two original axes, one perspective on the three criteria defined above can be illustrated. It appears in this example that the assessor $D$ has a better repeatability on the attribute #1 than on the attribute #2 (this is visible from the larger spread on the vertical axis in comparison to the horizontal axis) while the assessor $S$ shows a lower repeatability on both attributes. In terms of discrimination, the assessor $D$ is more discriminative on the attribute #1, whereas the assessor $S$ is less discriminative for both attributes because of his lower repeatability. Finally, a relatively good agreement between the two assessors can be seen for the attribute #1 but some disagreement appears on the attribute #2 for the products ‘square’ and ‘circle’.

Multivariate view: another approach to interpret this simple sensory data set is to consider directly the two-dimensional map. The two arrows shown in Figure 4.1 represent the principal directions of variation in the data and are referred to as the
latency components LC #1 and LC #2 respectively. In more a realistic case, the sensory profile would comprise a larger number of attributes and a multivariate data analysis would be needed to represent the products on a small set of latent components. Nevertheless, displaying a two-dimensional map of this latent sensory space would give a plot similar to the one presented in Figure 4.1 but with coordinate axes representing two latent variables instead of the two manifest variables displayed in the present example.

Multivariate analysis aims at comparing product positions in the latent sensory space and Schlich et al. (2004) makes the difference between two measures to assess product discrimination: strength defined as the distance between products in the sensory map and complexity defined as the dimensionality of the sensory space. Looking at the two-dimensional product configuration of the assessors S and D in Figure 4.1, it appears that the sensory description of the assessor D is one-dimensional (along the latent component LC #1) whereas the description of assessor S is two-dimensional. This indicates a larger correlation between the two attributes for the assessor D. The distance between symbols is also larger for this assessor, which highlights a better discrimination along the first latent component. However, this assessor appears not to be discriminant along the second latent component (LC #2). On the contrary, the assessor S shows some discrimination along this second component despite his low repeatability seen from the large surface of the blue triangles. The multivariate approach gives therefore another perspective to the issue of disagreement in this simulated example.
4.4.4 A review of statistical methods for evaluating consensus panel performance

The practical example considered above illustrated the two complementary views to panel performance evaluation. The univariate approach offers a detailed perspective to the use of the descriptors by the consensus panel whereas the multivariate approach offers a more global representation of the product space on a smaller set of latent dimensions from which information about the use of the consensus vocabulary can also be highlighted. A review of the methods found in the literature for CV panel performance monitoring will now be presented for these two categories (these two categories).

Univariate approaches to panel performance evaluation

Univariate approaches to panel performance evaluation are relatively easy to understand as they map directly to attribute scales. A sensory score is the result of a complex process involving physiological and cognitive aspects. The attribute grading made by an assessor on a linear continuous scale is the last step of this measurement process and it can be affected by individual variations relating to scale usage. These variations can be very large but have usually no relation to product characteristics. They are often considered as nuisance effects by the experimenter and approaches to model these individual differences have been developed in sensometrics. Brockhoff (2003) for instance described four basic assessor differences that can be encountered on a univariate scale: level differences when assessors use different parts of the scale, scaling differences when assessors use different amount of the scale, variability when the precision of assessors differ and disagreement which is the non-linear individual variation not attributable to the three other scaling differences.

Panel monitoring made at an individual attribute level can provide very detailed information about the performance of the assessors. For example, Rossi (2001) employed two measures relating to the repeatability and disagreement criteria defined in the previous section. These measures are computed per product, per assessor and per attribute (the second criterion is referred to as ‘reproducibility’ in the original paper) and are based on a statistical model defined by Mandel (1991). This approach results in a large set of descriptive statistics, which Rossi summarized with several graphical techniques. Another statistical method based on classical reliability theory was proposed by Bi (2003) to compute the same criteria. However, these two statistics are only computed at a more global level on an attribute basis (for the full panel) and on an assessor basis (for the full set of attributes), which yields only two graphical displays.

Similar visual representations of panel performance have been presented for the reliability and discrimination criteria defined earlier by e.g. Næs and Solheim (1991), Lea et al. (1995) and Tomic et al. (2007) employing statistical techniques based on the principle of analysis of variance (ANOVA)\(^4\). These techniques developed at Matforsk

\(^4\)A good introduction to the application of ANOVA to sensory data can be found in Lea et al., 1997. Note also that performance measures based upon ANOVA methods have been applied to data from the affective domain in the field of audio by Gabrielsson (1979b) and Bech (1992, 1993).
in Norway have been recently implemented in a software package called PanelCheck (Nilsen et al., 2007). Schlich (1994) developed a method for graphical representations of assessor performances based on individual and global ANOVAs per attribute, which also covers the three performance criteria defined above. More details about this approach will be given in Chapter 6. Schlich (1997) proposed later another method based on a similar principle known as ‘Control of Assessor Performance’ (CAP), which is now part of the SensoBase (2006) online data analysis programme.

Brockhoff (2003) presented a univariate assessor performance method taking into account the four basic assessor differences presented above. This approach relies on a set of statistical models based on ANOVA and includes significance tests for the following assessor effects: differences in variability, presence of disagreement, differences in scaling and differences in sensitivity (defined as a signal-to-noise ratio). Brockhoff’s approach often referred to as the ‘assessor model’ can be considered one of the most thorough univariate tools for assessor performance monitoring and is available as a routine called PANMODEL implemented in the SAS software package. Finally, it can be mentioned that clustering methods or factorial methods have also been used for panel performance assessment of each attribute separately, e.g. Dijksterhuis (1995) and Couronne (1997) presented PCA-based methods to assess the level of disagreement between panelists.

Multivariate approaches to panel performance evaluation

In multivariate approaches to panel performance evaluation, the full set (or a subset) of sensory descriptors is considered which means that a matrix of samples by attributes has to be handled for each assessor. One simple approach to assess panel performance in this case is to measure similarities between such matrices. Ledauphin et al. (2006) presented a method based on this idea which consists in computing a weighted average for the panel and deriving an index of agreement for each assessor. The proposed procedure also includes a test of statistical significance for this index. It should be mentioned that several multivariate analysis techniques exploit the same idea. For example the RV coefficient (Robert and Escoufier, 1976) central to the STATIS method (Schlich, 1996) and the Procrustes distance employed in Generalized Procrustes Analysis (GPA; see Gower, 1975) are also based on the principle of similarity measure between matrices. More details on these two methods will be provided later in this thesis.

Most multivariate methods for panel performance assessment rely on the concept of latent variables discussed in the previous paragraph. Factorial methods are commonly used in sensory data analysis to represent the products in a space of reduced dimensionality. These techniques offer various means to assess individual variability around the consensus usually in the form of visual representations on the sensory map, for example with ellipses of confidence. Husson et al. (2005, 2007) presented an assessor bootstrapping technique to assess the variability of the panel for each product and each attribute. Brockhoff (2001) considered using multivariate analysis of variance (MANOVA) and the associated canonical variate analysis (CVA) to account for measurement error in this type of analysis. Monrozier and Danzart (2001) also proposed an assessor re-sampling technique to represent variability around product means in
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PCA and MANOVA-CVA models. The use of partial least squares regression models has also been reported by Thybo and Martens (2000) who measured signal to noise ratios (i.e. a ratio of the systematic between-object variation and the residual noise) for attributes, assessors and products with the aim of highlighting problems of assessor disagreement and attribute discrimination.

Another group of multivariate analysis referred to as three-way methods can also be employed to model assessor variability at a more complex level. GPA for example has been applied to consensus vocabulary profiling to test assessor agreement on the interpretation of attributes by allowing certain types of transformations to the individual sensory profiles. Other approaches include the Tucker-1 model described e.g. in (Dahl et al., 2008). Qannari et al. (1995) and more recently Bro et al. (2008) proposed a hierarchy of three-way models covering methods such as PCA, Tucker-1 and PARAFAC, which allows to characterize the performance of assessors in terms of latent sensory dimensions.

4.5 Summary

The overview of CV methods presented in the present chapter highlighted the following principles of this descriptive analysis method: 1) employing a panel of trained assessors rather than a single expert, 2) developing an objective description of products based exclusively on sensory properties and 3) performing quantitative evaluations with reliable scales. Five important techniques of the class of CV methods were then presented and discussed, i.e. Flavor Profile, Texture Profile, QDA, Spectrum and Quantitative Flavor Profiling. From this review, three steps commonly found in the development of a consensus vocabulary by a sensory panel were identified as follows: 1) the panel selection, 2) the consensus vocabulary generation and 3) the panel training. Finally, the discussion on the concept of ‘consensus’ in a vocabulary development and the review of desired characteristics for a consensus vocabulary illustrated the important aspects to consider for the practical implementation of this challenging methodology.

The second part of this chapter addressed the issue of consensus vocabulary quality through the use of panel performance measurement. First, a discussion on the general concepts of precision and accuracy highlighted the partial applicability of these measures to sensory analysis. Then, the three criteria of repeatability, agreement and discrimination were defined and their interpretation was illustrated from the univariate and multivariate point of views. Finally, a literature review was presented on existing statistical tools for panel performance monitoring which highlighted the numerous approaches available for this purpose.
Chapter 5

Development of a consensus vocabulary for headphone sound perception

5.1 Introduction

The overview of headphone sound presented in Chapter 3 gave an illustration of the diversity in headphone usage and applications. The examples discussed earlier include the headphone replay of conventional stereo material or binaural recordings and the virtual loudspeaker reproduction of stereo or 5.1 audio material over headphones. The specificities of headphone sound perception were also reviewed and a lack of formal terminology to describe this particular perceptual domain was highlighted. The current thesis work addressed this latter issue by developing a set of attributes to describe headphone sound perception using the consensus vocabulary (CV) approach.

Following the overview of CV methods presented in Chapter 4, a practical application of this type of descriptive analysis to the perceptual domain of headphone sound is reported in the present chapter. In Section 2, the stimulus selection, the procedure employed for the consensus vocabulary development and the resulting terminology are presented in details. In Section 3, two additional steps of this experimental work are reported focusing respectively on the development of a set of sound exemplars for attribute anchoring and the comparison of two attribute rating methods. In Section 4, the application of the resulting set of attributes is illustrated with a simple set of headphone sound stimuli. Finally, the implementation and outcome of this consensus vocabulary development are discussed in Section 5.

5.2 Consensus vocabulary development

The consensus vocabulary development reported in this section conforms with the general principles described in the previous chapter and its implementation can be summarized as follows. A wide range of stimuli was selected to cover the perceptual space under study and was presented to a panel of 12 listeners who developed a set of consensual sensory descriptors with associated definitions and word anchors, under the
supervision of a panel leader who was not involved in the elicitation process. An effort was also made to build a set of audio exemplars illustrating each sensory descriptor and to define an intensity value on their associated scale. And finally, the different attribute rating tasks organized in this experiment were performed individually by each assessor.

It appears from this short overview that the methodology applied for the current study mixes characteristics from some of the CV techniques presented earlier. For example, the nature of the sensory panel follows the QDA approach by using a panel of non technically-biased assessors while the development of a set of audio exemplars for absolute intensity scaling resembles the QFP approach. The present method would therefore fit best the class of generic (consensus) descriptive analysis described by Einstein (1991) or Murray et al. (2001).

In this section, the development of a representative set of headphone sound stimuli is reviewed first. Some background on the methodology is then provided and the experimental steps of this vocabulary development work are described. Finally, the agreed terminology is presented.

5.2.1 Selection of a stimuli set

The first step of this study was to select a set of audio samples for the listening experiment. Building a representative set of stimuli was considered critical to the success of this work which aims at exploring the perception of sound reproduced over headphones in a broad sense. Covering all the perceptual aspects relevant to headphone sound is especially important when a descriptive analysis technique is applied because only the characteristics that are present in the sample set can be elicited by the listeners. Therefore, a systematic classification of the commonly encountered headphone sound scenarios was developed in this study to facilitate the creation of an appropriate database of audio samples for the vocabulary development phase.

The classification developed for this task presented in Table 5.1 includes three main parameters defined respectively as the sound material format, the sound reproduction format and the sound reproduction technique. The format of the original sound material shown in the first column is not restricted in headphone applications and a wide selection was therefore applied for this study including the mono, stereo, multichannel and binaural formats. On the contrary, the reproduction format defining the number of channels employed for the replay is naturally limited to two in the case of headphones, which leaves only the mono and stereo options as shown in the second column of the table. The third column in Table 5.1 specifies the approach employed for the reproduction of the source material. For example, the stereo reproduction of a mono sound source can be made by a direct diotic or dichotic replay or can follow some HRTF or BRIR filtering process. Different types of spatial enhancement techniques can also be applied for the (stereo) reproduction of stereo or multichannel sound material over headphones as illustrated in this table. Alternatively, binaural

\[^1\]From the various multichannel audio formats described in Chapter 3, only the 5.1 format was selected as it was considered sufficiently illustrative for the present study.
material recorded directly with an artificial head can be replayed dichotically over headphones.

The fourth column in Table 5.1 gives more details about the signal processing applied to the sound material. The perceived room effect represented by a sound stimulus is an important aspect of this classification and this characteristic can be captured directly in the original sound material recorded, for example in different acoustic environments, or/and it can be added to this audio material through various types of audio processing. In the latter case, the sound format (column 1 of Table 5.1) and the sound reproduction format (column 2) define the scope of the applied signal processing. For example, only a mono reverberation can be applied in the mono reproduction case but the stereo reproduction case brings more options in terms of room effect simulation. The mono-format/stereo-reproduction scenario offers additional levels of complexity such as the stereo panning technique selected and the parameters applied for headphone positional 3D audio processing, e.g. the HRTF filter type or the sound source direction and distance. Similarly, different spatial enhancement systems and settings can be considered for the reproduction of stereo or multichannel audio material over headphones, as described in Lorho et al. (2002) and Lorho and Zacharov (2004).

This classification was used as a basis for the stimulus generation task. Different types of sound source material were selected including male and female speech samples, musical instruments, more complex music samples, natural sound recordings, movie sound samples and synthetic sound samples. This audio material included also different types of room acoustics with recordings made in an anechoic room, a standard listening room and a reverberation chamber. For each category listed in Table 5.1, a collection of sound source material was selected. Applying a full combination of the sound material types, sound formats, reproduction formats, reproduction techniques and signal processing approaches was of course not possible due to the incompatibility between some of the categories but even when selecting all the practically feasible combinations, the size of the resulting database would be very large. Therefore, only an incomplete combination of the different factors was selected to create a database of manageable size, i.e. about 200 audio samples.

Following the development of this headphone sound database, a final set of stimuli comprising 50 audio samples was chosen based on an informal screening procedure. This selection included samples that formed a first layer illustrating large perceptual differences, i.e. audio samples selected from different sound reproduction categories and audio material. A second layer illustrating moderate to small perceptual differences was also considered by selecting pairs of stimuli from a given sub-category. For example, the same source material was included for two different types of stereo panning or for two different options of the same virtual 5.1 system. This process resulted in a generic set of stimuli considered representative of the important perceptual characteristics of headphone sound reproduction, including lateralization, externalization (i.e., inside-the-head and out-of-head locatedness), localization and aspects relating to space and timbre perception.
<table>
<thead>
<tr>
<th>Sound format</th>
<th>Reproduction format</th>
<th>Reproduction technique</th>
<th>Characteristics of the applied sound processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mono</td>
<td>Mono</td>
<td>Monotic (direct)</td>
<td>Dry</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Dicot (direct)</td>
<td>Added mono reverberation (different levels)</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Dichotic (direct)</td>
<td>Added stereo reverberation (different levels and types)</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Stereo panning</td>
<td>Amplitude panning (soft to hard levels of panning)</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Head-Related Transfer Functions (HRTFs)</td>
<td>Simplified/modelled HRTF Model (different sound source directions)</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Binaural Room Impulse Responses (BRIRs)</td>
<td>Measured HRTFs (different sound source directions, different HRTF filter types)</td>
</tr>
<tr>
<td>Mono</td>
<td>Stereo</td>
<td>Mono enhancement</td>
<td>HRTF + artificial reverberation (mono or stereo)</td>
</tr>
<tr>
<td>Stereo</td>
<td>Mono (downmix)</td>
<td>Monotic / Dicot</td>
<td>Case similar to the mono source format</td>
</tr>
<tr>
<td>Stereo</td>
<td>Stereo</td>
<td>Dichotic (direct)</td>
<td>Different stereo formats, e.g. 90º cardioid and Blumlein</td>
</tr>
<tr>
<td>Stereo</td>
<td>Stereo</td>
<td>‘Soft’ stereo enhancement</td>
<td>e.g. stereo widening algorithm (Kirkeby, 2002)</td>
</tr>
<tr>
<td>Stereo</td>
<td>Stereo</td>
<td>HRTF-based stereo enhancement</td>
<td>Different systems and settings</td>
</tr>
<tr>
<td>Stereo</td>
<td>Stereo</td>
<td>BRIR-based stereo enhancement</td>
<td>Different systems and settings</td>
</tr>
<tr>
<td>Multichannel (5.1)</td>
<td>Stereo</td>
<td>‘Soft’ virtual 5.1 processing</td>
<td>See Lorho (2006) for details</td>
</tr>
<tr>
<td>Multichannel (5.1)</td>
<td>Stereo</td>
<td>HRTF-based virtual 5.1 processing</td>
<td>Different systems and settings</td>
</tr>
<tr>
<td>Multichannel (5.1)</td>
<td>Stereo</td>
<td>BRIR-based virtual 5.1 processing</td>
<td>Different systems and settings</td>
</tr>
<tr>
<td>Binaural rec. material</td>
<td>Binaural reproduction</td>
<td>Dichotic (direct)</td>
<td>Different types of binaural recordings and audio environments</td>
</tr>
</tbody>
</table>

1 See Lorho (2006) for details

Table 5.1: Classification of headphone sound scenarios used as a basis for the creation of a database of sound samples for this vocabulary development work.
5.2.2 Vocabulary development methodology

Once this generic set of stimuli was created, the consensus vocabulary development could be initiated following the generic steps presented in Chapter 4 (Section 4.3). Before going through the implementation details of these steps, some background on the selected descriptive analysis methodology will be presented below.

The perceptual study presented in this chapter was inspired from the Audio Descriptive Analysis & Mapping (ADAM) procedure developed by Zacharov and Koivuniemi (2001b) and Mattila (2001a). The ADAM technique was proposed as an experimental means of unraveling the underlying structure of a perceptual domain in the field of audio. This procedure requires two separate listening experiments to be run on the stimulus set under study, i.e., a preference scaling task on the one side and a verbal descriptive analysis using a consensus vocabulary approach followed by an attribute rating task on the other side. The last step of the ADAM method consists in applying an external preference mapping, which consists in a combined analysis of the two data sets resulting from this set of experiments. The aim of this mapping technique is to explain the global measure obtained from the preference test in terms of the more detailed sensory characteristics elicited from the descriptive analysis. A predictive model of preference can also be built based on the attribute rating data.

The vocabulary development performed in the present study followed the descriptive analysis part of the ADAM methodology but some refinements to the original process have been proposed by the author with the aim of reducing the time spent for the vocabulary development. The previous ADAM experiments required a considerable amount of time to develop the set of descriptors, i.e., 60 hours for the study of Mattila (2001a) and 30 hours for the study of Zacharov and Koivuniemi (2001b). This was considered a constraining factor to the usage of this approach routinely and several directions were therefore sought to increase the speed of the procedure. First, it was realized that too much effort and time was spent for the initial word elicitation. In practice, the individual elicitation can be reduced significantly without major impact on the final outcome of the whole process because this step is only a preparation for the more thorough consensus elicitation task. Then, a second modification of the procedure was considered with the introduction of an iterative step during the last step of the consensus vocabulary development. This idea consisted in combining group discussion sessions with the whole panel and practice sessions in which each assessor can experiment individually with the attribute scales to ensure a better alignment of the sensory concepts by the panel both at a qualitative level and a quantitative level, as discussed in Section 4.3.2. These methodological refinements allowed a significant reduction of the vocabulary development process duration to a total of 20 hours.

5.2.3 Presentation of the vocabulary development steps

The descriptive analysis experiment performed in this study can be loosely separated into two successive phases including first the vocabulary development work made by the panel and then the set of attribute rating tests made individually by the assessors.

---

2 An overview of preference mapping can be found in Chapter 2 (Section 2.2.4).
The first phase was implemented within a relatively short period of two weeks due to practical reasons relating to the availability of assessors for the large panel discussions. The second phase to be reported in Sections 3 and 4 of this chapter was spread over a slightly longer period of time, partly because of the experimental preparation needed between the test sessions. The verbal elicitation was carried out in Finnish as this was the native language of the assessors and the panel leader. In practice, all the individual listening sessions were run in separate listening booths (Kylliäinen et al., 2003) and all panel discussions were organized in a large listening room equipped with 12 pairs of HD580 Sennheiser headphones. The loudness of all audio stimuli was aligned beforehand and replayed at a comfortable listening level of 25 sones. The GuineaPig2 listening test system (Hynninen and Zacharov, 1999) was employed for the stimulus replay in all the listening tests included in this study.

The vocabulary development part of this experiment was run in 20 hours and was organized in four steps including a familiarization of the panel to the stimulus set, an individual elicitation, a set of small panel discussions, and a set of large panel discussions, as illustrated in the diagram shown in Figure 5.1. Note that the selection of an appropriate sensory panel is a prerequisite for this type of sensory analysis experiment, as highlighted in Chapter 3. A group of 12 listeners was chosen from the Nokia Research Center (NRC) listening panel for the present study. These subjects can be considered as ‘selected assessors’ following the classification presented in Chapter 2 because they have been screened through the Generalised Listener Selection (GLS) procedure (Isherwood et al., 2003) for their auditory discrimination skill, reliability and repeatability in judgments and their verbalization skills. In addition, all these assessors showed good discrimination skills in the task of the GLS screening program relating specifically to the perception of spatial sound over headphones3.

For the stimulus familiarization step, a listening test session of 30 minutes to one hour was organized in individual listening booths to accustom the assessors to the set of stimuli under study. The task of the subjects was simply to listen to each of the audio samples in a sequential way and they were instructed to concentrate on the perceptual characteristics of these stimuli. This preliminary step was considered especially important because of the complex nature and diversity of the audio samples considered in the present study.

The individual elicitation followed immediately the familiarization step and was split into two separate listening test sessions. Assessors performed an absolute word elicitation during the first session which lasted about an hour. In practice, a small subset of 16 stimuli was presented using a single stimulus paradigm and for each sound sample listeners were required to write down words describing their impression on any aspect of the reproduced sound. During the second word elicitation, assessors performed a differential word elicitation on the remaining audio samples split in two subsets of 14 and 20 stimuli respectively. This second listening test session lasted about two hours with a short break. In practice, all the samples of a subset

---

3The stimulus set employed for this discrimination task will be described more thoroughly in Section 4 of the current chapter.
5.2. Consensus vocabulary development process
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Figure 5.1: Illustration of the steps included in the consensus vocabulary development procedure employed for this experiment. The implementation of the process required a total time of 20 hours split into 4 hours of individual work, 6 hours of small panel work, and 10 hours of large panel work.
were presented with a multiple stimulus paradigm and listeners were asked to focus on differences between the two samples of each pair of stimuli relating to the same audio material as defined in the previous section. The stimulus familiarization step and the individual elicitation took a total 4 hours as illustrated in Figure 5.1 and the outcome at this stage of the procedure was a set of about 500 words generated by the group of 12 assessors, which is considerably less than the 26000 and 1400 words elicited respectively in Mattila (2001a) and Zacharov and Koivuniemi (2001b).

The individual elicitation work can be considered as a preparation to the more essential step of consensus vocabulary development in which the panel of assessors develops a common set of sensory descriptors under the supervision of the panel leader. This part of the procedure was split into two separate phases as illustrated in Figure 5.1. First, small panel discussions were run in two separate groups of 6 assessors as this was considered a more efficient approach both in terms of verbal elicitation outcome and practical implementation. The small panels started by discussing and sorting their individual set of words from the previous elicitation phase and agreed rapidly on an initial set of descriptors. In three sessions of two hours, the two panels created a set of 18 and 16 descriptors respectively.

Large panel discussions were then organized in which all 12 assessors met together and finalized the vocabulary generation based on the sensory descriptors developed during the small panel sessions. Three sessions of two hours were used by the panel to compare the two sets of descriptors and consensually agree upon a final vocabulary to describe the set of headphone stimuli under study. They also created a suitable set of word anchors, i.e. a verbal term defining a certain point on a graphic scale (Zielinski et al., 2008) for the end points and the middle point of each attribute scale and they selected illustrative audio samples from the stimulus set for each of the attributes. A short definition was also proposed by the panel for all the descriptors and their explanation were thoroughly discussed to ensure a common understanding by all the assessors. It should be noted that a short phase of panel training was also considered in this vocabulary development process. This ultimate step of the consensus work was included in the two last sessions of the fourth block shown in Figure 5.1 and consisted in two rounds of alternate group discussions and individual experimentation with attribute scales. This iterative process allowed to improve the alignment of the sensory concepts between the assessors to some extent through feedback given by the panel leader on attribute scale usage.

5.2.4 Presentation of the agreed vocabulary

A detailed description of the terminology resulting from the consensus vocabulary development work performed in the current study is provided next. The vocabulary agreed on by the panel comprises a set of sixteen sensory descriptors with associated definitions and word anchors. The original name of the descriptors are given below in Finnish and an English translation is proposed for the attribute name, the definition and the set of word anchors developed by the panel. The listeners agreed on a division into three groups of descriptive scales relating respectively to localization, space and timbre. Attributes in the localization group describe simple geometrical associations
between the perceived sounds and the listener. The emphasis of this group is on
definability, i.e., the possibility for the listener to define a certain aspect of the sound source(s) he/she hears. Attributes of the second group relate to the space perceived by the listeners in the audio samples and the attributes of the third group relate broadly to timbre aspects of the sound samples.

Attributes relating to localization

- **Sense of distance** *(Etäisyyden tunne)*: this attribute describes how well the distance between the sound source(s) and the listener can be defined. Word anchors: not definable (0), somewhat definable (5), well definable (10).

- **Sense of direction** *(Suunnattavuus)*: this attribute describes how well the direction of the sound source(s) can be defined. Word anchors: not definable (0), somewhat definable (5), well definable (10).

- **Sense of movement** *(Liikkeen tunne)*: this attribute describes how well the movement of the sound source(s) can be defined. Word anchors: not definable (0), somewhat definable (5), well definable (10).

- **Ratio of localizability** *(Paikallistettavien osuus)*: the term *localizability* describes how well the direction and the distance of a sound source(s) can be defined. The attribute *ratio of localizability* describes how many sound events can be localized from those present in the audio sample. Word anchors: none (0), some (5), all (10).

Attributes relating to space

- **Quality of echo** *(Kaiun laatu)*: this attribute describes how well the echoes relate to their sound source(s) in a qualitative way. Word anchors: unpleasant (-5), no echo (0), pleasant (+5).

- **Amount of echo** *(Kaiun määrä)*: this attribute describes how the listener experiences the amount of echo in relation to the sound sources. Word anchors: no echo (0), adequate echo (5), excessive echo (10).

- **Sense of space** *(Tilan määrittävyys)*: this attribute describes how well the space represented in the audio sample can be defined. Word anchors: not definable (0), somewhat definable (5), well definable (10).

- **Balance of space** *(Tilan tasapaino)*: this attribute relates to the space represented by the audio sample in relation to the listener’s inner reference. A negative value means that the space is weighted in some direction. If no space is perceived, the space is out of balance. Word anchors: out of balance (0), somewhat balanced (5), well balanced (10).

- **Broadness** *(Laajuuks)*: this attribute describes the perceived extent of the soundscape relative to the listener’s head. Word anchors: inside head (0), close by (5), broad (10).
Attributes relating to timbre

- **Separability** (*Eroteltavuus*): this attribute describes how well the sound events can be separated out in the audio sample. Word anchors: none (0), some (5), all (10).

- **Tone Color** (*Äänen sävy*): this attribute describes the spectral content of the audio sample. Word anchors: lower-sound emphasis (-5), cannot say (0), higher-sound emphasis (+5).

- **Richness** (*Värikkyys*): this attribute describes how rich and nuanced the audio sample is overall, and relates to a combination of harmonics and dynamics perceived in the sample. Word anchors: flat (-5), neutral (0), rich (+5).

- **Distortion** (*Vääristyneisyys*): this attribute describes the possible metallic, machine-like, electrical-like artifacts in the audio sample. Word anchors: distorted (0), somewhat distorted (5), not distorted (10).

- **Disruption** (*Häiriosys*): this attribute describes how much hiss, snap/crackle/pop is perceived in the audio sample. Word anchors: disrupted (0), somewhat disrupted (5), not disrupted (10).

- **Clarity** (*Selkeys*): this attribute describes if the sound sample appears clear of muffled, for example if the sound source is perceived as covered by something. Word anchors: muffled (0), clear (10).

- **Balance of Sounds** (*Äänien voimakkuuksien tasapaino*): this attribute describes the possible difference in loudness between the sound sources present in the audio sample. The sound sample is well balanced if it contains only one sound source. Word anchors: out of balance (0), somewhat balanced (5), well balanced (10).

It appears from the numerical value associated to the different sets of word anchors that most of the attributes created during the vocabulary development are unipolar in the sense that they measure an intensity in a single direction, e.g. **Broadness** increases from 0 (*Inside the head*) to 10 (*Broad*). However, three attributes of this vocabulary can be considered bipolar as they have been anchored by the panel with a center point and two opposite directions. These attributes are **Tone Color** going from -5 (*Lower-sound emphasis*) to +5 (*Higher-sound emphasis*) with the middle-point (*Cannot say*) at 0; **Richness** going from -5 (*Flat*) to +5 (*Rich*) with the middle-point (*Neutral*) at 0; and **Quality of echo** going from -5 (*Unpleasant*) to +5 (*Pleasant*) with the middle-point (*No echo*) at 0. It can also be noted from this list that the two attributes **Distortion** and **Disruption** describing different artifacts of the audio samples were associated with a ‘negative concept’ by the listening panel and have therefore their polarity inverted, i.e., a very ‘distorted’ sound would be given a low score on that scale.

---

4The validity of the attribute **Quality of echo** as a descriptive term can be questioned because of the hedonic nature of its positive and negative word anchors and the integrative character of the term **Quality**.
5.3 Additional steps of the consensus vocabulary development work

Following the phase of consensus vocabulary development described above, the sensory panel went through four additional experimental tasks including 1) the creation of a set of sound exemplars with associated intensity anchors for each descriptor, 2) a small listening experiment to compare two attribute rating approaches, 3) an attribute rating test performed on a simple stimulus set, and 4) a large experiment to assess several sets of spatial enhancement systems for music reproduction over headphones. Details about the first and second tasks are provided in the present section while the third task is covered in Section 4 of this chapter. Finally, the perceptual evaluation of spatial enhancement systems will be covered in Chapter 6.

5.3.1 Selection of sound exemplars for attribute anchoring

The importance of physical references to illustrate sensory concepts during a vocabulary development and the advantages of selecting absolute reference points for attribute scale anchoring were discussed in the previous chapter (Section 4.3.2). Following these recommendations from the literature (see e.g. Rainey (1986) and Munoz and Civille (1998)), an effort was made during this experiment to create a set of audio exemplars illustrating the different descriptors of the headphone sound vocabulary. As described earlier, one of the tasks of the listening panel during the last step of the vocabulary development process was to select illustrative audio samples from the headphone sound database for each of the attributes. However, due to the limited amount of time allocated for this task, the selection was only partially completed by the panel and the set of sound exemplars had to be augmented and refined by the experimenter. It was therefore decided to run a formal listening test with the panel to identify the best set of sound exemplars and to quantify them on their respective attribute scale. In practice, a series of candidate audio exemplars was presented randomly in triplicates amongst other stimuli for each attribute using a single stimulus test paradigm and each assessor had to score these stimuli on the associated attribute scale.

The data gathered from this experiment was analyzed visually with the help of scatter plots as illustrated for two representative attributes in Figure 5.2. The intensity anchoring obtained for the attribute Amount of Echo shown in Figure 5.2(a) can be considered successful because the three sound exemplars cover well the attribute scale with a mean value over repetitions and assessors of 1.6, 6.1 and 8.9 respectively and also because the standard deviation of these mean values is relatively low\(^5\). On the contrary, the result of the attribute Richness shown in Figure 5.2(b) was less conclusive. Only two sound exemplars were considered for this attribute and they appear

\(^5\)It can be noted from Figure 5.2(a) that Assessor #1 was clearly in disagreement with the rest of the panel for the sound exemplar #1 (in the left pane). Ignoring this outlier, the panel average score for this sound exemplar was 1.4, which is the reason why the intensity 1 was finally associated to this sample as shown in Table 5.2.
to cover the attribute scale poorly with an average over repetitions and assessors of -0.6 and 1.4 respectively. A more serious problem with this attribute concerns the large standard deviation visible for the two audio exemplars (dashed lines on the left and right panes of Figure 5.2(b)), which indicates a clear lack of agreement between the assessors. In this situation, the anchoring of the sound exemplars by a numerical intensity corresponding to the panel mean was considered inappropriate. Instead, a negative sign and a positive sign were used to provide a simple qualitative illustration of the attribute polarity.

(a) Scatter plot of intensity values obtained for the three audio exemplars of the attribute *Amount of echo*.

(b) Scatter plot of intensity values obtained for the two audio exemplars of the attribute *Richness*.

Figure 5.2: Two examples of sound exemplar assessment made by the panel. Each circle represents one of the three scores given by an assessor and the horizontal lines represent the mean over repetitions and assessors (solid lines) and ± standard deviation (dashed lines) for a given sound exemplar.
The sound exemplars selected from this experiment and their associated anchoring intensity values are presented for each attribute in Table 5.2. It appears from this table that only two or three attributes are illustrated by three sound exemplars spanning the whole attribute scale while eight attributes are represented by only two intensity anchors. Additionally, the sound exemplars of six attributes were not considered consensual, as indicated by the − and + symbols shown in the table. These problematic attributes indicate that either the sound exemplar selection was sub-optimal or additional work would be needed with the panel to improve the level of sensory concept alignment.

<table>
<thead>
<tr>
<th>Group</th>
<th>Attribute</th>
<th>Intensity of sound exemplars</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Exemplar 1</td>
</tr>
<tr>
<td>Localization</td>
<td>Sense of distance</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Sense of direction</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sense of movement</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Ratio of localizability</td>
<td>4</td>
</tr>
<tr>
<td>Space</td>
<td>Quality of echo</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Amount of echo</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sense of space</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Balance of space</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Broadness</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Separability</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Tone Colour</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>Richness</td>
<td>−</td>
</tr>
<tr>
<td></td>
<td>Distortion</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Disruption</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Clarity</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Balance of Sounds</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.2: Set of sound exemplars with associated anchoring intensity values resulting from the attribute test reported in this section.

### 5.3.2 Selection of an attribute rating method

During the last stage of the vocabulary development process, the selection of an appropriate attribute rating technique became an issue both in terms of methodology and practical implementation. In principle, several experimental paradigms can be adopted to profile a set of audio stimuli under study, that is, obtaining for each stimulus an intensity score on the different sensory descriptors. The three following ap-
approaches were investigated in this work: 1) the ‘single stimulus - single attribute’ presentation method, 2) the ‘single stimulus - multiple attributes’ presentation method, and 3) the ‘multiple stimulus - single attribute’ presentation method.

The first approach has been utilized for example by Mattila (2001b) in the field of speech perception but the second approach is applied more frequently, especially in the field of food science where it is referred to as the ‘serial monadic’ paradigm. The third approach is also known as ‘attribute-by-attribute’ paradigm or ‘simultaneous multiple presentation method’ and has been compared to the serial monadic in several publications (Mazzucchelli and Guinard, 1999; Ishii et al., 2007, 2008). Ishii et al. (2008) described some fundamental differences between the serial monadic and attribute-by-attribute paradigm in terms of cognitive strategy. They associate the former approach to an absolute cognitive process and the latter one to a relative process in which assessors compare the stimuli under evaluation. These authors argue that the attribute-by-attribute protocol is better suited for untrained judges while the serial monadic protocol is more appropriate when intensity exemplars have been defined and learned by the assessors.

The ‘single stimulus - single attribute’ presentation method is statistically sound because it ensures an independent grading when the presentation order is randomized for both the stimuli and the attributes. It was however not selected for the current study due to technical limitations with the user interface presentation structure of the GP2 test software. In practice, this approach would have made the test administration too cumbersome for the assessors.

The ‘single stimulus - multiple attribute’ presentation method breaks the statistical independence of the grading since assessors can consider different scales in parallel and might have a tendency to correlate their attribute scores in a systematic manner. As a matter of fact, a specific order for the evaluation of the different attributes had been specified by the panel during the vocabulary development of this study. This order takes into account the fact that some descriptors are easy to perceive while others require more efforts or a longer exposure to the stimuli. The ‘single stimulus - multiple attribute’ approach was therefore the first to be considered in this work and it required in practice the presentation of two different windows side by side to get all sixteen attributes on the same screen as shown in Figures 5.4(a) and 5.4(b). It should be noted that the inclusion of sound exemplars was technically unfeasible with the GuineaPig2 listening test system in this test presentation scenario.

The ‘multiple stimulus - single attribute’ presentation method illustrated in Figure 5.3 was also considered in this work. This comparative evaluation approach enables assessors to better focus on the differences between stimuli although it breaks somehow the statistical independence of the grading. From a practical point of view, the inclusion of sound exemplars was possible with the GuineaPig2 system for this approach (see figure 5.7 for an illustration), which allows in theory to preserve the absolute character of the stimulus evaluation. It should be added however that this experimental paradigm becomes problematic when a large number of stimuli has to be evaluated comparatively.

Note that the generic term ‘semantic differential’ can also refer to this type of test paradigm.
5.3. Additional steps of the consensus vocabulary development work

Comparison of the ‘single stimulus - multiple attribute’ presentation method and the ‘multiple stimulus - single attribute’ presentation method

A formal comparison between the ‘single stimulus - multiple attribute’ presentation method and the ‘multiple stimulus - single attribute’ presentation method was considered to identify the most appropriate option for the final sensory profiling experiments of this study. A set of four headphone spatial enhancement systems was selected and applied to the same stereo music material for this small listening test. Ten assessors of the headphone panel evaluated these stimuli with each presentation method in a separate session without repetition. The GP2 user interfaces employed for this experiment are shown in Figures 5.3 and 5.4.

To assess the merit of the two presentation methods, a two-way analysis of variance including the factors System and Assessor was run for each attribute and each test. An example of ANOVA table is shown in Table 5.3 for the attribute Tone Color. In each of these tables, the F-ratio obtained for the two factors was exploited for the comparison of the presentation methods. This statistic is a ratio of estimated variances (the mean square) between a factor and the error term. The larger the value of a F-ratio, the more important the differences between levels of the associated factor\(^7\). In

\(^7\)The absence of replicates in these two data sets implies that the error term employed for computing the F-ratio of the factors System and Assessor corresponds to the source of variation of the System * Assessor interaction. More details about the application of ANOVA to univariate sensory data can be found in Section 3 of Chapter 6.

![Figure 5.3: Illustration of an attribute rating test using the ‘multiple stimulus - single attribute’ presentation method. This GP2 user interface window was employed to evaluate the attribute Disruption (Häirioisyys) in the current experiment.](image)
Figure 5.4: Illustration of an attribute rating test using the ‘single stimulus – multiple attribute’ presentation method. The GuineaPig2 user interface windows presented in (a) and (b) were shown simultaneously to the assessors in this experiment (note that the same audio sample could be played from the two windows).
5.4. Application of the consensus vocabulary to a simple stimulus set

the present case, the System F-ratio illustrates the level of panel discrimination between the systems and the Assessor F-ratio gives an indication of the differences in scale usage between the assessors.

A scatter plot was produced for each presentation method with the System and Assessor F-ratios of the 16 attributes on the horizontal and vertical axis respectively, as shown in Figure 5.5. The mean over the 16 attributes of the System and Assessor F-ratios is also represented by a cross in each plot. It appears from this figure that the overall sample discrimination is higher for the ‘multiple stimulus - single attribute’ case (18.1 vs. 6.7) while the overall level of differences in scale usage is almost similar for the two presentation methods (3.3 vs. 3.1).

The overall result of this small comparative study and the informal feedback received from the panelists were both favorable to the ‘multiple stimulus - single attribute’ presentation method. As no further sensory panel training was intended at this stage of the study, it was finally decided to select this approach for the subsequent attribute rating experiments of the study. It should be noted however that this conclusion regarding the relative merit of the two tested presentation methods is limited to the context of the current sensory analysis experiment, i.e. using a panel with the level of training specified above, and should therefore not be generalized.

<table>
<thead>
<tr>
<th>'Single stimulus – multiple attribute' presentation method</th>
<th>Dependent Variable: Tone color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Type III Sum of sq.</td>
</tr>
<tr>
<td>Corrected Model</td>
<td>11.255(a)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.900</td>
</tr>
<tr>
<td>Assessor</td>
<td>3.705</td>
</tr>
<tr>
<td>System</td>
<td>7.550</td>
</tr>
<tr>
<td>Error</td>
<td>10.605</td>
</tr>
<tr>
<td>Total</td>
<td>22.760</td>
</tr>
<tr>
<td>Corrected Total</td>
<td>21.860</td>
</tr>
<tr>
<td>a. R Squared = .515 (Adjusted R Squared = .299)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>'Multiple stimulus – single attribute' presentation method</th>
<th>Dependent Variable: Tone color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Type III Sum of sq.</td>
</tr>
<tr>
<td>Corrected Model</td>
<td>48.100(a)</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.089</td>
</tr>
<tr>
<td>Assessor</td>
<td>15.551</td>
</tr>
<tr>
<td>System</td>
<td>32.549</td>
</tr>
<tr>
<td>Error</td>
<td>19.251</td>
</tr>
<tr>
<td>Total</td>
<td>68.440</td>
</tr>
<tr>
<td>Corrected Total</td>
<td>67.351</td>
</tr>
<tr>
<td>a. R Squared = .714 (Adjusted R Squared = .587)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Two-way ANOVA table for the attribute Tone Color with the ‘single stimulus - multiple attribute’ and ‘multiple stimulus - single attribute’ presentation methods.
5.4 Application of the consensus vocabulary to a simple stimulus set

5.4.1 Presentation

To illustrate the application of the consensus vocabulary developed in this work, an attribute rating test performed on a simple stimulus set is reported in the present section. The four audio stimuli considered in this sensory evaluation are representative of spatial sound perception over headphones and were developed for the headphone screening test of the Generalized Listener Selection (GLS) procedure (Isherwood et al., 2003). The discrimination test developed for this procedure is common to several auditory aspects and includes loudness, narrowband speech compression, broadband music compression and spatial sound. For this discrimination task, different levels of a given perceptual aspect are illustrated by four stimuli carefully selected to ensure that two of them are clearly different while the two others are perceptually close to each other. In the headphone screening test, these sound samples were intended to illustrate four levels of spatial characteristics when replayed over stereo headphones.

Four dry monophonic speech samples with a different talker were selected and processed spatially to obtain the four levels required for this experiment. The two per-
ceptually distant stimuli were chosen to represent extreme cases of spatial sound distribution. For the lower level, a monophonic mix (*Mono*) of the four dry monophonic samples presented diotically was employed and for the higher level the Binaural Room Impulse Response (*BRIR*) processing approach was applied to assign each talker to a different position around the listener’s head. For the two stimuli intended to be perceptually close in this GLS experiment, a stereo amplitude panning technique (*Stereo*) and a simplified Head-Related Transfer Function model (*HRTF*) were selected in order to obtain two intermediate levels of spatial separation, while preserving the anechoic nature of the original speech samples. These four spatial configurations are illustrated in Figure 5.6 with an idealized representation of the expected listening experience.

The four stimuli (referred to as ‘systems’ later in this section) were evaluated by 10 assessors from the sensory panel who developed the headphone sound consensus vocabulary. The test was run in a short session of 30 to 45 minutes organized in individual listening booths. The audio stimuli were loudness aligned beforehand and replayed at a level of 25 sones over the HD580 Sennheiser headphones. The *all samples - one attribute* presentation method described above was employed for the test administration and the user interface implemented on the GuineaPig2 listening test system included the audio exemplars anchored with an intensity derived from the results presented in the previous section. An illustration of the test user interface is shown in Figure 5.7 for the attributes *Tone color* and *Richness*. For each assessor, an independent random permutation was applied for the attribute presentation order and for the association between the letters A to D and the four audio samples.

![Figure 5.6: Idealized representation of the perceived location of four talkers when using the following headphone sound reproduction techniques: a) diotic replay (*Mono*), b) stereo amplitude panning (*Stereo*), c) simple head-related transfer function modeling (*HRTF*) and d) binaural-room impulse response processing (*BRIR*).](image-url)
Figure 5.7: Two examples of GuineaPig 2 graphical user interface employed for the multiple stimulus presentation in this attribute rating test. The intensity anchoring used for the audio exemplars was derived from the listening test results presented in the previous section.

5.4.2 Result

The data resulting from a sensory profiling experiment can be analyzed in many ways including different statistical descriptions and visual representations of the attribute scores from either a univariate or a multivariate perspective. In the current example, two complementary approaches were selected to summarize the perceptual differences between the four stimuli under study, that is, a univariate visualization approach...
referred to as a ‘spider web’ plot (Figure 5.8) and a principal component analysis (Figure 5.9).

**Univariate view**

Different types of graphical representations can be used to visualize the scores of a sensory experiment at an attribute level. Approaches include plots of mean scores and 95% confidence interval for each attribute separately or either ‘Spider web’ plots or ‘Semantic Differential’ Charts (Osgood, 1967) of several attributes simultaneously. The univariate statistical analysis supporting the visualization of differences between systems is usually based on the ANOVA framework.

Spider web plots are convenient to summarize the large amount of data resulting from attribute rating tests especially when the number of evaluated stimuli is small as in the present study. In this type of plots, each stimulus is visualized by a spider line on a number of spikes representing the different attributes of the sensory profile. The spider web plot presented in Figure 5.8 shows the mean attribute scores derived from the raw data of this sensory experiment. The attribute names are given with an indicator of the level of discrimination between the systems at a panel level, which was measured as a p-value for the F-ratio of the factor System resulting from a two-way ANOVA using the factors System and Assessor. It appears from this plot that only two attributes, Balance of Sounds and Quality of Echo, are not significant. It should also be mentioned that the attribute Sense of Movement was not included in this analysis because it has not been evaluated by all the assessors, some of them considering it irrelevant for this stimulus set.

Figure 5.8 illustrates clearly the overall similarity between the two systems Stereo and HTRF and the larger differences between the two systems Mono and BRIR. The attribute Broadness shows the largest absolute difference between systems while the attribute Sense of Distance shows the most uniform distribution of mean scores. The perceptual differences between these four stimuli can be summarized in three main patterns: 1) attributes for which the system Mono differs from the other systems, e.g., Sense of Direction and Ratio of Localizability, 2) attributes for which the system BRIR differs from the other systems, e.g. Tone Color and Richness, and 3) attributes discriminating the systems Stereo and HRTF from the system Mono on one side and the system BRIR on the other side. This latter pattern is clear for example on the three attributes Broadness, Balance of Space and Sense of Space, which all relate to the perception of space.

**Multivariate view**

A principal component analysis (PCA) was also performed on the mean attribute data excluding the two non-discriminative attributes discussed above and the attribute Sense of Movement. PCA is a useful tool to explore the systematic variation of a multivariate data set and to highlight relationships between the objects and variables, that is, the systems and the attributes in our case. The idea of PCA is to find a set of linear combinations of the original (manifest) variables accounting for the maximum of

---

8 Differences between the two systems Stereo and HRTF are significant for none of the attributes evaluated in this study.
A CV for headphone sound perception

Figure 5.8: Univariate view of the mean sensory data with a ‘spider web’ plot. Significant levels for the system F-ratio are indicated as * for 0.05 and ** for 0.01. Low, Mid and High refer respectively to -5, 0 and +5 for the attributes Tone color and Richness and to 0, 5 and 10 for the other attributes.

variation in the data. The first few of these new (latent) variables explaining the most important part of the total variance are selected and the multivariate data exploration is made from the display of the objects and original variables in this low-dimensional subspace through their principal component scores and loadings respectively.

The interpretation of PCA results is often a somehow arbitrary task in practice and it can take different forms depending on where the focus is placed, i.e., either on the manifest variables or on the latent variables. The technique of predictive PCA biplot proposed by Gower and Hand (1996) was adopted for the small data set considered in the present study. This type of biplot aims at describing the objects directly in terms of the manifest variables using a technique of orthogonal projection on biplot axes with calibrated markers, which in our case correspond to the sensory descriptors with their original intensity scales. This technique illustrated in Figure 5.9 offers the closest multivariate equivalent of the univariate plot presented in Figure 5.8. An alternative approach often encountered in sensory data analysis aims at describing the latent variables in terms of the manifest variables, which is a process known as reification. Techniques to rotate principal components are often employed to simplify the loading structure and the subsequent interpretation as presented e.g. by Jolliffe (2002). In
ideal cases, this approach allows to assign a sensory meaning to each component and describe the differences between objects in terms of these latent sensory dimensions.

The predictive PCA biplot presented in Figure 5.9 was created in the R statistical software with the BiplotGUI package (2008) designed to construct and interact with biplots of the type advocated by Gower and Hand (1996). The two first components of the PCA applied to the centered variables explained 99.6% of the variation in the data with 82.2% and 17.4% of explained variance for PC #1 and PC #2 respectively. The PCA scores define the relative position of the objects in the sub-space defined by the two first principal components. In the present case, the systems BRIR and Mono appear to lie further apart than the systems Stereo and HRTF. The original attributes are represented in Figure 5.9 by a set of calibrated biplot axes that brings additional information for the display interpretation. Firstly, these axes give a means to evaluate the co-variation between attributes, e.g. the attributes Clarity, Distance and Balance of Space form a group with an horizontal orientation on the display and the attributes Direction, Separability and Ratio of Localizability form another group with a diagonal orientation. Secondly, the technique of marker calibration employed in this type of biplot offers an intuitive way to assess the sensitivity of each attribute. This can be illustrated in the present figure by comparing the markers of the attribute Broadness, which span most of the intensity scale (from 2 to 8) on the display while the extent of
the attribute *Clarity* is only limited to the markers 7 and 8. The smaller range of the latter attribute highlights its lower contribution to the sample representation in this low-dimensional space. Thirdly, each system can be projected orthogonally on each axis on this biplot as illustrated for the system *Mono* in Figure 5.9. By exploiting this principle of projection, it was possible to identify the attributes discriminating best the four samples, that is, *Broadness, Sense of Space, Distance*, and *Balance of Space* in the present case.

5.4.3 Conclusion of this small sensory profiling experiment

The result of the small sensory profiling experiment reported above confirms the suitability of these four sound stimuli for the headphone spatial discrimination task of the GLS screening experiment. Indeed, the perceptual differences between these audio samples appear to relate principally to spatial aspects with a large contribution of the attributes *Broadness* and *Sense of space*. In addition, the distance between the four stimuli along this perceptual direction turns out to follow accurately the intent of the GLS experiment with two closely-spaced stimuli and two more distant stimuli. However, other differences in perceptual characteristics were also revealed from this sensory profiling test. In particular the departure of one stimulus from the three others was visible for the system *Mono* with respect to the attribute *Separability* and for the system *BRIR* with respect to the attribute *Amount of echo*.

5.5 Discussion

The implementation and outcome of the consensus vocabulary development work presented in this chapter are discussed below with an explicit attention to the sound stimulus selection, the vocabulary development procedure, the vocabulary generated by the panel, the selection of sound exemplars to illustrate and anchor the attributes, the attribute rating methodology and finally the illustrative application of this vocabulary.

The selection of audio stimuli for this descriptive analysis study aimed at covering the main headphone listening scenarios encountered in practice with a limitation to static rendering conditions. The classification presented in Table 5.1 provided a useful basis for this sample selection. The stimulus selection procedure employed in this work differs significantly from the approach found in the study of loudspeaker sound reproduction systems by Zacharov and Koivuniemi (2001c) in which a set of factors defining systematically the sound source, the acoustic space and the recording technique was employed. The present selection process resulted in a less uniform set of stimuli than in the study of Zacharov and Koivuniemi (2001c) but was found to be appropriate for the intended descriptive analysis task. Also, the careful perceptual screening applied to the large number of initial audio samples ensured that a comprehensive set of stimuli covering the full sensory space was chosen. It should be noted however that this procedure could have been improved by the use of unbiased listeners for the sample screening process for example with the help of a sound stimulus grouping task.
5.5. Discussion

The methodology employed for the vocabulary development of this study followed the procedure developed by Zacharov and Koivuniemi (2001b) and Mattila (2001a) but included several modifications intended to optimize the process, that is, a shorter initial elicitation work, a step of panel discussions in small groups and a final phase combining individual usage of the attributes and panel discussion to refine the consensus between the assessors. The overall process was reduced to a total duration of 20 hours per assessor (plus the panel leader time) but the author is confident that further optimization of the procedure could be achieved. For example, a faster individual elicitation step of 2 hours instead of 4 hours might be sufficient while a larger effort could be spent on the vocabulary alignment using a more systematic procedure for providing feedback to the assessors on their attribute usage performance. Additional time reduction might also come from the added sensory expertise of assessors, the panel leader know-how and the automation of the tools supporting the consensus alignment work.

The vocabulary agreed on by the panel during this verbal elicitation experiment comprises sixteen sensory descriptors organized in three perceptual groups. The diversity of these descriptors reflects the complexity of the stimulus set selected for the study and illustrates the multivariate character of spatial sound reproduced over headphones. A wide range of perceptual aspects is covered with an important spatial component relating to the localization and externalization of sound and the description of space but also with other components relating to timbre, loudness and artifacts. The combination of spatial and non-spatial aspects seen in this vocabulary is in line with the results from of previous works on spatial sound perception reviewed in Chapter 3 (see Table 3.1).

Despite the different nature of the sound reproduction scenarios found in the studies reviewed in Section 3.3.3, clear similarities in perceptual description can be observed. The distinction between source-related and room-related attributes noted earlier applies to the current study and it also appears that most of the groups defined loosely from the literature review are represented in this headphone vocabulary, e.g. *tone color* for the timbral group, *Separability* for the timbral discrimination group, *Balance of sounds* for the loudness group, etc.. It can be noted however that in the present case sound sources are not described individually but at a more general level with the attribute *Ratio of localizability*.

The relationship of this headphone vocabulary to conventional descriptive systems applied in perceptual studies on headphone sound is also apparent to some extent although not in a direct manner. The sound localization aspect is covered at a more abstract level than the coordinate system approach commonly found in sound localization studies to quantify e.g. azimuth and elevation. It should also be noted that the sensory descriptors of the localization group describe a ‘sense’ rather than an ‘amount’ of *Distance* and *Direction*. The present vocabulary covers the important issue of externalization in headphone sound with the attribute *Broadness* but does not include the aspects of front-back confusion and (exaggerated) sound image elevation commonly encountered in headphone studies. Interestingly, the panel identified the issue of front-back ambiguity during the vocabulary development but did not agree on its description because assessors experienced this phenomenon differently. This is also
partly the reason why localization attributes such as *Distance* or *Direction* were defined by the panel through the concept of ‘definability’. A similar type of description has been adopted for example by Guastavino and Katz (2004) in their study of sound reproduction systems with multiple spatial dimensions for the attribute *Readability* defined as ‘the spatial definition, readability of the scene’ and with the verbal anchors ‘poorly defined’ and ‘well defined’.

The literature review on CV methods provided in Chapter 4 highlighted the importance of physical references in a vocabulary development work. Such attribute anchors can help assessors to get a common understanding of the attributes employed to describe perception and they contribute to aligning the way they use the attribute scales. In the present study, an effort was made at the end of the attribute development to select appropriate sound exemplars providing intensity anchors for each descriptor. Although this task was useful to some degree in the attribute rating phase, the resulting quantitative anchoring system was not entirely satisfactory because the panel was unable to agree on the intensity anchors of six attributes (Table 5.2). This result indicates that more effort should have been put on this aspect during the final stage of the vocabulary development procedure. It should also be emphasized that sound exemplars are important in this type of experiment not only for the sensory assessors developing or learning the vocabulary but also for the purpose of communicating the meaning of the attributes to outsiders.

The investigation on attribute rating methods reported in this chapter highlighted an important distinction between the absolute nature and relative nature of the cognitive task associated with a single and a multiple stimulus evaluation respectively. The ‘multiple stimulus - single attribute’ presentation method was selected in this study for its superior sample discrimination ability as demonstrated in the small comparative test reported above. This choice is supported by the findings of Ishii et al. (2008) that comparative grading is better suited for assessors with a moderate level of training. This result implies however that more effort would have been required with the headphone panel to achieve a good discrimination when using a single stimulus presentation method. Regarding the inclusion of sound exemplars in the comparative attribute rating windows of the sensory profiling experiment reported in Section 5.4, the author speculated that this approach allows to preserve the absolute character of the stimulus evaluation but this would deserve a formal verification. It should also be mentioned that the difficulty to evaluate simultaneously a large number of stimuli, e.g. more than 15, represents a serious limitation of this comparative rating approach.

Finally, the small sensory profiling experiment performed on the four GLS headphone sound samples illustrated the overall applicability of the headphone vocabulary. It can be expected that developing a vocabulary specifically for these four stimuli would give a very different set of sensory descriptors but applying a multivariate analysis such as PCA to the resulting attribute data would most probably lead to a sensory map quite similar to the one obtained in the present experiment. The large co-variation between many attributes seen in Figure 5.9 is mainly due to the relatively large size of the vocabulary and the limited perceptual dimensionality of this small
data set. However, it appears that the generic vocabulary for headphone sound reproduction allowed to unravel the two or three essential perceptual aspects describing this stimulus set.
Chapter 6

Application of the consensus vocabulary to spatial enhancement systems

6.1 Introduction

Following the phase of consensus vocabulary development described in the previous chapter, the resulting set of attributes was applied to a specific headphone application referred to as ‘spatial enhancement’. The aim of these signal processing techniques is to enhance the spatial characteristics of audio material reproduced over headphones. The present chapter starts with a brief overview of the audio stimuli selected for this attribute rating test and a description of the experimental procedure. The data resulting from this experiment is then analysed in details with both a univariate and a multivariate approach.

6.2 Presentation of the experiment

6.2.1 Spatial enhancement algorithms and music clips

The set of audio stimuli selected for this experiment relates to the spatial enhancement systems for headphone reproduction evaluated with a set of preference tests briefly reported in Chapter 3 (Section 3.4). Two groups of algorithms were chosen including eight spatial enhancement algorithms for music reproduction over headphones and eight virtual 5.1 algorithms for headphone reproduction. However, the focus of this chapter is placed on the analysis of the CV experiment relating to the first set of algorithms.

The set of eight reproduction techniques considered in the present study, which are referred to as ‘systems’, includes the stereo unprocessed material ($1_S$), a monophonic down-mixed version of the stereo material ($2_M$), a spatial enhancement algorithm for monophonic music material ($4_{Me}$) and five stereo enhancement algorithms representing different perceptual flavors comprising an algorithm based on the virtual room processing approach ($3_{Se}$), an HRTF-based algorithm ($6_{Se}$) and three algorithms em-
ploying alternative processing methods (5_{se}, 7_{se}, and 8_{se}). The selection of these reproduction techniques aimed to cover a broad range of perceptual aspects including both spatial and timbral differences. A set of music excerpts by Scritti Politti, Madonna and Tuck \& Patti was also selected and processed with these eight systems. These three program items will be referred to as the ‘music clip’ #1, #2 and #3 respectively. This selection gave a total of 24 sound stimuli organized in ‘8 systems × 3 music clips’ for the attribute rating test reported in the present chapter. For more details about the spatial enhancement algorithms and music clips, the reader is referred to Lorho (2005a).

6.2.2 Listening test administration

Chronologically, the experiment started with the sensory evaluation of the music clip #2 and a month elapsed before the study could be continued due to practical constraints. Therefore, it was decided to organize a short test session to refresh the vocabulary to the listening panel with a small set of stimuli before continuing with the main study of the spatial enhancement systems. Note that the audio sample selection for this attribute refresher task and the resulting sensory profile have been presented in Chapter 5 (Section 5.4). Then, the main listening test was run over a period of about a month and included the 6 following series of stimuli: the music clip #3, two program items relating to the experiment on virtual 5.1 algorithms for headphones and the music clip #1 repeated 3 times. The order of presentation of the different items was randomly permuted with the constraint that no repetition of the music clip #1 would happen consecutively.

The listening test administration of this study was identical to the procedure reported in Chapter 5. A multiple stimulus presentation method including eight systems listed from A to H was employed, as illustrated by the GuineaPig2 user interface window shown in Figure 6.1. A random permutation was applied for the letter association of each series of eight stimuli and for the attribute presentation order. The interface allowed for direct switching between the test stimuli using a 20ms exponential cross-fade with a switching latency of 200ms. The user interface window of each attribute also included the two (or three) associated attribute exemplars selected during the consensus vocabulary development experiment to provide the subjects with an absolute reference. For example, in Figure 6.1, the attribute Clarity includes two sound exemplars with the numerical anchors 1 and 9. Each series of eight stimuli was evaluated in one test session which lasted around 60 to 90 minutes and 10 assessors from the consensus panel of this headphone study participated to the experiment.

6.2.3 Overview of the resulting set of data

The outcome of any quantitative attribute rating test performed with a sensory panel represents a large amount of data. The set of scores collected in a single consensus vocabulary profiling test made on I objects with J attributes by K assessors can be represented as a three-dimensional array comprising three modes of classification as illustrated on the left side of Figure 6.2. This format is applicable to the attribute
scores resulting from a CV experiment because the variables of the mode B are considered to be commensurable, that is, the attribute scales are assumed to have a similar meaning to all the assessors of the panel. The term ‘slab’ is employed in this thesis to refer to a two-way sub-array of this data structure. For example, a ‘frontal slab’ represents the sensory profile of one assessor as illustrated on the right side of Figure 6.2. Following the same principle, a ‘lateral slab’ would contain the scores of all the assessors for one attribute.

The data relating the present experiment contains several sets of sensory profiles. The upper part of Figure 6.3 illustrates the structure of the full set of raw scores. The outcome of each series of music clip evaluation made by the panel can be represented by the three-way array defined earlier. Each frontal slab contains the sensory profile of an assessor, that is, a matrix of 8 systems by 16 attributes. As the panel repeated three times the evaluation of the music clip #1, the associated data set of 3840 data points might be represented as a four-way array of size 8 algorithms × 16 attributes.
Consensus vocabulary data set represented as a three-way array

Frontal slabs of the three-way array

Figure 6.2: Representation of the sensory data set as a three-way data array.

Figure 6.3: Illustration of the full set of attribute rating scores resulting from the study of spatial enhancement systems.
× 10 assessors × 3 repetitions but for visualization purpose, this data structure is illustrated by three different three-way arrays on the left of the top row in Figure 6.3. Each of the two other music clips is represented by a single three-way array because they have not been replicated in this attribute test.

Averaging over the triplicates of the music clip #1 is straightforward and leads a three-way array, which reduces the representation of the full experiment to three comparable arrays as shown in the middle row of Figure 6.3. Additionally, by averaging each of these three-way arrays across the (levels of the) mode Assessor after possibly some pre-processing on the three-way arrays, a two-way matrix of size 8 systems by 16 attributes is obtained for each music clip as shown in the lower row of the figure. This averaging process assumes that attributes measure the same sensory characteristic across assessors, which is justified in a CV experiment.

The analysis of this type of repeated attribute rating data can have different aims. Information can be collected either on the measured entities, that is, the systems characterized by the sensory descriptors, or on the measurement tool, that is, the consensus vocabulary and its associated panel. The investigation reported in this chapter focuses on the former perspective and for this reason an average over the triplicates of the music clip #1 was applied to obtain a three-way array similar to the two other music clips. A study of these three data sets was then considered with different types of analysis techniques.

6.3 Analysis of results

The three arrays shown on the middle row of Figure 6.3 were used as a starting point for analyzing the result of this perceptual evaluation of stereo enhancement algorithms for music reproduction over headphones. First, each music clip was considered separately and analyzed by a univariate and a multivariate approach and then an analysis was performed on the three music clips combined.

6.3.1 Analysis per music clip – Univariate approach

The univariate approach employed for the separate music clip analysis is based on an ANOVA applied to each attribute using the factors Assessor and System. Plots of estimated means and 95% confidence intervals were also derived from these ANOVA results for the factor System and were studied for each attribute.

Analysis of variance

The analysis of variance framework is frequently used for the univariate statistical analysis of sensory profile data (Lea et al., 1997). The term ‘univariate’ here means that only the scores collected for one attribute are considered at once, which corresponds to either a lateral slab of the three-way array in Figure 6.2 or one lateral slab per three-way array when replicates are present.

The ANOVA model can include the factor Product defining the entities under study, the factor Assessor and possibly the factor Session when the replicated at-
tribute ratings have been run at different occasions. The selection of terms to be included in an ANOVA defines how the data is being modeled and has an impact on the main output of the analysis, that is, the Fisher ratio (F-ratio). When repetitions are present, a two-way ANOVA model can be applied in which the Product term models the product differences, the Assessor term models the level differences in scoring between assessors and the Product * Assessor interaction term models the differences in relative product scoring between assessors, while the residual noise models the individual variability. The F-ratio gives an indication of the significance level of the different terms but it should noted that selecting the factor Assessor as a fixed effect or as a random effect has some influence on the resulting Product F-ratio (Næs and Langsrud, 1998). Most often, a mixed ANOVA model is selected in which the factor Assessor is considered random while the other terms are considered fixed. This choice implies that the Assessor main effect and more importantly the Product main effect are tested against the Product * Assessor interaction.

The model selection depends somewhat on the application and the question to be answered. From the perspective of the panel leader, the interest of the analysis is usually to assess the performance of the sensory panel and therefore an ANOVA model decomposing the source of data variation into all the components mentioned above would be the most appropriate as it would provide a detailed view of the assessor differences. Note that more advanced ANOVA models might also be adopted for this purpose as for example the model of Brockhoff (2003) described in Chapter 4. However, a different perspective could be to focus exclusively on the global product differences representing the most important experiment outcome. In that case, a simple one-way ANOVA model with the factor Product might be the most conservative choice as the residual would then include all the composite variability of the data provided by the sensory panel.

The analysis considered in this section is based on the set of data shown in the middle row of Figure 6.3 which does not include repetitions. An ANOVA was applied for each attribute and each music clip separately. Due to the absence of repetitions, no separation can be made in the ANOVA model between the assessor variability (the residual noise) and the individual differences (the System * Assessor interaction). This means that the Assessor and System main effects are tested against a composite residual including both individual variability and assessor disagreement.

The F-ratio of the factors Assessor and System obtained for each attribute was plotted on a scatter plot for each music clip as illustrated in Figure 6.4. A cross representing the average F-ratio of the 16 attributes for each factor has been added for each music clip as well as an horizontal and vertical line illustrating the 5% F-ratio for these two factors. While the higher the System F-ratio the better in the present analysis, the opposite applies for the Assessor F-ratio because a significant level for this factor means that assessors vary in their level of scoring. The Assessor F-ratio gives therefore an indication of the validity of the absolute attribute anchoring implemented in this sensory experiment.

The three scatter plots presented in Figure 6.4 give a global view of the level of discrimination between systems for the different attributes and music clips. It can
Figure 6.4: Scatter plots of System F-ratio versus Assessor F-ratio for the three music clips included in this study. The blue cross in the three graphs represents an average F-ratio over the 16 attributes.
be seen from these graphs that System F-ratios are significant for all attributes in the music clip #1 test, for all attributes except Sense of movement in the music clip #2 test and for only nine attributes in the music clip #3. The Assessor F-ratio of most attributes also appear to be significant in these three graphs, which means that assessors did not use the same level of scoring despite the absolute attribute anchoring technique described in Chapter 5. It can also be noted from these graphs that the attribute Tone Color has the largest F-ratio and a relatively low Assessor F-ratio for the three music clips. Comparing the F-ratio averaged over the 16 attributes for the different music clips (shown as a cross in the three scatter plots), the music clip #3 can be seen to have the lowest mean System F-ratio due to the large number of non-discriminant attributes while the music clip #1 has the largest average Assessor F-ratio partly due to the large F-ratio of the attribute Amount of Echo.

Plots of system differences per attribute

The ANOVA study presented above showed that the individual scoring level has a large influence on the attribute ratings in this experiment. Plotting the mean attribute scores of the different systems directly from the raw data as usually applied in descriptive statistics would be problematic in the present case because the large variability due to the level difference between assessors might mask the relative differences between systems at a panel level. For this reason, the author preferred plotting the estimated system mean scores and 95% confidence interval (CI) from the ANOVA models presented above, which does not include the source of variation due to the main effect Assessor.

Figure 6.5 presents the average attribute scores of the eight systems for the music clip #1 and similar plots for the two other music clips are shown in Appendix A (Figures A.1 and A.2). In these graphs, the error bars around the means are computed from the error term of the ANOVA model described above and they give an indication of the level of disagreement between the assessors for each attribute. Clear differences in error bar size can be observed between some of the attributes. For example, the panel appears to be more in agreement for the attribute Tone Color than for the attribute Balance of Space on the three music clips. The non-discriminant attributes are marked with the label ‘n.s.’ in these graphs and it can be noted that three of them show relatively large error bars, namely the attributes Distance, Direction and Space of the music clip #3. A comparison of the three music clips shows that the error bars of the music clip #1 tend to be slightly smaller than for the other clips overall. It should be recalled however that this set of scores represents an average over three replicates which might have reduced the individual part of the variability in scoring. It also appears from these series of graphs that a larger range of scales was employed for the second music clip, especially with the timbral attributes.

Focusing on the mean plots of the music clip #1 in Figure 6.5, important differences are visible between the stereophonic-based systems and the monophonic-based systems. For example, the unprocessed stereo (1S) and the monophonic down-mixed version of the stereo material (2M) appear to be clearly discriminated by the panel both with the group of localization attributes, i.e., (Sense of) distance, (Sense of)
Figure 6.5: Mean scores estimated from ANOVA and 95% CI of the eight spatial enhancement systems on 16 attributes for the music clip #1.
direction, (Sense of) movement and Ratio of localizability and the group of spatial attributes, i.e., Quality of echo, (Sense of) space, Balance of space, Broadness and Separability. Also, the mono-to-3D algorithm ($4_{Me}$) is seen to resemble more the monophonic reproduction ($2_{M}$) in terms of localization attributes and more the stereo reproduction ($1_{S}$) in terms of spatial attributes.

The mean plots of the music clip #2 (Figure A.1 in appendix) show a similar trend between the three systems $1_{S}$, $2_{M}$ and $4_{Me}$ but this is less systematic within attribute groups. Additionally, it appears that the discrimination pattern between the eight systems is more complex with this music clip for the group of timbral attributes, i.e., Tone color, Richness, Distortion, Disruption, Clarity and Balance of sound.

The results of the music clip #3 (Figure A.2 in appendix) are only significant for nine attributes. Clear differences can be seen between some of the systems for most of the timbral and spatial attributes but the discrimination level of this stimulus set is very low for the localization attributes. A significant difference can be seen between only two systems for one attribute in this group, that is $4_{Me}$ and $6_{Se}$ for ratio of localizability. Also, the discrimination between the mono- and stereo-based systems is less clear than for the two other music clips overall. It should be noted however that this musical excerpt is very different from the two others. While the two pop music tracks include clear stereo panning effects, this jazz tune is a subtle instrumental recording with a slightly narrow soundscape, which can justify the lower level of perceptual differences observed between systems for the localization attributes.

It can be noted that the mean plots presented in these three figures give a concise overview of the differences between systems at an attribute level but they are not very effective for visualizing the global sensory profile of each system or for comparing two or more systems on several attributes. The spider web plot approach presented in the previous chapter or more generally the sensory profile plot would be better suited to visualize the full set of attribute scores of a given system and to compare the sensory profile of different systems. However, the readability of such plots can also be significantly reduced when a large number of systems is displayed. Interactive visualization tools would definitely be beneficial for this type of sensory profiling data visualization.

In summary, the learning from this analysis was that the range of scores employed at a panel level does not cover the full intensity scale for most attributes while individual differences in scoring remain large despite the correction of assessor level differences. This might be a consequence of the limited panel training but it can also be questioned whether the attribute anchoring approach employed for the present experiment was optimal or not. Indeed, the set of sound exemplars selected for the generic vocabulary of headphone sound reproduction covers a wider perceptual range than the stereo enhancement systems tested in the present study.

An additional issue not mentioned earlier but visible to some extent in the mean plots concerns the relatively large degree of co-variation between some of the attributes for the three music clips, especially for attributes of the same group. This aspect can be investigated through an analysis of correlation between attributes, as presented by Lorho (2005a) for the same data set, but it will also become clear from the multivariate data analysis presented next.
6.3.2 Analysis per music clip – Multivariate approach

The multivariate exploration of sensory profiling data is commonly performed via a principal component analysis (PCA) applied to the two-way matrix of \( I \) objects by \( J \) attributes containing panel mean scores. Individual sensory profiles can also be exploited within the PCA framework to add information about the panel reliability as discussed in Chapter 4 (Section 4.4). The use of a three-way pre-processing technique are described and justified in the first part of this section and the result of a PCA applied to the average sensory profile of each music clip is then reported.

Data pre-processing

Several issues with the sensory profiling data set considered in this study were highlighted in the previous section. This includes the level differences between assessors seen from the ANOVA study and the scaling differences between attributes at a panel level seen from the mean score plots. In addition, the risk of scaling differences between assessors should be investigated. A pre-treatment of the raw attribute scores can be applied to eliminate or at least reduce these individual variations specific to scale usage while preserving the relative differences between systems. This procedure has also the purpose of improving the quality of multivariate model subsequently applied.

Pre-processing includes the two steps of centering and scaling. These two data treatments are most effective when applied directly the original individual sensory data and they can be defined formally from the three-way array representation and terminology shown in Figure 6.2. Centering in a three-way array is usually applied ‘across’ a given mode. For example, centering across the mode \( \text{System} \) is computed as

\[
\hat{x}_{ijk} = x_{ijk} - \bar{x}_{jk}
\]  

(6.1)

where the dot subscript is employed to indicate the mean across \( i = 1, \ldots, I \).

Scaling (or normalization) can be applied in several ways. The most common approach for a three-way array is to scale ‘within’ a given mode. For example, scaling within the mode \( \text{Attribute} \) is achieved by computing the scaling factor

\[
\nu_j = \sqrt{\frac{1}{I} \sum_{i=1}^{I} \sum_{k=1}^{K} x^2_{ijk}}
\]  

(6.2)

and computing the normalized data as

\[
\hat{x}_{ijk} = \frac{x_{ijk}}{\nu_j}
\]  

(6.3)

This scaling method is preferred in the context of three-way data modeling because it has the property of preserving the structure of the slab within which the scaling takes place (Bro and Smilde, 2003). This is not the case when considering the alternative scaling approach applied ‘across’ a given mode. For example, scaling across the mode \( \text{System} \) would be computed as

\[
\hat{x}_{ijk} = \frac{x_{ijk}}{\sqrt{\sum_{l=1}^{L} x^2_{ijk}}}
\]  

(6.4)
The latter approach is similar to the two-way array scaling commonly applied in sensory studies. Also, when combining the two steps of centering and scaling across the mode System, we obtain the usual ‘z-score’ normalization. It should be noted however that applying a z-score normalization directly to the two-way matrix of the panel mean sensory profile does obviously not correct the individual differences but it affects the data by giving a similar weight to all attributes, including those for which system means are not significantly different.

Different types of data pre-treatments can be applied and combined in practice. As the selection of a specific procedure depends on the intended effect, it is therefore very important to fully understand the impact of the pre-processing step(s) on both the attribute scores and the multivariate model output.

The aim of pre-treatment in the present case was to correct the issues mentioned above. The first aspect of assessor level effect was handled by centering the three-way array across the mode System, which is an approach commonly used in sensory studies.

The second aspect of attribute scaling differences was handled by scaling the three-way array within the mode Attribute. This type of normalization affects equally all individual sets of scores for a given attribute but it destroys the absolute scaling of the different attributes, which is acceptable in the present study. The role of this scaling treatment is only to balance the contribution of each (discriminant) attribute in the PCA.

For the third aspect of individual scaling differences, several approaches were considered in this study. A conventional approach would consist in scaling the three-way array across the mode System\(^1\). However, a recent publication by Romano et al. (2008) illustrated that this simple standardization method is less effective in reducing individual scaling differences than the assessor modeling method Brockhoff and Skovgaard (1994); Brockhoff (1998) based on a complex ANOVA model and the ‘ten Berge scaling’ method (ten Berge, 1977) based on minimizing the difference between each combinations of two assessors. The ten Berge scaling method was applied to the three music clips separately and it was found to improve the overall discrimination level in all cases. With the music clip #1 for example, applying the ANOVA study described above to the pre-processed data gave a mean F-ratio over all attributes of 8.0, 9.9 and 11.7 for the raw data, the standardized data and the data scaled with the ten Berge scaling method respectively. This technique was therefore selected to address the third issue of individual scaling differences in this study.

Following this multi-stage three-way array pre-treatment, a new univariate ANOVA was run on each attribute to identify and discard attributes for which system means were not significantly different at a panel level. The result was similar to the one found in the previous ANOVA analysis with 16, 15 and 11 discriminant attributes for the music clips #1, #2 and #3 respectively. Finally, a two-way matrix of mean scores over the panel including only these attributes was created for each music clip.

\(^1\)Note that if this scaling approach was applied, the second second problem of attribute scaling differences would be covered automatically.
6.3. Analysis of results

Visualization of principal component analysis results

The two-way matrix of mean scores resulting from the data pre-treatment described above was submitted to a PCA for each music clip. This multivariate data analysis technique was introduced in Chapter 4 with a description of several approaches to visualize PCA results. A conventional visualization approach employing the score/loading plots was applied in the present analysis to explore the systematic structure of the data. The number of relevant components to select was judged from the relative increase in cumulative variance when adding new principal components\(^2\) and the results were interpreted in this low-dimensional subspace. Note that the figures of the PCA plots relating to the music clip #1 are visible in this section while the figures of the two other music clips can be found in Appendix B.

In this analysis, the PCA score plots show the sensory map of the systems under study, that is, a display in which object positions reflect their inter-distance in the sub-space defined by the principal components. The ellipses included in these plots correspond to the 95% confidence regions around the system scores and represent the individual variability of the panel mean. They are computed from the pre-processed individual sensory profiles using the bootstrapping method proposed by Husson et al. (2005) using a procedure that can be summarized as follows.

- create a virtual sensory panel by bootstrapping of the original panel and compute the associated average sensory profile,
- project this virtual average sensory profile on the principal component space,
- repeat the two previous steps of this procedure a large number of times (e.g. 5000),
- for each system, draw an ellipse summarizing the bivariate distribution of virtual mean scores in the two-dimensional subspace of interest (PC#1 and PC#2 in the present case).

The PCA loading plots are complementary to the score plots and illustrate the relationships between the original variables (i.e., the attributes) and the principal components displayed. In this type of plots, the longer the vector, the more important the corresponding attribute is for discriminating the samples. For clarity, the attributes with the largest loading values have been highlighted by thicker lines in these plots.

PCA of the music clip #1

A 3-component model explaining 92.7% of the variation in the data was considered appropriate to describe the consensus data set of the music clip #1. These components explained respectively 73.3%, 11.7% and 7.7% of the total inertia while each of the remaining components accounted for less that 5%. Figures 6.6 and 6.7 show the score plots and loading plots of the PC 1–2 subspace and the PC 2–3 subspace.

The level of separation between the ellipses in the score plots (Figure 6.6) indicates that the panel was able to discriminate most of the systems. Some overlap can be seen

\(^2\)Kaiser’s criterion stating that only eigenvalues superior to 1 should be retained is not applicable in this case because the variables have not been standardized directly from the two-way matrix.
Figure 6.6: Three first components of a PCA applied to the music clip #1. Ellipses around the PCA scores in the upper plot represent 95% confidence regions based on assessor variability.
6.3. Analysis of results

Figure 6.7: Two first components of a PCA applied to the music clip #1. These loading plots illustrate the relationship between the attributes and the PC dimensions.
however between the unprocessed stereo (1s) and the stereo enhancement algorithm 5se and also between the two stereo enhancement algorithms 6se and 3se. The loading plots (Figure 6.7) illustrates the large co-variation of the attributes with a first principal component explaining the most important part of the variance while the other dimensions are loaded by only few attributes like Tone Color for PC #2 and (no) Distortion for PC #3.

This sensory map can be interpreted broadly from these two sets of plots as follows. Firstly, the monophonic reproduction (2m) and the stereo enhancement system 6se are clearly opposed to the unprocessed stereo (1s), the systems 5se, 7se and 8se in terms of the localization attributes Direction and Ratio of Localizability, the spatial attribute Broadness and the timbral attribute Separability mainly but also other attributes loaded to a smaller extent on PC#1.

Secondly, a perceptual direction defined by the timbral attributes Tone Color and Clarity in the upper part of Figure 6.7(a) and in the right part of Figure 6.7(b) separates the mono-enhancement system (4me) and the system 8se from the stereo enhancement systems 3se and 6se, the latter systems being characterized by a smaller amount of clarity and an emphasis on lower sounds.

Thirdly, a separation is seen between the monophonic reproduction (2m) and the two systems 4me and 6se, the former being negatively loaded in terms of the attributes Broadness and Separability and the latter being positively loaded in terms of the attribute (no) Distortion. The opposition between the attributes Broadness and Distortion illustrates the trade-off between spatial enhancement and timbral degradation for this type of mono-to-3D enhancement algorithms.

**PCA of the music clip #2**

The PCA model applied to the consensus data set of the music clip #2 explained 95.4% of the variation in the data with 3 components accounting respectively for 61.1%, 26.8% and 7.5% of the total inertia. Figures B.1 and B.2 in Appendix B show the score plots and loading plots of the PC 1–2 subspace and the PC 2–3 subspace.

The interpretation of these principal components appear to be globally similar to the data set of the music clip #1. The first component explains a large part of the variation in the data and correlates with attributes from the three perceptual groups defining the headphone vocabulary. The second component relates mainly to timbral aspects with the attribute Tone Color. The third component has a relatively small contribution but correlates clearly with the attributes Broadness and Sense of Space. From the two sets of PCA scores and their associated 95% confidence ellipses shown in Figure B.1, it can be observed that only the two systems 1s and 7se were not discriminated (in a multivariate sense).

Combining the information from the score plots and loading plots, the following interpretation of this three-dimensional sensory map is proposed. Firstly, the monophonic reproduction (2m) and the stereo enhancement systems 3se, 6se and 8se are opposed to the unprocessed stereo (1s) and the two systems 7se and 4me in a global sense, that is, with a large number of attributes.
Secondly, the system $8_{Se}$ and the mono-enhancement system algorithm ($4_{Me}$) are separated from the other systems in terms of the timbral attribute *Tone Color* and, to some extent, the attribute *Clarity*.

Lastly, a separation similar to the music clip #1 result can be seen between the monophonic reproduction ($2_{M}$) and the systems $3_{Se}$ and $4_{Me}$ in terms of the attributes *Broadness* and *Sense of space* in one direction and the attribute *No Distortion* in the other direction.

**PCA of the music clip #3**

The PCA model of the third data set explained 92.4% of the variation in the data with 3 components while the other components accounted for a very small part of the total inertia. The score loading plots of the three first dimensions are shown in Figures B.3 and B.4 in Appendix B.

The interpretation of the principal components of this PCA model differs from the previous music clips in nature and order of importance. The first component explains 58.2% of the variation in the data and relates mainly to timbral attributes, i.e. *Tone color, Clarity, and Richness* although most of the attributes relate to this dimension. PC #2 recovers 25.3% of explained variance and relates to the attribute *Amount of echo* and to some extent *Broadness, (No) Distortion and Quality of echo*, which shares some similarities with the third dimension of the two previous PCA analyses. The third component explains 8.9% of the variation in the data and relates mainly to the attributes *Balance of Space* and *Balance of Sound*.

The position of the systems and their associated 95% confidence ellipses in the two score plots of Figure B.3 highlight a lower discrimination for this music clip as can be seen from the only three groups of systems clearly separated in the PC 1–2 subspace and the large overlap between ellipses in the PC 2–3 subspace.

A combined interpretation of this set of score plots and loading plots provides the following information. Firstly, the monophonic reproduction ($2_{M}$) and the stereo enhancement systems $3_{Se}$, and $6_{Se}$ are opposed to the other systems in terms of attributes from the timbral and spatial groups. Secondly, the system $3_{Se}$ is characterized by a larger *Amount of echo*, more *Distortion* and less *Quality of echo* than other systems. Thirdly, the systems $6_{Se}$ and the monophonic reproduction ($2_{M}$) are characterized by less *Broadness* than other systems. Lastly, some level of separation between the monophonic reproduction ($2_{M}$) and systems $3_{Se}$ on one side and the systems ($1_{S}$) and $7_{Se}$ on the other side with respect to the attributes *Balance of Space* and *Balance of Sound*.

**Similarities between the result of the three principal component analysis**

To get a more global view of the spatial enhancement systems, a qualitative comparison of the three PCA results presented above was considered. The characteristics common to the three music clips can only be identified at a qualitative level in this type of comparison because the PCA space of the three music clips are not commensurable but in the present case however, this comparison turned out to be challenging. The only element clearly common to the three music clip was the grouping of three systems $1_{S}$, $5_{Se}$ and $7_{Se}$. An aspect common to the music clips #2 and #3 was also identified.
relating to the opposition between \( M_2 \) and \( 3_{30} \) in terms of the attributes \textit{Broadness} and \textit{Amount of echo}. However, it was found difficult to find reliable relationships between the other systems in these three sensory maps.

6.3.3 Global analysis by multiple factor analysis

In the preceding set of analyses, the sensory data under study was studied for each music clip separately but the qualitative assessment of the system differences across the three music clips from the PCA results was found to be difficult. To address this question of commonality and differences in results between the music clips, an analysis of the combined sets of data is considered below.

Two techniques at least are available for this type of analysis in the multivariate domain, that is, multivariate analysis of variance (MANOVA) and multiple factor analysis (MFA). MANOVA (Anderson, 2003) can be applied to the data set comprising the three arrays shown on the middle row of Figure 6.3 with the aim of assessing the effect of the factors \textit{System}, \textit{Assessor} and \textit{MusicClip} and the different interactions while treating all the attributes as dependent variables simultaneously. MFA (Escofier and Pagès, 1988) can be considered as a direct extension of the PCA method to several groups of variables describing the same objects. In the present case, the set of variables are the three pre-processed two-way matrices from the PCA studies and the objects are the eight spatial enhancement systems under study. After an informal exploration of these two approaches, the author selected MFA for the present analysis because of its direct link to the PCA method already applied in this work and also because it offers useful tools to visualize the relationships between the objects, variables and groups of variables.

Presentation of the MFA technique

The principle of MFA is to perform a PCA on the merged pre-scaled group of variables. This pre-scaling is applied to each of the groups separately to ensure that they contribute equally to the PCA model. MFA can be described mathematically by considering each group of variables as a separate matrix \( X_i \) \((i = 1, \ldots, m)\) with \( n \) rows of objects and \( p_i \) columns. First, a weight \( \lambda_i^1 \) is computed for the set \( X_i \) as the inverse of the first eigenvalue of the variance-covariance matrix \( X_i'X_i \). Then, a PCA is applied to the merged matrix \( X = (\lambda_1^1X_1|\lambda_2^1X_2|\ldots|\lambda_m^1X_m) \). Finally, the output of this PCA model can be represented visually by a set of graphical tools combining relevant information about \( X \) and \( X_i \) in a common PCA space. On the one side, the objects can be presented at two different levels on the same visual display, that is, the global scores of the matrix \( X \) and the superimposed ‘partial’ scores of the matrices \( X_i \). On the other side, both the variables and the principal components of each separate PCA applied to \( X_i \) can be represented on a common correlation loading plot. Additionally, the \( L_g \) plot can be employed to visualize the link between the group of variables and each principal component of the matrix \( X \).

The present analysis was performed with the MFA algorithm of the FactoMineR package (Lê et al., 2008) running in the R software environment. The option ‘centering’ was selected, which put to zero the mean of each variable separately.
MFA results

The MFA model applied to the three set of variables employed for the PCA study reported above explained 94.0% of the variation in the data with 4 components. The contribution of each component was 52.5%, 17.2%, 13.9% and 10.4% respectively and the other dimensions were found to have a smaller contribution (less than 4% explained variance) and were therefore not included in this analysis.

Starting the model interpretation with the objects, that is, the eight spatial enhancement systems, a visualization of the global score plots is illustrated Figure 6.8 for the two first dimensions (upper pane) and for the third and forth dimensions (lower pane). Ellipses around each system in these two plots represent the panel variability and have been derived with the approach presented by Pagèes and Husson (2005), which follows the same principle as the PCA ellipse construction described in Section 6.3.2. A good level of separation between the systems can be seen overall, despite the presence of three groups of systems with overlapping ellipses. It can be seen from these two graphs that the unprocessed stereo (1) and the stereo enhancement algorithm 7 are not discriminated by the panel across the three experiments. However, all the other systems appear to be clearly separated in this 4-dimensional map, especially the systems 2, 3, and 4 on the third and fourth dimension. The partial score plots not presented here were also inspected and showed a relatively large variability between music clips for some systems, which illustrates the fact that the global scores conceal important differences between the music clips.

The correlation loading plot approach was adopted to visualize the relationship between the manifest variables (attributes) and the latent variables of the MFA model and to identify possible clustering of attributes within or across music clips. A separate correlation circle for each music clip was created to facilitate the visual interpretation and relevant perceptual directions were identified from this set of plots not presented here. A brief summary of the findings from these plots is provided next.

Most of the attributes were found to correlate positively with the first two dimensions but a perceptual direction was identified in the lower-right quadrant of the plot with similar timbral attributes from the three music clips, that is, the attributes Tone color and Clarity. Another group was found on the third dimension comprising the attributes Broadness and Amount of echo of the three music clips. Additionally, the fourth dimension was found to be characterized by a clear separation between attributes of the music clip #1 and the music clip #2.

The $L_g$ plot shown in Figure 6.9 illustrates the link between the group of variables and the latent dimensions of the MFA model. It appears globally that the $L_g$ index of all the groups of variables is high for the first dimension (left plot) but is relatively low for the other dimensions. In addition, important differences between music clips can be observed on the second and third dimensions indicating that the music clips #2 and #3 are better represented on the second and third dimensions respectively.
Figure 6.8: Score plot of the MFA dimensions 1-2 (upper pane) and 3-4 (lower pane). Ellipses around the system scores represent 95% confidence regions based on assessor variability.
Summary of the global analysis

The combined analysis of the three music clips applied with the MFA technique allowed to derive a sensory map of the eight spatial enhancement systems that is common to the three music clips and to assess the differences between music clips. A good discrimination between the systems was highlighted at a global level and the interpretation of the sensory map can be summarized as follows.

- the systems 2_M, 3_se and 6_se are clearly separated from the other systems in global terms, that is, with a large number of attributes,
- the system 8_se is characterized by more Tone color and Clarity than the other systems for the three music clips,
- the systems 3_se and 4_me are characterized by more Broadness and Amount of echo than the other systems.

6.4 Discussion

The attribute rating experiment presented in this chapter unraveled the important perceptual characteristics of spatial enhancement systems for headphone reproduction. The spatial and localization attributes of the consensus vocabulary employed in this test were found to discriminate clearly the mono reproduction from the unprocessed stereo reproduction. However, it was also found that the stereo enhancement systems 3_se and 6_se are perceptually closer to the monophonic down-mixed sound reproduction than the unprocessed stereo. The mono-to-3D algorithm (4_me) included in this experiment showed some enhancement with respect to the monophonic material, but only in terms of spatial attributes and not for the localization attributes, as expected. The timbral attributes Tone color, Clarity and Richness were also found to discriminate the original stereo samples from the stereo enhancement systems and the mono-to-3D algorithm. It should be noted that these timbral aspects were associated to a quality degradation in the set of preference experiments reported in Chapter 3.
The result of this experiment also shows some limits of the headphone vocabulary developed in this work. Overall the level of discrimination achieved by the consensus panel was lower than expected and a very large correlation between the attributes was found. It is expected that further training of the assessors would have increased the discrimination ability of the assessors and the agreement of the panel. Regarding the second issue of large attribute correlation, the reason might be that the set of attributes employed for this experiment was not created directly for the stimulus set under study but was the result of a descriptive analysis work aiming at a generic description of headphone sound. A refinement of the attributes to fit better the scope of the stimuli evaluated in this study, for example through additional panel discussions supported by a training in attribute scale usage, might have been beneficial for this type of consensus vocabulary application.
Chapter 7

Overview of individual vocabulary methods

7.1 Introduction

The group of individual vocabulary (IV) methods introduced in Chapter 2 belong to the class of descriptive sensory analysis techniques based on verbal elicitation and letting each assessor develop his or her own set of sensory descriptors. The IV approach represents an alternative to the consensus vocabulary (CV) methods found in the same class of verbal elicitation methods. While the CV approach was covered in depth in Chapters 4 to 6 of this thesis, Chapters 7 to 9 will focus on the IV approach with a similar structure including a review of this group of test methods in the present chapter, the presentation of a novel procedure for running IV experiments with inexperienced sensory assessors in Chapter 8, and the application of this type of IV technique to the set of headphone sound stimuli already encountered in Chapter 6.

This chapter is organized as follows. A broad overview of the IV approach is provided in Section 2 including a literature review on existing techniques and a discussion on the commonalities between these procedures. Aspects relating to the analysis of data resulting from IV experiments, later referred to as ‘individual vocabulary data’, are developed in Section 3 and the issue of IV data validity is addressed in Section 4.

7.2 Historical background of individual vocabulary methods

CV methods and IV methods belong to the class of descriptive analysis techniques and therefore they both assume that (trained) subjects can break down their perception into its constituting elements and can give a meaningful verbal description of these perceptual components. In Chapter 4, a description of the principles for developing a CV was provided and several CV techniques were reviewed. These advanced experimental procedures are designed to ensure that assessors agree on the selection of a set of sensory descriptors and use the attributes in a consensual way. One major
characteristic of IV methods is that they circumvent totally this matter of consensus. More specifically, the term ‘individual’ highlights the idea that assessors build their own set of descriptors without interacting with the rest of the panel. This idea is illustrated in the review of IV techniques provided next.

7.2.1 The three major individual vocabulary methods

The group of IV methods presented in Section 2.3.2 includes three important techniques thoroughly documented in the literature which are Free-Choice Profiling, the Repertory Grid Method and Flash Profile. These three techniques are presented below to illustrate the different approaches encountered in practice and to give insight to the chronological evolution of the reasoning behind IV after an application period of about 30 years. It should be noted that other techniques, although less documented, do exist. For example alternative attribute elicitation approaches have been exploited like the ‘natural grouping’ technique in which assessors first create groups of stimuli based on similarity and then verbalize the perceived difference(s). The use of hybrid versions of these three major techniques can also be conceived as will be shown in the next chapter. Using an analogy to the generic (consensus) descriptive analysis discussed in the overview of CV methods presented in Chapter 4, the similar term of ‘generic (individual) descriptive analysis’ might be applied to account for the group of techniques combining elements of the three methodologies to be described next. It should also be mentioned that the review considered in this section concerns only descriptive sensory analysis. Free-Choice Profiling and the Repertory Grid Method have also been exploited in consumer studies but a clear distinction is made in this thesis between the evaluation of the sensory characteristics of a stimulus set by either expert sensory assessors or naive subjects on the one side and the evaluation of product characteristics relating to attitudinal aspects on the other side. The latter measurement belongs to the ‘affective domain’ as described in Chapter 2 and is therefore not covered in this chapter.

Free-Choice Profiling (FCP) is the method that received the most attention in the field of sensory science. Introduced by Williams and Langron (1984), this technique has been tested on various food categories by British sensory scientists in the 1980’s, e.g. Williams and Langron (1984) on wines, Williams and Arnold (1985) on coffee, Marchall and Kirby (1988) on cheese, Guy et al. (1989) on whiskey and McEwan et al. (1989) on chocolate. Early publications presented FCP as an alternative approach for sensory profiling that could overcome some shortcomings of consensus techniques such as QDA. Assuming that subjects differ mainly in the way they describe sensory characteristics and not so much in the way they perceive them, FCP allows assessors to elicit and quantify these characteristics with their own vocabulary. Consequently, the effort used for panel training is considerably reduced because the difficult and time-consuming step of concept alignment, that is, the process in which assessors adjust to an agreed common set of descriptors, is not required in this case. The application of FCP has been initially illustrated with assessors experienced in sensory profiling but the method has also been applied with inexperienced assessors in many consumer studies (see Jack and Piggott (1991) for a comprehensive review). The at-
tribute rating of the samples is generally made using a monadic sequential paradigm similar to the method employed in QDA, i.e., one stimulus is presented at the time and is evaluated for all attributes. An additional specificity of FCP relates to the use of a data analysis procedure known as Generalized Procrustes Analysis (GPA; see Gower, 1975), which is specifically designed to handle the individual profiles resulting from this type of sensory evaluation with the aim of producing a consensus profile. Note that the meaning of the term ‘consensus’ used in this context differs from the semantic agreement obtained with the CV approach. Dijksterhuis and Gower (1991) proposed to use the term ‘GPA group average’ to acknowledge the fact that such an average might conceal a wide range of difference of viewpoint. Although alternative analysis techniques exist, GPA has been closely linked to the development of FCP and remains today the favored method for the treatment of this type of sensory profiling data. Hence, the GPA technique will be described more thoroughly in the latter part of the present chapter.

The Repertory Grid Technique (RGT) did not originate from the food industry but was developed by Kelly (1955) in the field of psychology during the 1950’s. The main idea of this technique already mentioned in Chapter 2 is to get subjects to define their own constructs by describing the ways in which elements and their associated meanings vary. The Repertory Grid has also been applied to the field of market research (Frost and Braine, 1967) and the first applications of this technique in sensory science occurred in the early 1980’s. Olson (1981) introduced the idea of using this technique to elicit the characteristics of food products. In this context, a structured approach of triadic presentation was applied, which allowed each assessor to state the characteristic for which two of the samples were similar to each other and different from a third one. After a number of triads, an individual set of constructs defining the product space was obtained and could then be applied for the evaluation of all the products. Different types of analysis have been exploited to study individual and multiple grids resulting from RGT experiments, including non-parametric factor analysis (Kelly, 1963), principal component analysis (Slater, 1977) and cluster analysis (Shaw, 1980). In the field of food science, Thomson and McEwan (1988) recognized that the constructs elicited by the RGT are in fact analogous to the attributes obtained in FCP and they proposed to apply GPA to the resulting set of individual sensory profiles. Studies comparing RGT and FCP have been reported in the literature and some authors, e.g. McEwan et al. (1989) or Piggott and Watson (1992), favored RGT claiming that this more structured approach is beneficial to inexperienced assessors during the IV development process. More recently, RGT has also found applications in the field of audio with some adaptations. For example, Berg (2005) developed a software tool to facilitate the elicitation, rating and analysis steps of the RGT procedure, which employed a comparative grading of all stimuli for a given construct. Choisel and Wickelmaier (2006) selected a similar approach and they compared the use of either diads or triads in the elicitation phase.

Flash Profile (FP) is a more recent IV technique introduced in the field of sensory science by Sieffermann (2000). This methodology combines the individual elicitation approach of FCP with a comparative evaluation technique. The comparison of all
products during the descriptive analysis process is claimed to remove the need for a phase of product familiarization and a phase of individual training with the attributes. This reduces therefore the whole process to the sensory elicitation phase and the attribute rating test. In addition, FP employs assessors familiar with descriptive analysis to ensure that discriminant and non-hedonic attributes can be generated in a limited time. As a result, a relative sensory positioning of the products can be obtained in just one to three sessions with this technique. Several studies comparing FP to a generic consensus profiling method have been reported. Dairou and Sieffermann (2002) tested a set of products with large sensory differences and obtained a comparable sensory map with the two approaches while Delarue and Sieffermann (2004) selected two more similar sets of products and found the same results in only one of the two experiments they performed. These authors noted however that the semantic interpretation of the product sensory space was more challenging with FP than with the CV approach. An additional limitation of Flash Profile relates to the comparative evaluation procedure adopted. This approach requires all the products to be available simultaneously and restricts the number of products that can be compared due to issues of assessor fatigue. A recent publication by Tarea et al. (2007) illustrated however that FP is still applicable with a relatively large set of samples, that is, 49 food products in this case. Nevertheless, the descriptive analysis task was found to be difficult and time-consuming for assessors.

7.2.2 Chronological view of individual vocabulary methods

It appears from this short review that the IV approach is a relatively new tool in sensory science in comparison to the CV approach. Early applications of FCP and RGT in the food industry only occurred in the 1980’s while consensus methods (often referred to as ‘conventional’ profiling methods) like the Flavor Profile method and QDA were developed respectively in the 50’s and 70’s. It should be emphasized that IV techniques have been developed in the continuity of existing sensory methods. They follow the principles of descriptive sensory analysis described in Chapter 5, which are 1) employing a panel of (trained) assessors rather than a single expert, 2) developing an objective description of products based exclusively on sensory properties, and 3) performing quantitative evaluations with (reliable) scales. However, these techniques introduced a clear rupture from the CV methods in the way the descriptive attributes are generated by the sensory panel and handled by the experimenter.

Considering retrospectively the introduction of FCP in the field of food science, it is worth mentioning that the group of early publications listed above presented this method as an alternative to consensus methods with rather strong claims. For example, the comparison of conventional (i.e., consensus) profiling, FCP and similarity scaling methods for coffee aroma evaluation reported by Williams and Arnold (1985) highlighted the advantages of FCP over consensus techniques in terms of precision, sensitivity and ease of application and they stated in conclusion that “there are many instances, therefore, where it (FCP) could provide a more appropriate, faster and cheaper alternative to conventional profile assessments”. Strong criticism towards FCP followed, as illustrated for example in the review of this technique by Stone
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and Sidel (1993)\(^1\). The reasons usually invoked against this new approach concerned the issue of assessor reliability when no training is provided, the heavy manipulation applied to the data through GPA to arrive to a consensus (Huitson, 1989) and the risk of interpretation bias due to the idiosyncratic nature of individual attributes. It should be mentioned however that some of these issues have been addressed in more recent literature. For example, statistical procedures to validate the consensus configuration obtained from GPA have been proposed based on monte-carlo simulations using random data (King and Arents, 1991) or permutation techniques (Wakeling et al., 1992).

The comparative studies of RGM and FCP mentioned above highlighted the fact that despite the differences between the elicitation process employed in these two methods, the resulting individual vocabulary is essentially of the same nature, the attribute rating phase is more or less identical and the statistical processing of the resulting data can be applied with the same tools, e.g. GPA. It can be noted that a wider range of elicitation methods exist as presented by Steenkamp and Trijp (1997) or Bech-Larsen and Nielsen (1999) in the field of consumer market. It would appear that in practice the selection of an elicitation method for an IV experiment is relatively open and can be adapted to the level of experience of the sensory assessors employed for the task.

Considering at last the recent introduction of Flash Profile, which happened about 20 years after the development of FCP, a shift in reasoning can be observed. Indeed, the emphasis in FP is to produce a perceptual mapping of a product space using a rapid sensory procedure and the method has been presented more as a sensory tool complementing conventional techniques rather than replacing them. For example, FP has been applied as a preliminary phase before a more thorough sensory study by Dairou et al. (2003) and Tarea et al. (2003).

7.2.3 Summary on individual vocabulary methods

To conclude this introductory section, a generic description of the IV approach is given in light of current application trends. This sensory evaluation methodology can be seen as a less involved technique than the CV approach and is organized in the three following main steps: 1) an IV development using a more or less structured elicitation method depending on the sensory expertise of the assessors, 2) an individual attribute rating phase and 3) an experimental interpretation of the resulting sensory profiles at an individual level and (more importantly) at a panel level with the dual goals of deriving a global sensory map of the set of stimuli under study and interpreting its meaning from a semantic point of view. Beyond the practical benefit that the IV approach brings by avoiding the process of consensus vocabulary development, the use of individual vocabularies also offers some advantages in terms of methodology. Indeed, this approach introduces minimal bias in the sensory evaluation process because subjects are given the freedom to choose a vocabulary that fits best their perception and sensitivity instead of being forced to use a common vocabulary. Additionally, the combination of all the individual vocabularies enriches the global sensory description

\(^1\)A reply to the criticism stated in this textbook can be found in Dijksterhuis and Heiser (1995).
and offers a means to test the importance of specific sensory aspects at a panel level. Nevertheless, these advantages are counter-balanced by the added difficulty arising when a global picture has to be drawn from these multiple individual descriptions. This ultimate stage represents the challenging side of the IV approach and is developed further in the next section.

### 7.3 Analysis of individual vocabulary data

The overview presented above highlighted the idea that IV methods circumvent the issue of panel consensus by allowing each assessor to profile the stimuli under study with his or her own set of sensory descriptors. This approach has some methodological benefits as discussed earlier but it also introduces issues not encountered in CV experiments because the attributes selected by different assessors are not directly commensurable. Firstly, testing formally the semantic validity of the individual attributes is a difficult matter. Secondly, the task of finding relationships between the attributes of different assessors either at a qualitative or a quantitative level requires additional efforts from the experimenter and is prone to interpretation bias. Thirdly, the derivation, validation and interpretation of a global sensory map, i.e., a description representing the sensory panel view, can be a complex matter especially for the semantic characterization of stimulus differences as discussed by Dairou and Sieffermann (2002) or Delarue and Sieffermann (2004). The first part of this section will address the two first aspects while the second part will focus on the third aspect which relates to a specific research topic of sensometrics looking at methods to derive a ‘common’ representation from a set of individual sensory profiles and to study individual variations around this global description.

#### 7.3.1 Specifics of individual vocabulary data

The review of the CV development process presented in Chapter 4 underlined the importance of panel agreement regarding the meaning and rating of the sensory descriptors. This effort effectively ensures that the resulting sensory description is consensual, reliable and easy to interpret by the experimenter owing to the definitions associated with the attributes. On the contrary, the validity of the sensory descriptions produced by an IV panel has to be demonstrated a posteriori by the experimenter or data analyst due to the heterogeneity of the individual vocabularies.

Gaines and Shaw (1993) proposed a methodology for eliciting knowledge from multiple experts in which they address the issue of comparing individual vocabularies. Although the domain of application of the system they developed is more general than our specific descriptive sensory analysis case, the elicitation process is comparable. These authors use RGT to elicit from subjects two types of information about entities (the stimuli under study): the ‘distinctions’ made between entities and the

---

2Such a representation is also referred to as ‘consensus’, ‘(group-) average’ or ‘compromise’ in the literature.
‘terms’ used for these distinctions\(^3\). When comparing the conceptual systems elicited by two experts, the couple term/distinction can give rise to four scenarios, namely consensus, conflict, correspondence and contrast. **Consensus** arises if two different conceptual systems assign the same term to the same distinction, **conflict** arises if the same term is assigned to different distinctions, **correspondence** arises if different terms are assigned to the same distinction and **contrast** arises if the conceptual systems assign different terms to different distinctions. This interaction between terminology and distinctions is illustrated in Figure 7.1. Gaines and Shaw (1993) highlighted the importance of recognizing each of these situations to better measure the level of commonality and idiosyncrasy between individual conceptual systems and they implemented an iterative elicitation process to identify these four scenarios.

The IV data structure applies well to the terminology/distinction relationship presented above because it comprises individual vocabularies (qualitative data) and associated ratings (quantitative data). In this respect, it is useful to keep the scenarios illustrated in Figure 7.1 in mind when analyzing and interpreting this type of data. Two complementary routes exist to compare the sensory descriptions produced by the assessors of an IV panel. A bottom-up interpretation strategy can be considered starting from the individual data and seeking a global view or a top-down approach can be considered in which a backward semantic interpretation of the individual features is performed directly from a global sensory map representing an average view of the panel.

\(^3\)In Kelly’s Personal Construct Psychology (1955), a construct is a basis for making a distinction, that is, a dichotomous reference axis. So, the term ‘distinction’ can be compared to the term ‘attribute’ defined in Chapter 2.

![Figure 7.1: Representation of consensus, correspondence, conflict and contrast between distinctions (after Gaines and Shaw, 1993).](image)
In the former approach, the focus is usually placed on the terminology, for example by looking for similar terms across subjects or by creating groups of semantically associated descriptors. Verbal protocol analysis, a method developed by Samoylenko et al. (1996) for the qualitative analysis of free verbalization data, has been applied for this purpose in the IV context by, e.g. Berg and Rumsey (2000) and Neher et al. (2006). Irrespective of the technique adopted, it should be noted that quantitative data can be exploited to identify the scenarios of consensus and conflict described above. Additionally, the strategy of finding relationships between distinctions based on hierarchical cluster analysis or PCA of one or several sensory profiles can also be applied to identify correspondence scenarios and measure the level of contrast between individual vocabularies.

In the latter approach the complete set of individual sensory profiles is considered at once and with the help of a specific type of statistical analysis (to be discussed later in this section), a global sensory map is derived from which it is possible to compare individual descriptions. The results can then be interpreted in terms of terminology/distinction relationships based on the co-variation of individual attributes in the derived common sensory space. This allows to identify to some extent the four scenarios presented in Figure 7.1 but it should be noted that there is formally no way to disentangle the correspondence scenario from the case where two different distinctions co-vary in an IV data set.

### 7.3.2 ‘Group’ analysis of individual vocabulary profiles

Although the three IV techniques described in the previous section vary somewhat in terms of vocabulary development process, it was highlighted earlier that the quantitative data generated in this type of experiments fit usually the same format. As each individual evaluates the same products with his own set of attributes, the resulting group of individual sensory profiles can be described as a multivariate data set comprising \( K \) matrices (one for each assessor) with \( N \) rows (the objects representing the samples under study) and \( P_i \) columns (the variables representing the attributes employed by the assessor \( i \)). Note that a single matrix is often referred to as a ‘configuration’ of objects in this context. The fact that the number \( P_i \) depends on the size of the IV and that no relationship can be assumed between the attributes of different assessors implies that a direct data averaging over the assessors as applied to CV data is not feasible in this context\(^4\). However, as the assumption in the IV approach is that assessors perceive (to some extent) the same sensory characteristics, the individual configurations are expected to share some similarities and the aim therefore is to derive an interpretable description of the differences between objects at a panel level. This can be achieved with multivariate analysis techniques capable of handling the individual nature of these sensory profiles. Generalized Procrustes Analysis is the example the most commonly encountered in sensory science for this type of analysis and it will therefore be thoroughly reviewed below to illustrate the underlying principles of IV data analysis. However, other techniques can also be applied to this category of

---

\(^4\)The type of data set encountered in the IV context is often referred to as a \( K \)-set (e.g. Dijksterhuis, 1996) by opposition to the 3-way data set usually encountered in the CV context where variables in different sets are assumed to be commensurate.
sensory profiling data and several of them will be introduced in the last part of this section.

**Generalized Procrustes analysis**

The term 'Procrustes' was first employed by Hurley and Cattell (1962) to describe the process of matching two matrices. The Procrustes problem can be formulated by considering a matrix of $N$ objects by $M$ variables as a geometrical configuration. These $N$ points lie in a $M$-dimensional space (a set of orthogonal Cartesian axes representing the measurement variables) and the distances between the points in this space reflect relations between the objects. The idea of (orthogonal) Procrustes analysis is to apply a set of geometrical transformations to one of the configurations to obtain an optimal match to the other one under the constraint that the relative distance between the samples of the transformed configuration is preserved. The geometrical transformations allowed in this procedure include the translation, the rotation/reflection\(^5\) and possibly the isotropic scaling of the configuration. Through this process, the same objects of the two different configurations are brought as close as possible to each others in the multidimensional space under the given constraint. The resulting fit can be measured with the Procrustes statistic, which is defined mathematically as the sum of squares of the Euclidean distances between the two configurations.

A generalization of the Procrustes idea to a set of configurations with possibly different numbers of columns was developed in the 1970s. Kristof and Wingersky (1971) first introduced the idea of a common configuration and later Gower (1975) gave a complete formulation of the GPA technique. In this procedure, individual configurations are iteratively transformed by translation, rotation/reflection and isotropic scaling with the aim of minimizing the Procrustes distance between each individual configuration and an average configuration corresponding to the mean of the individual transformed configurations. More details about the mathematics associated with Procrustes analysis and GPA\(^6\) can be found in Gower and Dijksterhuis (2004).

GPA can be run with several software packages including the Senstools for Windows v3.2 (2004) or the XLSTAT add-in for Microsoft Excel (2006). An implementation of GPA handling missing values can also be found in the FactoMiner package of the R software (R Development Core Team, 2003). The GPA routine employed in this thesis was implemented in Matlab by the author based on the algorithm presented in Chapter 9 of Gower and Dijksterhuis (2004). This Matlab routine can be found in Appendix C.

The application of GPA to IV data has been reviewed in several publications including Arnold and Williams (1986) and Dijksterhuis (1996). When applying this type of analysis technique to sensory profiling data, the existence of a ‘true’ configuration

\(^5\)The geometrical transformation represented by the orthogonal matrix considered in this case depends on the sign of its determinant. The absolute value of this determinant is always 1 and the cases +1 and -1 corresponds respectively to a rotation and a reflection (Gower and Dijksterhuis, 2004).

\(^6\)It should be noted that GPA is referred to as ‘generalized orthogonal Procrustes analysis’ (GOPA) in recent publications (see e.g. Gower and Dijksterhuis, 2004; Arnold et al., 2007) to clarify the nature of the transformation matrix used in this procedure. Indeed, orthogonal Procrustes is only one case of the more general Procrustes problem which also includes projection and oblique Procrustes.
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(a) Original configuration of three assessors. The point $A_{ik}$ represents the object $i$ of the assessor $k$ and $G_k$ is the centroid of the individual configuration of the assessor $k$. Note that the individual attributes are assumed to differ across assessors but should be perceptually related in this example.

(b) Centering of configurations to the centroid $C$ set as the origin of the common space.

(c) Isotropic scaling of configurations.

(d) Rotation/reflection of configurations.

(e) Final average configuration and associated assessor variation around each object $P_i$.

Figure 7.2: Geometrical illustration of the GPA procedure (adapted from Dijksterhuis and Gower, 1991).
specifying the distances between the set of objects under study is assumed and each individual sensory profile is supposed to reflect this configuration to some extent. The transformations operated on individual configurations seek to compensate for characteristic differences in the way assessors use their attributes. Figure 7.2 adapted from Dijksterhuis and Gower (1991) illustrates the three steps of this procedure for a simulated sensory data set comprising four objects evaluated by three assessors using their own set of attributes. For the sake of visual clarity, it is assumed in this example that the assessors employed only two attributes but the procedure applies also to vocabularies with a larger size. The three original configurations are presented on a separate plot in Figure 7.2(a) to highlight the idea that individual attributes are not commensurable in this type of data set. Large differences in level and range of scoring can be observed between the three assessors. The translation step of GPA aims at removing differences in level of scoring as illustrated in Figure 7.2(b). Note that the semantic meaning of the scales is lost when the three configurations are superimposed on the same graph. The axes represent now a common set of dimensions with the size of the largest individual vocabulary of the sensory data set. The isotropic scaling step addresses the issue of differences in scale usage between assessors by allowing a stretching or shrinking of the entire individual configurations as demonstrated in Figure 7.2(c). The rotation/reflection step aims at aligning attribute descriptions to obtain as similar configurations as possible in the common multidimensional space (Figure 7.2(d)). The final individual transformed configurations are obtained after a number of iterations of scaling and rotation steps and an average configuration can be derived as illustrated in Figure 7.2(e). The remaining individual variation for each object is exhibited in this graph as the distance between the point \( A_{ik} \) of an assessor and the point \( P_i \) representing a ‘panel average’ in the sense of GPA.

It should be noted that a specific set of assumptions is made for each of these three transformations. The translation step is easy to justify as it simply puts the centroid of all individual configurations to zero. This leads to a relative product description as commonly found in multivariate analysis techniques including the pre-processing step of variable centering (i.e. setting the mean of each column to zero). The isotropic scaling step is more questionable because it assumes that a given assessor uses a similar range for all the attribute scales, which is not always verified as illustrated by Næs (1990). However, accounting for range differences on an individual attribute basis would complicate the matching procedure. Such an anisotropic scaling technique has been discussed e.g. by Gower and Dijksterhuis (2004) and its application to sensory data has been presented by Næs (1990) and Hanafi et al. (2004) but it is applied very seldom in practice. Finally, the rotation/reflection step is the most radical transformation of the GPA procedure in the sense that it does not make any assumption about the semantic meaning of individual attributes but merely adjusts the relative position of the objects under the given geometrical constraints. It is only a posteriori that derived correlations between the attributes of different assessors can be assessed from a semantic viewpoint.

One aspect of the isotropic scaling transformation discussed in the literature concerns the use or not of an individual configuration scaling prior to the GPA procedure. Arnold (1992) highlighted the fact that the original isotropic scaling in GPA includes
both an overall size adjustment and a differential weighting of each individual configuration. He proposed to apply a pre-scaling of each individual matrix to a unit trace to handle the configuration size adjustment prior to GPA and noticed that the isotropic scaling subsequently included within GPA produces the same solution while giving a measure of agreement with the rest of the panel for each assessor. Note also that other scaling approaches can be adopted, such as the $P_k$-scaling described by Dijksterhuis (1996) including an additional data scaling for each attribute separately.

The main output of the GPA procedure is a group average configuration and a set of transformed individual configurations. All these configurations have the same dimension and lie in a common multidimensional space but the meaning of these dimensions has to be interpreted indirectly from the original individual attributes. Usually, a PCA is applied to the average configuration to represent the object map in a space of lower dimensionality (i.e. the subspace defined by the two or three first dimensions) and the individual attributes are then examined in this space. The original variables can be represented directly in the form of loadings or through their correlation with the principal components as described by Dijksterhuis (1996). The biplot approach proposed by Gower and Hand (1996) can also be exploited to interpret visually the object-attribute relationships of the average configuration obtained from the GPA procedure as illustrated by Arnold et al. (2007). Additionally, the transformed individual configurations can be superimposed on the PCA score plot by a projection technique to illustrate individual variability around the group average scores on the two or three first principal components. The residual variation per assessor in the remaining dimensions also gives an estimation of the global fit of each individual configuration to the group average in the low-dimensional representation of interest.

The analysis of variance framework associated to GPA referred to as ‘Procrustes analysis of variance’ (PANOVA Gower, 1975) is also a useful tool to assess the significance level of the different GPA steps. But more importantly, techniques to assess the validity of the group average configuration should be applied to ensure that the GPA procedure effectively models relevant information in the data and not just noise. Resampling methods can be employed to test the statistical significance of the GPA solution using either Monte Carlo simulations with random data (King and Arents, 1991) or a random permutation technique (Wakeling et al., 1992).

Alternative multivariate data analysis approaches

The combination of FCP and GPA has been widely used in the field of sensory science following the seminal work by Williams and Langron (1984) and GPA remains today the dedicated technique for IV data analysis. However, alternative approaches have also been presented in the literature for this type of analysis including e.g. PCA, MFA and STATIS. During the course of this thesis work, the author explored and compared these techniques. Through this exercise, it has been possible to put GPA into a wider perspective and to better understand the meaning and the limits of the transforma-

---

7Note that the score of an object in the PCA applied to the group average configuration represents the barycenter of the set of projected individual scores and the dispersion of the individual objects reflects therefore the level of agreement amongst assessors for this object.
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7.3.1. Analysis of IV data

tions associated with this classical approach. A brief presentation of four analysis techniques applicable to IV data is proposed below and the relationships between these different approaches in terms of individual difference handling are discussed.

Principal component analysis is the simplest form of multivariate analysis that can be applied to IV data. Considering each individual sensory profile as a separate matrix $X_i$ with $n$ rows of objects (the samples under study) and $p_i$ columns of centered variables (the attributes of the assessor $i$), this technique gathers horizontally the full set of $m$ matrices to form a matrix $X = (X_1 | X_2 | \ldots | X_m)$ of size $n \times \sum p_i$. Applying a PCA to such a matrix yields a set of principal components with scores common to the individual sensory profiles. This approach has been described by Kunert and Qannari (1999) who proposed an isotropic pre-scaling of the individual sensory profiles to a unit sum-of-squares (i.e., $\text{trace}(X'_iX_i) = 1$) in order to impose an equal contribution to the model for each individual sensory profile irrespective of the number of attributes.

Multiple factor analysis was introduced by Escofier and Pagès (1988) for the joint analysis of several sets of variables relating to the same objects, which is precisely the format of an IV data set. This technique already exploited in Chapter 6 is similar to a PCA applied to the merged set of variables as described above but it applies a specific pre-scaling to each set of variables in order to balance the contribution of these sets in the analysis. The weight applied to the set $X_i$ of centered variables is the inverse of the first eigenvalue of the variance-covariance matrix $X'_iX_i$. Graphical tools similar to PCA are available to visualize the common objects and individual attributes and to assess the relationships between each group of variables and the different latent components of the model.

STATIS is a three-way multivariate analysis method introduced by L’Hermier Des Plantes (1976) (see also Lavit et al. (1994) for a general presentation and Schlich (1996) for an application to sensory data analysis). Unlike the previous methods, STATIS works from the association matrix which is defined as $W_i = X_iX'_i$ where $X_i$ has centered variables. The dimension of the square matrix $W_i$ depends on the number of objects but not on the size of the individual vocabulary and it contains all the information about the multidimensional differences between objects found by the assessor $i$. Based on the RV coefficient Escoufier (1973); Robert and Escoufier (1976) between these individual association matrices, an individual scaling factor proportional to the level of agreement between a given assessor and the rest of the panel can be derived. The weighted mean of the $W_i$ defines the STATIS compromise and a map of the common objects and individual attributes can be obtained from the principal components of this common association matrix.

PARAFAC2 was introduced by Harshman (1972) and belongs to the class of multi-way analysis techniques described e.g. by Smilde et al. (2004). The PARAFAC1 model can be considered as one generalization of PCA to higher order arrays. The idea is, in the case of a three-way array for example, to obtain a decomposition into a set of trilinear elements for each latent component. A consensus sensory profile

\footnote{Note that this unfolding technique when applied to CV data is referred to as the ‘common scores’ Tucker-1 model described e.g. by Brockhoff et al. (1996).}

\footnote{This French acronym can be translated to ‘Structure of three-way data set in statistics’}

\footnote{PARAFAC stands for ‘parallel factor analysis’ and is named PARAFAC1 here to distinguish it from the PARAFAC2 method.}
comprises the three modes Assessor, Sample and Attribute and can therefore be analyzed with PARAFAC1. The outcome of this model includes a set of sample scores and attribute loadings as found in a usual PCA but also a set of assessor loadings for each latent component. The PARAFAC2 method works on a similar principle but it allows variables in one mode to vary across another mode and similarly to the STATIS method it uses the association matrix $W_i = X_iX_i'$ for the changing slab\(^{11}\), which corresponds to the matrix Sample by Attribute in an IV data set. In the direct fitting model proposed by Kiers et al. (1999) (see Appendix E), the output of PARAFAC2 includes for each latent component a vector for the mode Assessor, a vector for the mode System and one vector specific to each assessor for the mode Attribute. Note that the three-way analysis method proposed by Qannari et al. (2000) under the name ‘Common Components and Specific Weights Analysis’ shares a similar principle and has been applied to sensory data. In Chapter 9, a more detailed presentation of PARAFAC2 will be provided in the context of a practical application to a four-way IV data set.

The short review presented above gives an illustration of the alternative approaches to handle variations between individual sensory profiles. It should be mentioned first that all these multivariate data analysis techniques work with centered variables. A less intuitive idea to highlight from this review concerns the rotational freedom given to the individual configurations in all the analysis methods presented above although this is only directly exhibited in GPA and PARAFAC2. In the case of PCA and MFA, the horizontal merging of the individual matrices allows the dimensions common to all data sets to emerge irrespective of the original orientation of each individual configuration. In fact, the rotation of an individual matrix has no effect on the outcome of this type of PCA as demonstrated by Kunert and Qannari (1999). Similarly, STATIS handles indirectly the aspect of individual configuration rotation through the use of the association matrix. In the PARAFAC2 case, the iterative algorithmic procedure proposed by Kiers et al. (1999) includes an explicit rotation step and the final rotation matrix is exhibited from the model output in a similar way to GPA. However, the main difference between these two methods is that PARAFAC2 derives this rotation matrix in the latent space while GPA does it in the ‘maximum’ space, i.e. $\max(p_i)$.

Divergences are apparent between the scaling transformations applied in the five analysis techniques described above and a classification is proposed below to highlight three strategies available to model individual differences in scaling. The first group includes techniques applying an isotropic scaling to the individual configurations prior to the analysis. The aim of this pre-processing step is to balance the contribution of the assessors in the analysis. PCA and MFA belong to this group but they employ a different pre-scaling technique\(^{12}\) In the second group of techniques the scaling procedure is built in the analysis framework and aims at weighting the contributions of the individual configurations based on a measure of agreement between

\(^{11}\) $W_i$ is referred to as a ‘(summed-)cross-product matrix’ in Harshman (1972).

\(^{12}\) It seems unclear from the literature which of these two pre-scaling techniques is preferable. The view of Kunert and Qannari (1999) is that the ‘first-eigenvalue’ scaling approach of MFA favors configurations with a high dimensionality but the view of Morand and Pagès (2006) is that the ‘unit sum-of-squares’ scaling approach favors configurations with a low dimensionality.
assessors. Such scales can be obtained by a direct computation as in STATIS or by an iterative process as in GPA. Note that the isotropic scaling applied in GPA has the role of a true ‘consensus’ weight only when a pre-scaling step has been applied as discussed in the previous section (Arnold, 1992). The third group of techniques follows also the idea of an individual weighting based on agreement but the scaling factors are derived for each latent dimension separately. Examples of this approach include PARAFAC2 in which individual weights are calculated during the iterative model fitting and the individual difference MDS technique (INDSCAL, Carroll and Chang, 1970) not covered in the present review but also applicable to this type of data.

The selection of a multivariate data analysis technique does not usually have a dramatic impact on the group-average pattern derived from an IV data set but the mathematical transformations applied to each individual configuration in these different methods can bring useful and complementary information about the way assessors use the sensory descriptors. Such techniques should therefore be viewed as a tool to model and assess variations between individual sensory profiles. This issue has been researched in the field of sensometrics for example by Hanafi et al. (2004) and Bro et al. (2008) with the aim of building a hierarchy of models that would allow to assess the nature and extent of various types of individual differences with a formally defined hypothesis testing framework, i.e., a multivariate analog to what is offered by the assessor model proposed by Brockhoff (2003) in the univariate domain.

### 7.4 Validity issues with individual vocabulary methods

In Chapter 4, the issue of sensory profiling data validity has been discussed in the context of CV methods. The same principles apply to IV methods since this sensory analysis approach is also intended to be an objective measuring instrument, that is, it employs a panel of assessors from which reliable judgments are expected. However, some of the concepts and methods presented earlier are not applicable to IV data because of the idiosyncratic nature of attributes employed in this type of experiment. The three validity criteria of **repeatability**, **agreement** and **discrimination** defined in Section 4.3 can still be considered for IV panel performance measurement but some differences need to be taken into account when translating these criteria to the univariate and multivariate domains.

Considering a set of repeated scores given by an assessor for one attribute, individual measures of reliability and discrimination can be derived irrespective of the consensus or individual nature of a sensory profile but measuring the agreement between assessors on an attribute basis only makes sense in the former case. The univariate measurement of agreement is not possible in the latter case because individual attributes are not commensurable. When dealing with an IV data set, the comparison of assessor scores and more generally the concept of panel average can only be apprehended in the multivariate domain. This means that the measures of panel repeatability, panel discrimination and agreement between assessors need to be applied on the basis of full (or partial) sensory profiles or, alternatively, after some data trans-
formation has been applied in the multivariate domain, e.g. with GPA. The idea of individual and group-average sensory configurations is therefore instrumental in the definition of validity measures for IV data and multivariate analysis methods play a major role in panel performance assessment with this type of sensory data.

In this section, several useful data analysis techniques for the univariate and multivariate assessment of IV panel performance are presented.

7.4.1 Univariate approaches to individual vocabulary panel performance evaluation

As noted in Chapter 4, assessor repeatability is the preliminary requirement for a valid sensory profile because of its direct impact on individual discrimination. It is therefore important to assess the ability of an assessor to score the objects under study in a consistent way for each of the attributes in his or her individual vocabulary, which obviously requires that replicated scores are available. Several techniques to measure assessor repeatability were presented in Chapter 4 but they are not all applicable to IV data. For example, the graphical methods proposed by Rossi (2001) or Bi (2003) are not suitable in the present case because they rely on panel mean scores for a given attribute. It is possible however to assess both individual repeatability and discrimination from a one-way ANOVA model applied to the repeated scores of an assessor for a given attribute as described by Næs and Solheim (1991). The former measure can be derived from the residual variance of the model, i.e. the mean squares of error (MSE) while the latter measure relates to the ‘treatment’ F-ratio or its associated p-value. It should be noted though that these two measures are not independent in this context because the F-ratio is computed from the MSE in a one-way ANOVA model. Tomic et al. (2007) presented several visualization methods to summarize this information with especially the p*MSE plot well suited for a rapid detection of problematic individual attributes.

7.4.2 Multivariate approaches to individual vocabulary panel performance evaluation

The reliability and discrimination criteria discussed above provide a univariate measure of the individual performance of the assessors but the other aspects of panel performance covering the global quality of an individual sensory profile, the agreement between assessors and the discrimination at a panel level have to be tackled from a multivariate perspective. In practice, an individual sensory configuration is defined as a matrix $X_i$ whose variables represent the individual attributes of the assessor $i$ and are usually centered. This multivariate data representation has already been utilized for the description of the GPA procedure earlier in this chapter and it can be exploited to assess the level of performance of either a given assessor or the entire panel. Two approaches are considered below for illustration purpose with on the one hand a direct method of numerical estimation based on the individual configurations and on the other hand a technique of display in the latent domain resulting from a multivariate analysis. Note that these methods are presented in detail in this
Evaluation based on raw sensory configurations

An intuitive approach to assess the performance of an IV panel consists in obtaining numerical estimates directly from the individual configurations that can then be easily tabulated for inspection. Schlich (1996) described how such measures can be derived from the association matrix, which has already been presented in the brief introduction to STATIS given in Section 7.3.2. This matrix defined as $W_i = X_iX_i'$ characterizes entirely the relationships between objects and can be used as a basis to estimate two criteria which are respectively the dimensionality of an individual object space and the level of similarity between sensory profiles obtained from one or several assessors.

The former criterion can be considered as the measure of 'complexity' of an individual object space and can be estimated analytically by the $\beta$ coefficient proposed by Schlich (1996), which is computed from the association matrix as follows:

$$\beta_i = \frac{\text{trace}(W_i)^2}{\text{trace}(W_i^2)}$$  \hspace{1cm} (7.1)

This dimensionality coefficient can vary from 1 to $P_i = \min(n - 1, p_i)$, where $n$ is the number of evaluated samples and $p_i$ is the vocabulary size of the assessor $i$.

The latter criterion is based on the RV coefficient (Robert and Escoufier, 1976) and associated normalized RV coefficient (Schlich, 1996). RV is a generalized correlation coefficient defined as follows:

$$RV(W_i, W_j) = \frac{\text{trace}(W_iW_j)}{\sqrt{\text{trace}(W_i^2)\cdot\text{trace}(W_j^2)}}$$  \hspace{1cm} (7.2)

This measure ranges from 0 to 1 and reflects in this case the similarity between two individual configurations. It can therefore be applied either to the replicated sensory profiles of a given assessor for the assessment of individual repeatability or to the sensory profiles of different assessors for the assessment of agreement. In the latter case, a matrix of RV coefficients is obtained and a measure of agreement between assessors can be derived in a similar way to the STATIS method (Schlich, 1996).

Evaluation based on a latent multivariate representation of sensory configurations

The assessment of panel performance involving a latent multivariate representation of sensory configurations offers a complementary approach to the direct numerical estimation based on the association matrix. The different multivariate analysis methods described in Section 7.3.2 of this chapter share the similar aim of representing a set of objects with respect to a small number of latent variables (principal dimensions) describing best the variation in the data under the assumptions of the analysis technique considered. When displaying the objects in this space of reduced dimensionality, a
common sensory map equivalent to a panel average is obtained. Additionally, individual configurations can be displayed in this common space to compare the sensory map of each assessor with the panel-average map. The technique to superimpose individual configurations depends on the selected multivariate analysis method but it is based on the similar idea of projection on the common subspace.

To illustrate how this principle can be exploited for multivariate panel performance evaluation, an example of IV data set is considered in which a panel of assessors evaluated a set of eight stimuli in three replicates. Firstly, a common sensory map representing the panel average is derived for example by GPA/PCA, unfold-PCA or MFA. This map is illustrated by the squares with the indices 1 to 8 in the two plots of Figure 7.3. Secondly, individual sensory configurations are projected on this common space to assess individual variability around the panel-average sensory map. Figure 7.3(a) illustrates the superimposition on the common space of the individual map (averaged over replicates) for the assessor \( A_1 \). The distance between the two sets of points highlighted by the solid lines gives an indication of the overall agreement between this assessor and the panel. Figure 7.3(b) illustrates the three replicated sensory profiles of the assessor \( A_2 \) and their associated mean. The three solid lines around each object in this plot give an indication of the multivariate repeatability of this assessor which is independent of the disagreement of this assessor shown by the dashed lines in the same plot. Similarly, the level of repeatability of the entire panel can be assessed by displaying the average across assessors for each of the three replicates separately. It should be highlighted that the distances relating to agreement and (individual) repeatability can be compared in this analysis framework because they relate to the same latent space but this would not be possible if a separate multivariate analysis was applied to the replicated profiles of a given assessor. Thirdly, a measure of discrimination can also be considered within this multivariate framework. For example, a bootstrapping method similar to the one introduced in Chapter 4 (Husson et al., 2005) can be applied to define an ellipse of confidence around each object of the panel-average sensory map. This visualization technique gives a way to assess the level of discrimination between objects at a panel level.

7.5 Conclusion

In this chapter, the principles of the IV approach for verbal descriptive analysis were reviewed. Based on a literature review of the techniques frequently applied for this type of sensory analysis, three components common to IV techniques were highlighted, that is, 1) an IV development employing a more or less structured elicitation method depending on the sensory expertise of the assessors, 2) an individual attribute rating phase and 3) an interpretation of the resulting sensory profiles by the experimenter or data analyst. It was also noted that the challenge of the IV approach lies in the last step of this procedure and for this reason the aspect of IV data analysis was developed from both a qualitative and a quantitative perspective. The emphasis on multivariate data analysis became apparent from this review and the application of such analysis methods to IV panel performance assessment was also illustrated.
(a) Visual illustration of the level of agreement with the panel for the assessor \( A_1 \).

(b) Visual illustration of the repeatability of the assessor \( A_2 \).

Figure 7.3: Visual representation of a common sensory map of eight objects (indices 1 to 8) in a two-dimensional latent space with selected superimposed individual maps. The upper and lower graphs illustrate respectively the level of agreement and repeatability of two assessors.
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Chapter 8

Development of a procedure for rapid individual verbal elicitation

8.1 Introduction

One of the aims of this thesis work was to explore methods for rapid sensory evaluation of audio applications. Verbal descriptive analysis using the individual elicitation approach appeared as an interesting option to consider in the continuity of the consensus vocabulary development work presented in Chapter 5 and the comprehensive literature presented in the previous chapter formed an excellent basis for the development of a suitable methodology for this type of experiment. A procedure entitled ‘individual vocabulary profiling’ (IVP) developed during this thesis work is presented and discussed in this chapter.

8.2 Individual Vocabulary Profiling (IVP)

8.2.1 Overview of the IVP procedure

IVP is a rapid descriptive analysis method using an individual vocabulary development approach, that is, a verbal elicitation procedure in which each subject develops his or her own set of sensory descriptors. It combines features from Free-Choice Profiling, the Repertory Grid Method and Flash Profile reviewed in Chapter 4 and can be characterized as a relatively efficient sensory profiling procedure tailored for sensory testing with inexperienced assessors. The core of the proposed methodology lies in the use of a comparative evaluation technique following the approach of Flash Profile (Dairou and Sieffermann, 2002; Delarue and Sieffermann, 2004) with the rationale that using a direct comparison of the stimuli under study facilitates the elicitation process and improves the sensory discrimination. In addition, an effort is put during the individual elicitation process in gathering relevant semantic information about the vocabulary created by the assessors in the form of attribute definitions. This aspect

---

1In this thesis, the term ‘inexperienced’ refers to an assessor who have not been trained for the specific task of verbal descriptive sensory analysis. Following the classification of sensory assessors presented in Chapter 2, such test subjects might correspond to either naïve or initiated assessors.
has not been emphasized in the literature but it appears to be of great importance for the semantic interpretation of results. Finally, a component of the RGT methodology (Kelly, 1955) is also included in the IVP procedure as this is claimed to help assessors with no or little experience in descriptive sensory analysis (McEwan et al., 1989; Piggott and Watson, 1992).

During the process of this thesis work, the author designed three sensory experiments based on an individual elicitation approach. Each of these studies contributed to the elaboration and the refinement of the IVP procedure. The first study concerns the evaluation of spatial enhancement systems for sound reproduction over headphones (Lorho, 2005b) which will be reported thoroughly in the next chapter. This study was originally designed to assess the feasibility of IVP for audio applications and the positive results of the experiment encouraged the author to explore further the methodology with two additional studies contributing to the optimization and automation of the proposed IVP procedure. One of these experiments was performed on a multimodal stimulus set relating to mobile phone slider mechanisms (Johnson, 2006), which aimed at demonstrating the applicability of the method to a different field of perceptual evaluation involving tactile and auditory aspects. The third study was designed to evaluate a set of mobile phone loudspeakers and has been reported in a publication by Lorho (2007).

An overview of the IVP procedure is presented next together with some details regarding the semi-automated system for IVP application implemented in this work.

8.2.2 Descriptive sensory analysis procedure

The whole IVP procedure can generally be completed in about three to five hours and is divided into four separate steps, as illustrated in the block diagram presented in Figure 8.1. The process starts with a phase of familiarization to the set of stimuli under study. The two next steps cover the individual process in which each assessor performs a direct verbal description of the perceived stimulus differences. In the first step of this elicitation process, a list of words\(^2\) is generated by each assessor in a relatively free form. A second elicitation step follows during which a set of more formal attribute scales is created, i.e., sensory descriptors with a quantitative intensity scale and associated word anchors. Finally, a training phase can be considered, allowing assessors to get more familiar with the attribute scales they developed and possibly refine their vocabulary. These successive steps are described in detail below.

Selection of assessors

Prior to the individual vocabulary development, the selection of appropriate assessors for the task has to be considered. Several alternatives are possible for this phase. The first approach consists in applying a generic assessor selection procedure based on e.g. discrimination skills, reliability in grading and general verbal fluency (see Isherwood et al., 2003, for an application). The selection of assessors based on general

---

\(^2\)The use of the term ‘word’ indicates that no structured sensory concept has been created yet at this stage.
Individual vocabulary development process

Selection of assessors

Familiarization to stimuli
- All stimuli of experiment
  - 1 hour

First elicitation
- Diad and triad presentations
  - 1 hour

Word list generation (Rep. Grid Technique)

Second elicitation
- Multiple stimulus comparison method
  - 1 hour

Vocabulary generation (Flash profile Approach)

Training phase
- Multiple stimulus comparison method
  - 0 to 2 hours

Practice with attributes
Vocabulary refinement

Sensory profiling test
Attribute rating

Figure 8.1: Steps of the individual vocabulary development procedure employed in this experiment. A total of 3 to 5 hours is needed for this process depending on the inclusion of a training phase or not.
discrimination skills is effective for the creation of a large pool of listeners but it might not ensure the best assessor performance for the specific set of stimuli under study. Therefore, a more focused approach consists in selecting assessors based on their ability to discriminate the stimuli under study. The author applied this method for the audio descriptive analysis experiment reported in the next chapter (see also Lorho, 2005b) to screen the ten best listeners out of twenty based on a triangle discrimination test methodology. A third alternative is to select a larger number of assessors on the loose basis of availability and interest and apply a post-screening procedure during the experiment based on reliability measures. This approach is not recommended for the selection of a consensus panel but it is conceivable for short descriptive analysis projects using the IV approach.

Stimulus familiarization phase

The first step of the individual vocabulary development process ensures that the assessors become familiar with the stimuli under study before the elicitation phase. Listeners can be exposed to the set of stimuli through different methods. A listening test of similarity rating can be performed to familiarize the assessors with perceptual differences between the stimuli (see e.g. Mattila (2001b) or Martens and Zacharov (2003) for an application of this method). An introduction to perceptual differences might also be indirectly given through a listening test of hedonic nature. This approach gives the assessors a chance to grade their like/dislike for the stimuli under study before they switch to a more analytical mode of thinking during the individual vocabulary development process. Alternatively, an efficient approach consists in using a discrimination test of the stimuli under study as a familiarization task, which can also serve as a pre-screening of the assessors.

First elicitation phase

The aim of the first verbal elicitation phase is to develop an initial list of words describing differences between the stimuli under study. As the idea of this task might sound very abstract to inexperienced assessors, the gradual structure of the RGT methodology is exploited during this phase. First, a pair of stimuli is presented to the assessor who is asked to find words to describe any perceived difference between these items, as illustrated in Figure 8.2(a). The presentation of a set of ten to twenty pairs including all stimuli at least once is usually sufficient to generate a comprehensive list of words in a relatively free form. The experimenter can review this list at the end of the task to ensure that the assessor created descriptive, discriminant and non-hedonic terms. A second set of elicitation windows is then presented but now the diad presentation is replaced by the original triad method of the RGT, as illustrated in Figure 8.2(b).

The assessor is asked to focus on a single perceptual aspect differentiating any two of the stimuli from the third one, and to find two words describing respectively the perceived similarity and difference. By applying this method on a limited set of triads, e.g. ten, a more systematic description of the perceptual characteristics can be achieved. During the task, the previous list of words is available to the assessor who can either reuse some words or create new ones. The aim of these two steps is to
Figure 8.2: Illustration of the elicitation method employed in the first phase of the vocabulary development process: a series of diads is presented first (a) followed by a series of triads (b).
familiarize the assessors with the range of perceptual differences between the stimuli under study and assist them in the creation of an initial list of descriptive terms. However, these words are not utilized directly in the attribute rating phase, they only serve as a basis for the generation of a more formal set of attribute scales during the second elicitation phase.

Second elicitation phase

The second phase develops the elicitation process further with the creation of a well defined individual descriptive vocabulary. A comparative presentation of all stimuli is employed at this stage, as found in Flash Profile, but in the present case assessors can rely on the list of words they generated in the previous phase. Also, to compensate for the inexperience of the assessors in descriptive sensory analysis, an intuitive approach is adopted to introduce the concept of attribute scale. The rating method employed in this procedure is the unstructured line scale commonly used in quantitative sensory analysis methods such as QDA (Stone et al., 1974). Assessors are instructed to create attribute scales to quantify the intensity of a characteristic they perceive in the stimulus set. In practice (see Figure 8.3), subjects are asked to give a name to the perceptual aspect, to define end-points for the scale, i.e., find names describing respectively a low and high quantity of this attribute, and finally to give a definition for the elicited attribute.

Following the generation of an attribute, the assessor can test the usability of the associated scale on a small set of stimuli, as illustrated in Figure 8.4. Through this procedure, the assessor can understand quickly the principle of attribute intensity scaling and is able to build a preliminary vocabulary in a relatively short time. Also, the experimenter gets relevant information about each attribute from the associated definition. At the end of this phase, a short discussion to review the vocabulary with the assessor is usually beneficial. The experimenter needs to control that all attributes are descriptive, discriminant and non-hedonic and can also make comments on the validity of the intensity scales. This approach of hedonic term screening by the experimenter has been reported in the literature by, e.g. Piggott and Watson (1992).

Attribute training phase

When the more formal set of attribute scales has been developed, the option of including or not a phase of training with the scales depends on the application. To facilitate the attribute rating task at this stage of the experiment, an attribute test with a stimulus subset can be considered, especially when the comparative evaluation includes a large number of stimuli, e.g. ten or more. As a last feature of this vocabulary development process, a review of all individual vocabularies is performed by each assessor at the beginning of the training phase or before the final sensory profiling test if the training phase is skipped. This technique, also applied in Flash profile, has often the positive effect of stimulating the description of additional aspects or can help assessors to clarify the definition of some attributes. In terms of practical implementation, a similar user interface method to the one illustrated in Figure 8.3 is employed for this training phase, which gives the assessors a chance to update the name, end-points and definition of their attributes.
Figure 8.3: Screenshot of the GuineaPig 3 user interface window employed for the creation of an attribute scale during the second phase of the vocabulary development process. For each new perceptual aspect considered, the assessor is asked to give an attribute name and associated low anchor, high anchor and definition.
Sensory profiling test

Following this individual vocabulary development, each assessor performs the main attribute rating test with his or her final set of individual sensory descriptors. A user interface window similar to the one presented in Figure 8.4 is employed for this task but the evaluation is made with the full set of stimuli. Several sessions might be needed when more than one series of sound stimuli is included in the study. This usually occurs when a set of audio systems is tested for several audio samples (e.g. music clips) as illustrated in the study of spatial enhancement systems to be presented in the next chapter.

8.2.3 A semi-automated system for IVP test design, administration and analysis

The administration of this descriptive sensory analysis procedure is handled with the GuineaPig3\(^3\) listening test system. The first descriptive analysis experiment of this research work (Lorho, 2005b) showed that the work of the experimenter with such an individual test procedure is proportional to the number of assessors. In practice, a significant amount of time is needed to prepare graphical user interfaces with individualized attribute scales and this work can only be made off-line. For the

---

3GuineaPig3 is an audio-visual test system developed under Linux and sharing the same principle and software structure as the GuineaPig2 listening test system (Hynninen and Zacharov, 1999).
two following IVP experiments, an automation of the test procedure was considered at three different levels.

Firstly, an automation of the GuineaPig3 user interface presentation was implemented to allow each IVP test session to be performed by any assessor without interaction with the test administrator. In practice, the successive presentation of user interface windows is controlled automatically and the text input of the assessor is stored and reused by the system when necessary. For example, the attribute name and end-points are automatically transferred from the attribute definition window to the attribute usage window (Figures 8.3 and 8.4).

Secondly, a Matlab routine was developed to generate a full IVP test structure based on few inputs such as the number of assessors, the number of stimuli, the number of elicitation windows for each step, etc. This routine creates all the GuineaPig3 scripts needed for an experiment and builds a set of command line scripts to handle three tasks: the ordered presentation of the test windows, the transfer of information from one window the next one, and the extraction of individual test results for the different sessions.

Thirdly, a Matlab routine to handle and analyze attribute rating data was also developed, which improved the speed of the IVP test result processing and interpretation.

As a result, the automated presentation method was judged positively by the assessors who participated to the most recent study using this procedure and the automated handling of the IVP process decreased considerably the time needed by the test administrator to run the descriptive analysis experiment.

8.3 Discussion

Three experiments supported the development of the IVP technique presented in the previous section and the most recent of them, that is, the perceptual study of mobile multimedia loudspeakers reported in Lorho (2007), illustrates best the potential of this descriptive sensory analysis approach. The sixteen naive assessors who participated to this experiment were able to build an individual vocabulary of moderate complexity in three hours through the application of the systematic procedure described above. The identification of the important perceptual aspects of sound reproduced over mobile multimedia loudspeaker systems was also facilitated by the sensory descriptor definitions provided by the assessors and a good level of confidence in this interpretation was ensured by the combined analysis of the different vocabularies. Moreover, a good agreement was found with existing literature on the topic, especially the extensive set of perceptual studies on loudspeakers, headphones and hearing aids published by Gabrielsson (1979a) and Gabrielsson and Sjögren (1979).

The sensory profiling approach presented above relates closely to the methodology found in Flash Profile with regard to the use of a comparative evaluation technique but it can be said to depart from the original idea of FP toward the implementation speed. Indeed, while FP aims a minimizing the duration of the sensory profiling task to a strict minimum, that is, two sessions or even a single session, the present method
allows assessors to spend slightly more time on the development of their own vocabulary, which was found to be better suited for inexperienced assessors in the present work. In addition, issues regarding the semantic interpretation of results when applying FP, as reported by Delarue and Sieffermann (2004), appear to be reduced when a formal definition of sensory descriptors is obtained from assessors and when the number of assessors employed in the experiment is large enough. This latter aspect was apparent from the present series of three studies in which the semantic interpretation of results was found to be more robust for the study by Lorho (2007) using sixteen assessors than for the studies by Lorho (2005b) and Johnson (2006) using respectively ten and thirteen assessors.

Several benefits of the IVP technique should also be mentioned at this point. From a practical point of view, the semi-automated IVP system described above can be said to be efficient as it offers the possibility to run an unsupervised sensory profiling experiment with a large panel of inexperienced assessors, e.g. naive consumers, in a relatively short time. From the methodology point of view, the modular structure of the procedure offers flexibility in terms of application of the IVP technique. For example, the procedure can be easily adapted for sensory testing with experienced assessors by removing the ‘first elicitation’ module (see Figure 8.1) which is only beneficial to inexperienced assessors. As a matter of fact, the individual vocabulary development process employed in the study by Lorho (2005b) was intended for selected assessors and did not include the ‘first elicitation’ phase (see Chapter 9 for more details). Instead, a free attribute elicitation was employed as found for example in the Flash Profile experiment reported by Delarue and Sieffermann (2004).

It should be noted finally that the comparative evaluation method employed in the IVP technique is better suited for small-size experiments, i.e., studies requiring the comparison of less than, e.g., fifteen stimuli. In practice, the simultaneous evaluation of multiple stimuli loses its efficiency for large sample size and might become too challenging cognitively, especially for inexperienced sensory assessors.

8.4 Conclusion

A rapid descriptive analysis method using the individual elicitation approach was introduced. This procedure referred to as Individual Vocabulary Profiling (IVP) combines the diad and triad comparison method found in RGT to facilitate the elicitation process for inexperienced assessors and the comparative evaluation technique of FP to improve sensory discrimination. A special attention is given in IVP to the definition of individual attributes selected by the assessors during the vocabulary development phase as this information is considered critical for the subsequent experimental step of semantic interpretation of results. In addition, IVP appears to be well suited for the unsupervised administration of sensory tests and its modular structure offers some flexibility for the design of experiments tailored for different types of sensory panels.
Chapter 9

Application of Individual Vocabulary Profiling to spatial enhancement systems - Experiment and analysis of results

9.1 Introduction

In the previous chapter, ‘Individual vocabulary profiling’ (IVP) was introduced as a rapid descriptive analysis method using the individual elicitation approach. This procedure is applied to the study of spatial enhancement systems for headphone reproduction in the present chapter. Following an overview of the experimental design employed for this experiment in Section 2, a comprehensive analysis of the individual vocabulary data set is provided. This review of experimental results starts with a qualitative and a quantitative exploration of the individual attributes and vocabularies in Section 3 followed by an application of the generalized Procrustes analysis to the sensory profiles of each music clip in Section 4 and a multi-way data analysis of the full data set with PARAFAC2 in Section 5.

9.2 Presentation of the experiment

9.2.1 Aim of this experiment

As mentioned in the previous chapter, the IVP experiment on the spatial enhancement systems for headphone reproduction was the first application of the individual verbal elicitation approach by the author. The idea of this study was to explore alternatives to the more conventional consensus elicitation approach described in Chapter 5 and to assess the suitability of this type of sensory evaluation for audio applications.

The scope of this IVP experiment differs considerably from the consensus elicitation work reported in Chapter 5. While a comprehensive set of stimuli was selected in the former experiment to explore in a broad sense the perceptual domain of sound reproduced over headphones, the present study focuses on a set of sound samples relating
to a specific audio application. The comparative evaluation method employed in the IVP procedure requires a set of stimuli with directly comparable characteristics. The group of headphone spatial enhancement systems for mono, stereo and multichannel audio material presented in Chapter 3 (Section 3.4.3) was considered suitable for this type of experiment and the set of stimuli already employed for the consensus attribute rating test (Chapter 6) was selected for comparison purpose.

In this section, a short presentation of the experimental design employed for this study is provided, covering the sound stimulus selection, the assessor selection procedure, the IVP implementation and the overview of the resulting data.

9.2.2 Stimulus presentation, assessor selection and listening test administration

Audio material and spatial enhancement systems

The stimulus selection for this IVP experiment comprised two separate sets of audio samples already described in Chapter 6. For recall, the first subset comprises three music clips applied to eight reproduction techniques illustrating different types of spatial enhancement over headphones (i.e., the unprocessed stereo, five spatial enhancement systems, a monophonic downmix, and a mono-to-3D algorithm) and the second subset comprises one music clip and one movie sound clip applied to eight reproduction techniques relating to virtual 5.1 sound systems for stereo headphone reproduction. This gave a total number of forty sound samples covering the important perceptual aspects of this type of audio application. In the context of the individual elicitation task included in this IVP experiment, the two following remarks should be made about this full set of stimuli: 1) the perceptual differences between systems for a given audio clip appeared to be more important than the differences between audio clips and 2) the two subsets generated quite similar perceptual aspects despite the slightly different nature of the two audio applications considered.

Assessor selection

A screening procedure covering the two important aspects of discriminative and descriptive skills was employed to select the assessors of this study (see Lorho, 2005b). An audiometric test would have been difficult to run in the context of this experiment but it was assumed that assessors showing good skills in the discrimination task would be reliable for this perceptual evaluation task. The screening test was applied to twenty subjects who had not participated in an audio experiment previously. Six of these candidates were experienced in descriptive analysis and can be classified as initiated assessors while the other subjects were university students selected for their interest in this experiment and should therefore be considered as naïve assessors.

A discrimination task based on the triangle test methodology (ISO 4120, 2004) was applied with set of four stimulus pairs from this study. Each pair was chosen from the eight processed samples of a given audio clip and the selection was made to include differences varying from very clear to hardly perceptible, considering both timbral and spatial aspects of headphone sound reproduction. This increasing level of perceptual
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difference was indeed confirmed by the result of the discrimination task as the first, second, third and fourth stimulus pairs were discriminated significantly by 20, 18, 14 subjects and 2 subjects respectively.

To complete this screening session, the experimenter asked the listeners to comment on the perceptual differences existing between the two samples of each stimulus pair at the end of the discrimination test. This procedure allowed to assess informally the descriptive skills of each assessor and revealed that some assessors were more confident than others in describing the spatial and timbral differences between and within stimulus pairs.

The outcome of this screening procedure can be summarized as follows. The six subjects experienced in descriptive analysis were selected because they all showed very good discrimination skills and four of the inexperienced candidates showing the best discriminative and descriptive skills were also chosen. It should be noted that the size of the panel selected for this individual vocabulary profiling experiment, i.e., ten assessors comprising three male and seven female subjects, was limited for practical reasons relating to time management.

Listening test administration

The processed stereo samples employed for this listening experiment were stored as 16-bit PCM wave files at 44.1kHz sampling frequency and for each program item an accurate time alignment was performed to allow for direct switching between stimuli. A loudness alignment was also applied to ensure a similar inter-algorithm loudness at a comfortable listening level. A real-time implementation (Tuomi and Zacharov, 2000) of the Moore steady state loudness model Moore et al. (1997) was employed for the loudness alignment.

The experiment was set-up in a quiet office room and the test administration was performed using the GuineaPig3 listening test system. The reproduction chain of the stereo audio output included the following steps: digital-to-analog conversion by a Digigram sound card; balanced stereo signal amplification by a Symetrix SX304 headphone amplifier; and sound reproduction through high-quality, diffuse-field circumaural headphones (Sennheiser HD580s).

9.2.3 Implementation of the IVP procedure

The attribute elicitation methodology employed for this descriptive analysis experiment follows the principle of the IVP procedure presented in Chapter 8 but did not include the gradual structure of the RGT methodology. This approach can be justified by the fact that 60% of the assessors participating to this experiment were already experienced in sensory analysis. It should be noted however that enough time was given for the verbal elicitation phase to ensure that inexperienced assessors would cope with this unstructured elicitation process.

The individual vocabulary development process was organized in four parts covering a stimulus familiarization, a word elicitation phase, an attribute development phase and an attribute training phase. Three to four one-hour sessions were needed to complete this work, depending on the time spent by the assessors for the attribute
Individual attribute elicitation

The elicitation part of this experiment was performed in two sessions of one hour each. Discussions with the experimenter were carried out in English, but assessors were encouraged to perform their elicitation in their native language, i.e. Danish for nine of the participants and English for one participant. Following a review of the attributes between the experimenter and each assessor, a translation of the final attributes to English was agreed in most cases. This language conversion was intended to facilitate the test administration work of the experimenter during the attribute rating experiment and the subsequent semantic interpretation of the results.

The first step of the individual attribute elicitation consisted in a 30-minutes introduction to sound reproduction over headphones. Fifteen pairs of audio stimuli were selected to illustrate a wide range of perceptual differences, including music, movie sound, speech, and environmental recordings with very different spatial sound characteristics. These audio samples were chosen from the headphone sound database described in Chapter 5 (see Section 5.2.1). Assessors were invited to carefully consider the differences in sound reproduction aspects within and between the sound pairs.

The second step of the procedure was completed during the same session and consisted in a preliminary individual elicitation performed in 30 minutes. Only the audio stimuli under study were considered in this task, that is, 40 stimuli divided in 5 series of 8 systems, as described above. Assessors were encouraged to come up with terms illustrating differences between the systems for a given audio item, which implies that the focus was put on finding discriminant descriptors. The eight systems presented in a window were listed from A to H and the the listener could switch freely between the systems. Word elicitation was performed on a sheet of paper and some of the assessors already created groups of perceptually related terms at the end of this session.

In the third step of the elicitation process run in a separate session, the assessors used about 30 more minutes to complete the individual vocabulary development. Following this elicitation work, the proposed vocabulary was reviewed with the experimenter. The individual attributes were described in English and word anchors were selected to describe a low and high intensity of each descriptor. Most of the assessors felt comfortable with the resulting attributes at this stage, and the last 15 minutes of this session were employed to experiment informally with the attribute scales on few audio samples. Assessors retained between 4 and 9 attributes at the end of this process. It should be noted however that only an informal definition of the attributes was included in this process, which differs slightly from the systematic attribute creation of the procedure presented in the previous chapter.

Attribute rating phase

Following this verbal elicitation part of the experiment, a training phase was considered to familiarize the assessors with their individual attribute scales. A set of user
interfaces was designed for one of the audio items (music clip #1). Figure 9.1 illustrates the user interface window employed for this attribute rating test, which was implemented using the GuineaPig3 listening test system. A random permutation was applied to associate the eight systems to the letters A to H for each attribute and the assessors were asked to perform a comparative assessment of these eight stimuli for a given attribute. The interface allowed for direct switching between the test stimuli using a 20ms exponential cross-fade with a switching latency of 200ms.

The final attribute rating test was performed after the training phase assuming that the assessors had become familiar enough with the different systems under evaluation and their individual vocabulary at this stage of the experiment. The listening test was administrated in a similar way to the attribute training session using a one-hour test session for the evaluation of one or two audio clip depending on the assessor pace and the size of his/her individual vocabulary. A repetition of two music clips from the first subset of audio samples was also included in this study to obtain a measure of assessor and panel repeatability. As a result, seven series of eight systems were assessed in a duration of three to seven sessions depending on the assessor.

9.2.4 Overview of the resulting set of data

Earlier in this chapter, it was mentioned that two different groups of audio samples were considered in the present IVP test, that is, a set of spatial enhancement systems for headphones and a set of virtual 5.1 systems for headphones. It should be noted that the assessors were not aware of this grouping and were required to apply their individual vocabulary to all the audio clips without distinction. This approach did not cause any problem to the subjects, except in the case of one individual attribute specific to the movie sound item of the virtual 5.1 study\(^1\) and considered not appropriate by the assessor for the other audio clips. The overall suitability of the individual vocabularies for the two different stimulus sets gives an indication that spatial enhancement systems and the virtual 5.1 systems for headphones are relatively similar perceptually.

In the present chapter, only the results of the group of audio samples relating to the headphone spatial enhancement systems are presented for consistency with the consensus vocabulary data analysis presented in Chapter 6. This comprehensive data subset is considered sufficient to demonstrate the applicability of the IVP method to a set of audio stimuli and illustrate the subsequent data analysis of this type of experiment.

The outcome of the sensory evaluation made on this subset of stimuli can be described as a data structure comprising eight systems evaluated for three different music clips by 10 assessors, each of them using their own set of attributes, as illustrated in Figure 9.2. Note that the sensory evaluation of the music clips #1 and #2 was repeated by all assessors in separate sessions but this data is excluded from the present analysis.

As the same systems and music clips were employed in the experiment reported in Chapter 6 and in the present analysis, a similar coding scheme is applied, that is,

\(^1\)This attribute is the *Sense of movement* of the assessor #10.
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Figure 9.1: Example of GuineaPig 3 user interface employed for the attribute test.

$1_s$ for the stereo unprocessed material, $2_m$ for the monophonic down-mixed version of the stereo material, $4_{me}$ for the spatial enhancement algorithm of monophonic music material and $3_{se}$ to $8_{se}$ for the five stereo enhancement algorithms$^2$. Also, the music clips are referred to as the ‘music clip #1’ for the Scritti Politti track, the ‘music clip #2’ for the Madonna track and the ‘music clip #3’ for the Tuck & Patti track.

In Figure 9.2, the sensory profile obtained from the assessor $i$ ($i = 1, ..., 10$) for the music clip $q$ ($q = 1, 2, 3$) is represented as a rectangle corresponding to a (two-way) matrix $X_{iq}$ comprising 8 rows, i.e. the systems under study, and $p_i$ columns, i.e., the number of attributes elicited by the assessor $i$. Note that in this chapter, $X_i$ will often correspond to the ‘centered’ configuration of the assessor $i$ for a given music clip, which means that the columns have been centered across systems by setting to zero the mean of the eight scores given for each attribute.

$^2$The three perceptual flavors represented by these five systems were listed in Chapter 6 (Section 6.2.1)
9.2. Presentation of the experiment

The presentation of results considered in the next sections follows the analysis principles presented in Chapter 7. An overview of the individual vocabularies generated in this experiment is provided first and the results are studied qualitatively and quantitatively to identify perceptual groups from the complete set of individual attributes. A quantitative analysis of the ten individual sensory configurations obtained for each music clip follows based on the GPA technique described in the previous chapter. Finally, a global quantitative analysis is applied to the combined data comprising the three music clips with the PARAFAC2 technique also introduced earlier.

![Diagram of data set](image)

**Figure 9.2:** Illustration of the data set considered in this chapter which comprises a set of 10 individual sensory profiles for each music clip with an additional replication for the music clips #1 and #2. It can be noted from this data structure that each assessor employed the same individual vocabulary for the sensory evaluation of the three music clips.
9.3 Presentation and grouping of individual attributes

9.3.1 Individual vocabularies and sensory profiles

A total of 67 sensory descriptors resulted from this descriptive analysis experiment. The individual vocabulary developed by each of the 10 assessors is presented in Table 9.1 with the name and two associated end-points of each descriptor. The size of the vocabularies range from 4 to 8 attributes. Eight of the assessors elicited 6 or more descriptors while the assessor #4 generated the most compact vocabulary comprising only 4 attributes.

Table 9.1: List of individual vocabularies.

<table>
<thead>
<tr>
<th>Assessor</th>
<th>Attribute name</th>
<th>Word anchors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depth</td>
<td>No depth/A lot of depth</td>
</tr>
<tr>
<td></td>
<td>Metallic</td>
<td>Not metallic/Very metallic</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Close/Far</td>
</tr>
<tr>
<td></td>
<td>Fullness</td>
<td>None/A lot</td>
</tr>
<tr>
<td></td>
<td>'Klang' (sound duration)</td>
<td>Normal/Very long</td>
</tr>
<tr>
<td></td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>Flat/Powerful</td>
</tr>
<tr>
<td></td>
<td>Inside-OutSide</td>
<td>Inside/Outside</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Close/Far</td>
</tr>
<tr>
<td></td>
<td>Room size</td>
<td>Small/Large</td>
</tr>
<tr>
<td></td>
<td>Reverberation</td>
<td>No reverb/A lot of reverb</td>
</tr>
<tr>
<td>2</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td></td>
<td>Metallic</td>
<td>Not metallic/Very metallic</td>
</tr>
<tr>
<td></td>
<td>Noise</td>
<td>No noise/A lot of noise</td>
</tr>
<tr>
<td></td>
<td>Muffling</td>
<td>Not muffled/Very muffled</td>
</tr>
<tr>
<td></td>
<td>Sound impression</td>
<td>Simple/Complex</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Near/Far</td>
</tr>
<tr>
<td></td>
<td>Roominess</td>
<td>Narrow/Wide</td>
</tr>
<tr>
<td></td>
<td>Echo</td>
<td>No echo/A lot of echo</td>
</tr>
<tr>
<td>3</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td></td>
<td>Metallic</td>
<td>Not metallic/Very metallic</td>
</tr>
<tr>
<td></td>
<td>Noise</td>
<td>No noise/A lot of noise</td>
</tr>
<tr>
<td></td>
<td>Muffling</td>
<td>Not muffled/Very muffled</td>
</tr>
<tr>
<td></td>
<td>Sound impression</td>
<td>Simple/Complex</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Near/Far</td>
</tr>
<tr>
<td></td>
<td>Roominess</td>
<td>Narrow/Wide</td>
</tr>
<tr>
<td></td>
<td>Echo</td>
<td>No echo/A lot of echo</td>
</tr>
<tr>
<td>4</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td></td>
<td>Reverberation (Rumklang)</td>
<td>No reverb/A lot of reverb</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Near/Far</td>
</tr>
<tr>
<td></td>
<td>Mono-Stereo-Surround</td>
<td>Mono/Stereo/Surround</td>
</tr>
<tr>
<td>5</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td></td>
<td>Treble</td>
<td>No treble/A lot of treble</td>
</tr>
<tr>
<td></td>
<td>Voice/sound clarity</td>
<td>Weak/Strong</td>
</tr>
<tr>
<td></td>
<td>Voice/sound distance</td>
<td>Close/Far</td>
</tr>
<tr>
<td></td>
<td>Room</td>
<td>Small/Large</td>
</tr>
<tr>
<td></td>
<td>Echo</td>
<td>No echo/A lot of echo</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Assessor</th>
<th>Attribute name</th>
<th>Word anchors</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Width</td>
<td>Mono/Stereo</td>
</tr>
<tr>
<td>6</td>
<td>Room size</td>
<td>Small/Large</td>
</tr>
<tr>
<td>6</td>
<td>Background noise</td>
<td>No noise/A lot of noise</td>
</tr>
<tr>
<td>6</td>
<td>Echo</td>
<td>No echo/A lot of echo</td>
</tr>
<tr>
<td>7</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td>7</td>
<td>Treble</td>
<td>No treble/A lot of treble</td>
</tr>
<tr>
<td>7</td>
<td>Noise</td>
<td>No noise/A lot of noise</td>
</tr>
<tr>
<td>7</td>
<td>Externalization</td>
<td>Inside/Outside</td>
</tr>
<tr>
<td>7</td>
<td>Reverb</td>
<td>Small room/Large room</td>
</tr>
<tr>
<td>7</td>
<td>Left-Right</td>
<td>Left/Centered/Right</td>
</tr>
<tr>
<td>7</td>
<td>Sharpness</td>
<td>Short/Long</td>
</tr>
<tr>
<td>7</td>
<td>Muffling</td>
<td>Not muffled/Very muffled</td>
</tr>
<tr>
<td>8</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td>8</td>
<td>Treble</td>
<td>No treble/A lot of treble</td>
</tr>
<tr>
<td>8</td>
<td>Clarity-Punctuation</td>
<td>None/Full</td>
</tr>
<tr>
<td>8</td>
<td>Concentration of sounds</td>
<td>Minimum/Maximum</td>
</tr>
<tr>
<td>8</td>
<td>Depth</td>
<td>Shallow/Full</td>
</tr>
<tr>
<td>8</td>
<td>Echo</td>
<td>No echo/A lot of echo</td>
</tr>
<tr>
<td>8</td>
<td>Metallic</td>
<td>Not metallic/Very metallic</td>
</tr>
<tr>
<td>9</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td>9</td>
<td>Brightness</td>
<td>Not bright at all/very bright</td>
</tr>
<tr>
<td>9</td>
<td>Homogeneity</td>
<td>Not homogeneous/Fully homogeneous</td>
</tr>
<tr>
<td>9</td>
<td>Sharpness</td>
<td>Hard-square/Soft-round</td>
</tr>
<tr>
<td>9</td>
<td>Realism (naturalness)</td>
<td>Artificial/Natural</td>
</tr>
<tr>
<td>9</td>
<td>Broadness</td>
<td>Compact/Broad</td>
</tr>
<tr>
<td>9</td>
<td>Distance</td>
<td>Close/Far</td>
</tr>
<tr>
<td>9</td>
<td>Movement</td>
<td>Passive/Active</td>
</tr>
<tr>
<td>10</td>
<td>Bass</td>
<td>No bass/A lot of bass</td>
</tr>
<tr>
<td>10</td>
<td>Middle</td>
<td>No middle/A lot of middle</td>
</tr>
<tr>
<td>10</td>
<td>Treble</td>
<td>No treble/A lot of treble</td>
</tr>
<tr>
<td>10</td>
<td>Clarity</td>
<td>Muffled/Clear</td>
</tr>
<tr>
<td>10</td>
<td>Noise</td>
<td>No noise/A lot of noise</td>
</tr>
<tr>
<td>10</td>
<td>Reverb</td>
<td>Small/Large</td>
</tr>
<tr>
<td>10</td>
<td>Width</td>
<td>Narrow/Wide</td>
</tr>
<tr>
<td>10</td>
<td>Sense of movement (3D)</td>
<td>Absent/Present</td>
</tr>
</tbody>
</table>
A visual exploration of the raw data generated in this type of experiment is always a useful preliminary step to assess the relative complexity of the individual sensory profiles and the ‘spider web’ plotting technique presented in Chapter 5 is very appropriate for this purpose. An illustration of this plotting technique is given in Figure 7.1 for a subset of assessors and the systems $1_{S}$, $2_{M}$, $4_{Me}$ and $5_{Se}$ for the music clip #1.

![Spider web plots](image)

Figure 9.3: Individual spider web plot of a subset of systems and assessors.

Looking at a single spider web, one can get some indication of the way an assessor employs the scale and perceives the different samples, e.g. the assessors #1 and #6 tend to use a lower range of the 10-point scale than the assessors #7 and #10 and the assessor #7 tends to be more discriminative on this subset of systems. It can also be useful to inspect the level of similarity between scores given by different assessors for attributes with the same name. In the present case, it can be seen that the attribute *Bass* is applied in a similar way by the assessors #7 and #10 but the two other assessors show a different rating pattern for this attribute. It also appears that the
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algorithm $4_{Me}$ has a distinctive profile with noticeable variations between assessors, e.g. assessors #7 vs. #1.

A complementary approach to the visualization of raw data consists in evaluating analytically the complexity of the individual sensory profiles. The two following methods were considered in this study. First, the $\beta$ coefficient introduced in Chapter 7 was derived. This dimensionality coefficient proposed by Schlich (1996) gives a good estimation of the sensory complexity required to describe the set of samples under study. Then, a PCA was applied on each centered configuration $X_i$ (where $i$ is the assessor index) for a given music clip and the number of relevant principal components was estimated.

Table 9.2 gives a summary of the measures obtained for each assessor and music clip. Principal components explaining more than 10% of variation in the data were retained for the PCA dimensionality$^3$. This table shows a decrease in both measures of sensory profile complexity on average from the music clip #1 to the music clip #3. The assessors #4 and #10 have respectively the lowest and highest dimensionality globally. The low score of the assessor #4 might be explained by its small vocabulary size but it should be noted that this type of correlation is not automatic as illustrated by the similar $\beta$ coefficient of the assessors #9 and #4 for the music clip #2 although the size of these two vocabularies differs by a factor of two.

Table 9.2: Analysis of individual vocabulary complexity by measure of $\beta$ coefficient and PCA dimensionality.

<table>
<thead>
<tr>
<th>Assessor</th>
<th>Vocab. size</th>
<th>Music clip #1 $\beta$</th>
<th>PCA dim.$^a$</th>
<th>Music clip #2 $\beta$</th>
<th>PCA dim.$^a$</th>
<th>Music clip #3 $\beta$</th>
<th>PCA dim.$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>3.24</td>
<td>3</td>
<td>2.41</td>
<td>3</td>
<td>1.64</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3.44</td>
<td>3</td>
<td>3.78</td>
<td>4</td>
<td>2.39</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>3.75</td>
<td>3</td>
<td>3.87</td>
<td>3</td>
<td>2.95</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1.92</td>
<td>2</td>
<td>1.96</td>
<td>3</td>
<td>1.66</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>2.71</td>
<td>3</td>
<td>2.32</td>
<td>2</td>
<td>1.96</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>2.83</td>
<td>3</td>
<td>2.80</td>
<td>3</td>
<td>3.16</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>3.31</td>
<td>3</td>
<td>2.89</td>
<td>3</td>
<td>2.95</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>3.24</td>
<td>4</td>
<td>3.37</td>
<td>3</td>
<td>3.01</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>2.62</td>
<td>3</td>
<td>1.79</td>
<td>2</td>
<td>2.79</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>4.02</td>
<td>4</td>
<td>3.44</td>
<td>4</td>
<td>3.27</td>
<td>4</td>
</tr>
<tr>
<td>Average</td>
<td>6.6</td>
<td>3.11</td>
<td>3.1</td>
<td>2.86</td>
<td>3.0</td>
<td>2.58</td>
<td>2.8</td>
</tr>
</tbody>
</table>

$^a$PCA dimensionality: number of principal components explaining more than 10% of data variation.

$^3$The choice of a 10% explained variance threshold is purely arbitrary. A more reliable approach would be to estimate the significant level of each principal component by a permutation technique as found in e.g. Dray (2008) but this has not been pursued here.
9.3.2 Grouping of individual attributes

The outcome of an IVP experiment is always characterized by an abundance of descriptive terms as illustrated by the above presentation of the individual vocabularies and profiles. In parallel to the assessor-based examination of these sensory profiles, comparing the attributes of different assessors can help getting a more global picture of the perceptual aspects elicited by the panel. In this section, a qualitative classification of the sensory descriptors generated in the experiment is presented first. The validity of this grouping is then tested by applying two different quantitative methods enabling the study of relationships between individual attributes based on ratings.

Qualitative grouping of attributes

A classification of the individual attributes listed in Table 9.1 was applied on the basis of a qualitative interpretation of the descriptor names and associated word anchors plus the additional comments made by the assessors during the attribute review with the experimenter. Eight perceptual aspects were identified as illustrated in Table 9.3, that is, tone color, timbre, localization, room perception, externalization, broadness, artifacts and temporal aspects. Five attributes were left out from this classification due to their ambiguous, holistic or idiosyncratic character. The attributes with the same name and word anchors have been grouped in this table, i.e., the attributes bass, treble, echo, muffling, distance, room size and noise elicited respectively by 9, 4, 4, 3, 3, 2 and 2 assessors.

Table 9.3: Qualitative grouping of attributes.

<table>
<thead>
<tr>
<th>Group</th>
<th>Attribute name</th>
<th>Assessor</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bass</td>
<td>2, 3, 4, 5, 6, 7, 8, 9, 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treble</td>
<td>5, 7, 8, 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metallic</td>
<td>1</td>
<td>Related to treble</td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>9</td>
<td>Related to treble</td>
<td></td>
</tr>
<tr>
<td>Muffling</td>
<td>3, 6, 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clarity</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voice/sound clarity</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metallic</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharpness</td>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Group</th>
<th>Attribute name</th>
<th>Assessor</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 - Localization aspects</td>
<td>Distance</td>
<td>1, 2, 9, 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Voice/sound distance</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Movement</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sense of movement</td>
<td>10</td>
<td>Scale only used for the movie sound sample</td>
</tr>
<tr>
<td></td>
<td>Left-Right</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>4 - Room perception</td>
<td>Echo</td>
<td>3, 5, 6, 8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>'Klang'</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Room size</td>
<td>2, 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Room</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Roominess</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reverb</td>
<td>10, 7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reverberation</td>
<td>2, 4</td>
<td></td>
</tr>
<tr>
<td>5 - Externalization</td>
<td>Inside-Outside</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Externalization</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fullness</td>
<td>1</td>
<td>Described as a spatial aspect</td>
</tr>
<tr>
<td>6 - Broadness</td>
<td>Mono-Stereo-Surround</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Broadness</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concentration of sounds</td>
<td>8</td>
<td>Defined as horizontal spread and described as a broadness aspect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3, 10</td>
<td></td>
</tr>
<tr>
<td>7 - Artifact aspects</td>
<td>Noise</td>
<td>7</td>
<td>Described as metallic, fricative sounds, degraded sound quality...</td>
</tr>
<tr>
<td></td>
<td>Background noise</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>8 - Temporal aspects</td>
<td>Sharpness</td>
<td>7</td>
<td>Relating to temporal distinction between sounds</td>
</tr>
<tr>
<td></td>
<td>Clarity-Punctuation</td>
<td>8</td>
<td>Continued on next page</td>
</tr>
</tbody>
</table>
The perceptual aspects of *tone color* and *room perception* form two relatively large groups with respectively 18 and 14 individual descriptors while the groups relating to *timbre* and *localization* include 8 attributes. The four remaining groups are much smaller with less than 5 attributes and their validity can therefore be questioned. Note that the full classification should also be considered with caution as emphasized in Chapter 7. Indeed, an analysis of individual sensory descriptors by the experimenter based on qualitative aspects alone is always prone to interpretation bias. The terminology of Gaines and Shaw (1993) summarized in Figure 7.1 illustrates this aspect with the problematic scenarios of *conflict* arising when the same term is assigned to different distinctions and *correspondence* arising when different terms are assigned to the same distinction.

### Attribute grouping by hierarchical clustering analysis

Hierarchical clustering is a technique commonly used for the analysis of Repertory Grid data (Shaw, 1980; Berg and Rumsey, 1999b). This classification method works by grouping entities based on their similarity or dissimilarity. In the context of sensory analysis, entities can either represent the objects under study or the individual attributes.

In the present study, the agglomerative hierarchical clustering (AHC) approach was selected with the usual Euclidean distance as a dissimilarity measure and Ward’s method as an aggregation criterion. The three set of sensory profiles shown in Figure 9.2 were considered for this analysis. Prior to the AHC, each sensory profile was preprocessed separately by centering and scaling data across systems (i.e., for each attribute separately) in order to reduce differences in scale usage between assessors and music clips. A matrix of 24 objects (i.e., 8 algorithms × 3 music clips) by 66 variables (i.e. attributes) was then created and the AHC routine was applied to the variables of the matrix. It should be noted that running the cluster analysis to this combined data set gave a more stable and interpretable result than when applying separate analyses on the three sets. Also, a matrix of 24 objects by 66 variables was selected rather than a matrix of 8 objects by 198 variables (i.e. 66 attributes × 3 music clips) to facilitate the graphical interpretation of the results. AHC on objects instead of variables was also considered in this study to gather information about similarities and differences between algorithms at a global level or for each music clip separately.
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Figure 9.4: Dendrogram obtained by an agglomerative hierarchical clustering analysis of the 66 individual attributes employed in the IVP study. Five clusters with a distance measure greater than 12 (vertical dotted line) can be identified on this graph but only three of these groups of attributes can be interpreted, which relate respectively to timbral aspects, spatial aspects and low-frequency emphasis as shown on the figure.
Figure 9.4 shows the resulting dendrogram employed to represent the dissimilarity level between the individual attributes. Neighboring variables on the vertical axis of this dendrogram show the greatest similarity and the horizontal axis gives a quantitative measure of the distance between groups of attributes. Five clusters with a distance measure greater than 12 can be identified in this graph. An inspection of these clusters reveals that the first group (at the lower side of the dendrogram) contains 10 attributes related mostly to timbral aspects, e.g. clarity, brightness, treble, metallic and a smaller sub-group apparently concerned with spatial aspects, e.g. echo, reverb, distance. The closest group to this first cluster relates mainly to spatial aspects e.g. room size and echo, and contains 14 individual attributes. Moving up in the classification, a third cluster is found which includes all four occurrences of the term noise and a mix of spatial and timbral attributes. The fourth cluster is the largest one with 26 attributes. Based on the nine occurrences of the attribute bass in this group, the perceptual aspect of low-frequency emphasis can easily be identified. However, this cluster also includes few apparently unrelated attributes such as distance and sharpness. Finally, the fifth cluster (at the upper side of the dendrogram) is the closest to the previous group and contains attributes of different characteristics with three occurrences of the term muffling.

The study of this dendrogram illustrates that three perceptual characteristics can be interpreted from this sensory data set, namely low-frequency emphasis, timbre and spatial aspects. However, the presence of unrelated individual attributes in each of these clusters indicates that some descriptors are semantically ill-defined in the IVP data set. Also, this quantitative analysis shows a much lower level of details in comparison to the qualitative grouping presented earlier which indicates an interpretation bias in the qualitative analysis. Note however that some of the discrepancies seen between the two classifications, especially the separation between the bass attributes and the other attributes relating to tone color such as treble, are due to the way the selected AHC algorithm operates. Indeed, the polarity of the attribute scales has a large influence on this clustering process which prevents inversely correlated attributes to be grouped together. This can be considered as a limitation of selected AHC dissimilarity measure for the identification of related sensory concepts irrespective of their scaling polarity. Note however that other dissimilarity measures not investigated in this study might handle differently the polarity of attributes. The ‘Focus’ procedure developed specifically for the analysis of RGT data by Jankowicz and Thomas (1982) appears to model explicitly this attribute polarity aspect.

Principal component analysis of the two main perceptual groups

For the second quantitative analysis study of this section, a broader division of the individual attributes was made into two basic perceptual categories, namely timbre and spatial characteristics and a separate study of the attribute relationships was considered for each of these two categories. The first group contains the 26 attributes relating to tone color and timbre (groups #1 and #2 of the classification presented in Table 7.2) while the second group includes the 29 attributes from the group of localization (group #3) and the three groups relating to spatial aspects (group #4 to #6). A data formatting similar to the one used in the AHC analysis was applied.
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here and a subset of variables corresponding to the perceptual group of interest was selected from the full matrix of 24 samples by 66 centered and scaled attributes.

Principal component analysis (PCA) can be seen as a data reduction technique in which a set of observed variables is represented by a smaller set of latent variables. These new variables can be used as a basis to visualize the objects and the original variables in a space of lower dimensionality. In the present case, the main interest was to study the relationships between the individual attributes in this low-dimensional space and for this purpose the correlation loading plot approach (Martens and Martens, 2001) appeared as an intuitive visualization method. A separate PCA was applied to the two matrices defined above and the resulting attribute correlation structure was studied in each case. It should be noted that the multivariate data analyses applied to the sensory profiling data later in next sections will give a complementary view of the full set of individual attributes.

The variation in the data explained by 4-component PCA model was 41.2%, 11.4%, 6.7% and 5.9% for the category of timbre and 26.7%, 15.8%, 9.2% and 4.4% for the category of spatial aspects. Dimensions higher than 2 in these two analyses do not carry interpretable information but plotting the correlation circles of PC #1 and PC #2 gives an informative picture of the individual attribute relationships. The relatively low explained variance covered with the two first principal components, that is 52.6% and 42.5% for the category of timbre and spatial aspects respectively, is partly due to the variability introduced by differences between the program items in the merged data sets considered in this study.

Figure 9.5(a) illustrates the correlation loading plot obtained for the category of timbral aspects. Two main attribute clusters are visible on this graph with bass attributes on the one side and other attributes related to timbral characteristics on the other side. These clusters might be described as two opposite perceptual directions associated with low-frequency emphasis and high-frequency emphasis respectively. The fact that the attribute sharpness of the assessor #9 correlates with the bass attributes in this graph can be attributed to an inversion in polarity as this term is semantically closer to the high-frequency emphasis cluster. Finally, it is interesting to note that all three occurrences of the attribute muffling are grouped to some extent and correlate moderately well with the second PC in this graph.

Figure 9.5(b) shows the correlation loading plot obtained for the category of spatial aspects. The main information in this graph can be seen along the first principal component with a single cluster of attributes relating to spatial characteristics. Few attributes correlating with the second dimension are visible but the identification of a perceptual cluster is difficult because of the unrelated descriptor names. It appears from this graph that the descriptor distance does not relate to a unique sensory concept as can be seen from the absence of correlation between few occurrences of this attribute.

Conclusion of the individual attribute grouping

The attribute classification attempted in this section illustrates the potential and limitations of the three techniques considered for this type of analysis. It became apparent by comparing the qualitative classification to the AHC and PCA results
Figure 9.5: PCA of the two main perceptual groups. These correlation loading plots illustrate the relationships between individual attributes and principal components. The inner and outer circles indicate 50% and 100% explained variance respectively.
that the level of details seen in Table 9.2 exceeds the true perceptual complexity of the IVP data set. This discrepancy is manifest when comparing the four qualitative groups relating to spatial aspects and the single perceptual dimension identified in the PCA of the full group of spatial attributes. Also, as for the comparison of the two quantitative methods for attribute grouping, PCA was found to be more suitable than AHC for the identification of sensory concepts having a similar nature but an opposite rating scale polarity.

9.4 Multivariate analysis per music clip

9.4.1 Application of the generalized Procrustes analysis procedure

After the initial exploration of the individual attributes and perceptual groups presented above, the focus in this section is placed on describing and quantifying the differences between the spatial enhancement algorithms under study. In Chapter 7, several multivariate analysis techniques were presented for the treatment of individual vocabulary data and the most popular technique referred to as ‘generalized Procrustes analysis’ was described thoroughly. GPA was therefore selected for the present analysis. Since the panel of ten assessors evaluated the eight systems under study for three music clips (Figure 9.2), a separate analysis was applied to the set of ten individual sensory configurations obtained for each music clip. In practice, the following three-step procedure was applied for the analysis.

- Application of GPA to the ten raw individual configurations using an implementation of the GPA algorithm written by the author in the Matlab software package (see Appendix C for details).

- Validity assessment of the GPA group average with the statistical test proposed by Wakeling et al. (1992). The idea of this procedure is to apply a random permutation to the rows of each individual configuration $X_i$ to break the relationships between samples across assessors. When a GPA is run on this permuted set of data, the proportion of the total variance explained by the GPA-average ($R_c$) represents the chance level. By repeating this procedure a large number of times (e.g. 5000), a distribution of $R_c$ is drawn from which the 95th percentile can be observed ($U^*$ following the notation of Wakeling et al., 1992). The proportion of variance accounted for by the GPA-average obtained from the original sensory data set (the ‘empirical’ $R_c$) can then be compared to the value of $U^*$ to check its significance level. An example of output obtained from this procedure is illustrated in Figure 9.6 for the sensory data set of the music clip #2. The distance between the two values in this case indicates that the GPA average is statistically significant.

- Application of PCA to the group average configuration to inspect the differences between systems and study the relationships between the original individual attributes in a space of lower dimensionality.
The visualization of the PCA results follows the principle of score plots and correlation loading plots already applied earlier in this thesis as illustrated for the music clip #1 in Figure 9.7 and Figure 9.8 respectively. Note that the graphs relating to the two other music clips are shown in Appendix B.

The score plots represent the panel average scores of the eight audio systems and include for each system an ellipse illustrating the 95% confidence level for the associated mean. This technique provides a way to visualize significant perceptual differences between systems at a panel level. The ellipses were computed from the individual GPA-transformed data using the bootstrapping method of Husson et al. (2005).

A correlation loading plot approach was adopted to illustrate the relationships between each individual attribute and the principal components. The readability of this type of plots in GPA applications is usually limited by the large number of individual attributes to be displayed but subsets of attributes can be shown in separate correlation circles to facilitate the analysis of attribute relationships. In the present study, the attributes relating to timbral and spatial aspects were separated following the classification presented earlier (see Table 9.3) while the 11 remaining attributes were included in all graphs. A visual interpretation was applied for each music clip by studying the level of correlation between individual attributes of a given perceptual group or sub-group and then adding arrows on the correlation loading plots to highlight the main underlying perceptual directions identified. Finally, this information was utilized to explain the sample differences observed in the associated score plots in terms of sensory characteristics.
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9.4.2 Result for the music clip #1: Scritti Politti track

The group average configuration obtained from the GPA routine applied to the ten sensory configurations of the music clip #1 was tested with the permutation procedure proposed by Wakeling et al. (1992) and was found to be statistically significant ($R_c = 0.636$, $U^* = 0.601$, 5000 random permutations). The PCA model applied to the GPA average configuration explained 84.2% of the variation in the data with 4 components (PC #1 = 34.2%, PC #2 = 24.1%, PC #3 = 14.7%, PC #4 = 11.2%). Figures 9.7 and 9.8 present the score plot and correlation loading plots of the two first components. The information contained in the score plot of the third and fourth dimensions is difficult to interpret due to the low correlation loading values of the individual attributes. These principal components are therefore left out from the present analysis. The level of separation between the ellipses of the score plot (Figure 9.7) indicates a significant panel discrimination between the eight systems for this music clip. The algorithm map can be broadly summarized in three distinct areas defined by the HRTF-based algorithm 6Se and the unprocessed mono 2M in the left part of the score plot, the algorithm 8Se and the mono-to-3d algorithm 4Me in the bottom-right quadrant and the system 5Se in the upper part of the score plot.

The correlation loading plots of Figure 9.8 can be exploited to identify the important perceptual dimensions of this set of sensory profiles. It appears from Figure 9.8(a) that six (out of nine) bass attributes are clustered and correlate well with the second principal component. The other timbral attributes present in this graph carry less consistent information except for a small group of five timbral attributes (including the inverted attribute Sharpness of the assessor #9) correlating positively with PC #1 and negatively with PC #2. Looking now at the Figure 9.8(b), a group of ten spatial attributes correlating positively with PC #1 can be highlighted. The perceptual directions identified from this two-dimensional space are summarized by the three arrows labeled low-frequency emphasis, timbral aspects and spatial aspects.

A combined analysis of the Figures 9.7 and 9.8 gives the following elements of interpretation for this music clip:

- the system 5Se shows more low-frequency emphasis than the other systems,
- the systems 4Me and 8Se are characterized positively in terms of timbre,
- the systems 6Se and 2M are characterized negatively in terms of spatial aspects while the systems 1S, 5Se and 8Se are characterized positively on this direction.

9.4.3 Result for the music clip #2: Madonna track

The GPA group average obtained for the ten sensory configurations of the music clip #2 was also found to be statistically significant ($R_c = 0.713$, $U^* = 0.537$, 5000 random permutations, see Figure 9.6) and the PCA model applied to the resulting configuration explained 89.7% of the variation in the data with 4 components (PC #1 = 50.0%, PC #2 = 17.9%, PC #3 = 13.7%, PC #4 = 8.7%). Figures D.1 and D.2 in appendix present the score plot and correlation loading plots of the two first components, which carry the most relevant information. The relatively low level of overlap between the ellipses in the score plot (Figure D.1) indicates that the panel
also perceived significant differences between the eight systems for this second music clip. However, a slightly different sensory map can be observed in this case with three following areas: the algorithm $5_{Se}$ and the unprocessed stereo $1_S$ in the upper part of the score plot, the algorithm $6_{Se}$ in the bottom-right quadrant and the algorithm $8_{Se}$ in the bottom-left quadrant of the plot.

Looking at the correlation loading plots shown in Figure D.2, a perceptual grouping similar to the previous music clip can be identified. Figure D.2(a) highlights an opposition between two clusters of timbral attributes along PC #1 with one group of eight bass attributes on the right side and a second group of ten timbral attributes on the left side. A large cluster of spatial attributes correlating negatively with PC #1 can also be seen in Figure D.2(b) but with a relatively wide spread along PC #2. Finally, it should be noted that the distribution of individual attributes along PC #2 is not systematic across the panel in these two graphs, which can be interpreted as an absence of consensus between assessors on this principal component.

By combining the information from the score plot in Figure D.1 and the arrows in the two Figure D.2, the following elements of interpretation can be listed for this music clip:

- the systems $6_{Se}$, $3_{Se}$, $2_M$ and $5_{Se}$ show more low-frequency emphasis than the other systems,
- the system $8_{Se}$ is characterized positively in terms of timbral aspects,
- the system $6_{Se}$ is characterized negatively in terms of spatial aspects while the system $8_{Se}$ is characterized positively on this perceptual direction.

### 9.4.4 Result for the music clip #3: Tuck & Patti track

To complete this separate study of the three music clips, the data set obtained for the music clip #3 was analyzed in a similar way. The group average configuration obtained from the GPA was found to be statistically significant again ($R_c = 0.572$, $U^* = 0.479$, 5000 random permutations) but it can be noted that the variance explained by this mean configuration is the lowest of the three music clips. The PCA model in this case explained 87.1% of the variation in the data with 4 components (PC1 = 47.0%, PC2 = 19.3%, PC3 = 12.5%, PC4 = 8.3%) and only the two first components were considered for the PCA interpretation as illustrated in Figures D.3 and D.4 in appendix. The ellipses of the score plot (Figure D.3) show a sensibly larger size than in the two previous analyses, which can be interpreted as a lower agreement at a panel level. A reduced discrimination level results as illustrated by the overlap between the ellipses of the unprocessed stereo $1_S$ and the two algorithms $5_{Se}$ and $6_{Se}$.

Considering the correlation structure obtained from this PCA, attribute clusters similar to the previous music clips can be highlighted. From Figure D.4(a), it appears that a group of eight timbral attributes correlate well with PC #1 and a group of the nine bass attributes correlate to a lower extent with PC #2. Also, eleven spatial attributes showing a large correlation loading value form a tight cluster in the bottom-right quadrant of Figure D.4(b).

Based on this correlation circle analysis, the sensory differences between systems seen in Figure D.3 can be interpreted as follows:
• the system $3_{Se}$ shows more low-frequency emphasis than the other systems,
• the systems $8_{Se}$ and $4_{Me}$ are characterized positively in terms of timbral aspects,
• the system $2_{M}$ is characterized negatively in terms of spatial aspects.

9.4.5 Synthesis of the generalized Procrustes analysis results

The results of the GPA procedure applied to each music clip can be compared and eventually combined at a qualitative level to highlight the global features of the spatial enhancement algorithms evaluated in this study.

It should be noted first that a valid panel sensory map was obtained for the three music clips as illustrated by the significant GPA-group average configuration obtained in each case and by the significant level of panel discrimination between audio samples resulting from the PCA subsequently applied to the GPA-transformed data.

This exploratory analysis also showed that the 2-dimensional PCA maps interpreted above share some similarities across music clips both in terms of differences between systems and associated perceptual description. More specifically, the two main perceptual groups considered in this GPA study appear to be represented (to some extent) in a ‘consensual’ way in the three analyses and two separate perceptual directions relating to timbral aspects were also identified, that is, low-frequency emphasis including bass attributes and a less specific group including the other timbral attributes. However, it can be noted that the correlation structure observed between these three perceptual clusters is less systematic across music clips since a high negative correlation between the two timbral sub-groups is only visible for the music clip #2 and a somewhat expected de-correlation between the spatial and timbral dimensions is manifest for the music clip #1 but is not clear at all for the music clip #2.

Concerning the attributes not part of the two main perceptual groups which were included in all the correlation loading plots presented above, it should be noted that some of them fit the identified clusters at several occasions. For example, the attribute Sound Impression of Assessor #3 was found to correlate with the group of Bass attributes for the music clips #1 and #2. However, the other attributes do not show a systematic pattern and/or they can not be interpreted reliably because they are under-represented.

To summarize the results of the three sets of analyses presented above, a global interpretation of the main sensory differences between the spatial enhancement algorithms under study can be given as follows:

• the systems $3_{Se}$ and $5_{Se}$ show more low-frequency emphasis than the other systems,
• the systems $8_{Se}$ and $4_{Me}$ are characterized positively in terms of timbral aspects,
• the systems $2_{M}$ and $6_{Se}$ are characterized negatively in terms of spatial aspects while the system $8_{Se}$ is characterized positively on this perceptual direction.
Figure 9.7: PCA analysis of the GPA average configuration obtained for the music clip #1 – Score plot.
9.4. Multivariate analysis per music clip

Figure 9.8: PCA analysis of the GPA average configuration obtained for the music clip #1 – Correlation loading plots.
9.5 Multi-way analysis of the full data set

The analysis presented above showed that the perceptual differences between the spatial enhancement systems under study can be explored in detail by an application of the GPA-PCA procedure to each music clip separately. However, one limitation of this approach is that the interpretation of sensory characteristics across music clips was only possible at a qualitative level. One way to overcome this issue is to consider a combined analysis of the three sets of sensory profiles in order to be able to measure quantitatively the global differences between systems, to identify the associated perceptual dimensions and to estimate the possible sensory differences between music clips. This could be achieved by several multivariate data analysis techniques but the focus of the present section is placed a novel application of parallel factor analysis 2 (PARAFAC2) to the four-way individual vocabulary data set under study.

9.5.1 Representation of the full data set as a 4-way array

The full sensory data set of the spatial enhancement algorithm study illustrated in Figure 9.2 comprises 30 sensory profiles and can be represented with the four modes System, Attribute, Assessor and MusicClip. Note that the modes System, Assessor and MusicClip are ‘fixed’ in the sense that the same eight systems were evaluated by all ten assessors for all three music clips. However, assessors employed their own set of sensory descriptors to assess the systems for the three music clips, which implies that the mode Attribute varies across the mode Assessor. A visual representation of this sensory data set as a four-way array is shown in Figure 9.9.

It should be noted that the use of a comparative approach in this sensory experiment and the fact that assessors were instructed to focus on relative differences between systems reduce the ability of the collected data to capture sensory differences between music clips in an absolute sense. Nevertheless, the proposed combined analysis still allows to compare relative differences between algorithms across music clips and therefore find out whether a specific system exhibits more of a certain sensory characteristic than the other systems for all three music clips or for only some of them.

Several approaches are available to analyze this type of data structure. As the principal interest in the present application is to study the sensory characteristics of the systems at a global level the following ‘unfolding’ method might be considered. First, the mode MusicClip is unfolded on the mode Assessor to obtain a set of 30 ($10 \times 3$) sensory profiles and then any of the multivariate data analyses presented in Section 7.3 is applied to the resulting data set. The drawback of this approach is that sensory information specific to a certain music clip is not directly taken into account. Alternatively, two multivariate data analysis techniques that can handle explicitly the mode MusicClip have been illustrated by Lorho (2008), namely, Hierarchical Multiple Factor Analysis (HMFA, Le Dien and Pagès, 2003a,b) and PARAFAC2 (Harshman, 1972). The latter approach has been selected for the present study because it is well suited but not often applied to sensory data. For more details about this multi-way analysis technique, the reader is directed to the introduction of PARAFAC2 provided in Section 7.3 and to the mathematical presentation given in Appendix E.
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9.5.2 Data modeling by parallel factor analysis 2

The analysis reported in this study was performed with the PARAFAC2 algorithm of the PLS toolbox 4.0 (2006) running in the Matlab software environment. The raw four-way data set was first pre-processed by centering the array across the mode System and scaling it within the mode Assessor. As already described in Chapter 6, the procedure of scaling 'within a mode' does not affect the structure of the data at a given level in the mode considered, which means in the present case that scaling differences between attributes and between music clips are preserved for each assessor. The aim of this scaling procedure is only to balance out the contribution of the assessors in the analysis.

A two-component solution of the pre-processed data was selected as it seemed the most appropriate although it explains only 38.47% of the variation in the data. It should be noted that this relatively small value can not be compared directly to the explained variance obtained for the GPA presented in the previous section because PARAFAC2 models directly the (pre-processed) data while GPA explained variance figures relate to the PCA model of the GPA average configuration. As a matter of fact, combining the unexplained variance of the GPA and PCA steps yields an averaged
explained variance of 40.1% in the previous section, which is comparable to the present PARAFAC2 model results.

The output of this two-component PARAFAC2 model comprises a set of loadings for the fixed modes System, Assessor and MusicClip shown in Figure 9.11 and a set of loadings per assessor for the ‘free’ mode Attribute. The description of the model output provided below starts with the mode Attribute because the PARAFAC2 latent components offer a relatively simple sensory interpretation and the subsequent description of the loadings of the three other modes can then be performed in an intuitive way based on the interpreted perceptual dimensions.

Also, while the three fixed modes are interpreted directly from their loadings, the large number of model parameters resulting from the free mode Attribute is visualized with a multi-way equivalent of the correlation loading plot found in PCA applications (see Figure 9.11) which is referred to as the ‘congruence loading’ plot (Lorho et al., 2006). Two specificities need to be taken into account when applying this type of plot to PARAFAC models. Firstly, variables from which correlation loadings are derived do not always relate to a centered mode and for this reason congruence loadings, that is, uncentered correlation loadings, are computed. Secondly, loadings of different components are not orthogonal in PARAFAC models, so that the variation explained by two components is not additive and each component should be assessed individually. The use of circles in congruence loading plots is therefore not meaningful as they do not imply 100% explained variance and for this reason plots are shown with squares rather than circles in Figure 9.10. Note also that to facilitate the interpretation of attribute clusters, a split between the two main groups of timbral attributes and spatial attributes was applied for the plotting of these congruence loadings as already applied the in GPA study presented earlier.

9.5.3 PARAFAC2 model interpretation

Individual attributes

Focusing first on the Figure 9.10(a), it can be seen that the component #1 of the PARAFAC2 model relates almost exclusively to the group of timbral aspects as highlighted by the two ellipses added to this graph. Seven out of nine Bass attributes and the attribute Depth of Assessor #1 are clustered on the left side of the congruence loading square while a group of timbral attributes is also clustered on the other side. Based on the opposition between these two clusters, this component can be interpreted as a frequency emphasis dimension with the two opposite polarities of high-frequency emphasis in the positive direction and low-frequency emphasis in the negative direction. In light of this clustering, the Sharpness attribute of Assessor #9 appears to have an inverted polarity, as already noted from the GPA study, and the Fullness attribute of Assessor #1 seen in Figure 9.10(b) seems to fit well the group of low-frequency emphasis attributes, which indicates a potential miss-classification of this individual attribute.

Looking then at the Figure 9.10(b), the second component of the PARAFAC2 model appears to relate largely to the group of spatial aspects. At least twelve in-
individual attributes of this group are clustered in the lower part of the congruence loading 'square' as highlighted by the ellipse added to the graph and all these terms refer to a positive concept of spatial sound perception, i.e., width, surround, room effect, reverberation, breadth, externalization, etc. This component can therefore be interpreted as a spatial emphasis dimension indicating a small or a large amount of spatial characteristics in the positive or the negative direction respectively.

Three comments can be made to complete the review of the Figure 9.10. Firstly, the congruence loading of few timbral and spatial attributes appear to be high for both components, e.g. the attribute Broadness of Assessor #9 and the attribute Brightness of Assessor #6. By studying the congruence loadings of the mode System (not shown here), it appears that only the system 8Se has a relatively large value ($\geq 0.6$) on both components which indicates that this timbral/spatial attribute co-variation is mainly due to that spatial enhancement algorithm. Secondly, two occurrences of the attribute Muffling can be seen in the upper part of the congruence loading square despite the fact that they are not directly related to a spatial characteristics. Thirdly, the five occurrences of the attribute Distance appear at very different positions in the Figure 9.10(b), which indicates that they do not relate to the same sensory concept.

Spatial enhancement algorithms

The upper pane of Figure 9.11 illustrates the loadings of the mode System. Based on the component interpretation presented above, the position of the spatial enhancement algorithms in this graph can be analyzed directly in terms of frequency emphasis on the x-axis and spatial emphasis on the y-axis. Looking at the component #1, the stereo (1S) and mono (2M) reproduction techniques can be seen to be neutral in terms of frequency emphasis, which is an expected result overall. In addition, two groups of systems are visible along this dimension with the three systems 3Se, 6Se and 5Se emphasized on the low-frequency side and the two systems 4Me and 8Se emphasized on the high-frequency side emphasis. On the component #2, a clear separation can be seen between the two systems 2M and 6Se having a small amount of spatial characteristics and the other systems. It also appears that the system 3Se is neutral spatially while the spatial enhancement algorithm 8Se has the largest amount of spatial characteristics.

Assessors

The loadings of the Assessor model shown in the middle pane of Figure 9.11 represent the weight given by each assessor for the two components, i.e., the extent to which they use the timbral dimension on component #1 and the spatial dimension on component #2 for discriminating the systems. It can be noted first that all these loadings are positive, which indicates that no major rating inconsistency exists between assessors. It also appears from this graph that half of the assessors employ equally the timbral and spatial dimensions as can be seen from the grouping around 0.3 on each axis, while the other assessors have a somewhat different sensitivity towards the two perceptual dimensions. The assessors #1 and #9 can be considered extreme in the sense that they are over-represented on one of the component while the assessor #1 seems to be
Figure 9.10: PARAFAC2 model - Congruence loading plot of the mode Attribute split in two attribute groups relating to timbral aspects (a) and spatial aspects (b).
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Figure 9.11: PARAFAC2 model - Loading plot of the modes System (upper pane), Assessor (middle pane) and MusicClip (lower pane).
unable to perceive the timbral aspects, at least in a consensual way.

**Music clips**

The loadings of the `MusicClip` mode shown in the lower pane of Figure 9.11 describe the extent to which each music clip is represented on the two latent components. This graph illustrates a slight difference between the three clips as the music clip #2 is better represented on the timbral dimension while the music clip #2 is a bit better represented on the spatial dimension.

### 9.5.4 Summary of the PARAFAC2 analysis

An illustration of the PARAFAC2 model application to a four-way individual vocabulary data set was provided in this section. The sensory data resulting from the IVP of the spatial enhancement systems appeared to be well suited to this type of multi-way data analysis. The formal representation and modeling of this data set as a four-way structure provided a separate set of loadings for each mode, which were easily interpreted. While handling effectively the individual nature of the sensory descriptors, PARAFAC2 also offered a global and simple description of each assessor’s vocabulary in terms of latent dimensions. It should be noted that unfolding analysis approaches mentioned earlier would produce a much larger number of model parameters, that is, one loading per attribute and per music clip in the present case, which can be a limiting factor in the model interpretation.

The semantic interpretation of the latent dimensions in this model highlighted a relatively clear separation between the two main perceptual aspects, that is, the timbral characteristics on the first component and the spatial characteristics on the second component. This straightforward mapping allowed for a simple sensory characterization of the eight spatial enhancement systems at a global level, which complemented the outcome of the GPA-PCA study presented earlier. Additionally, this analysis provided relevant information about the ability of each assessor to perceive the two perceptual dimensions and highlighted characteristic differences between music clips.

To complete this section on the application of multi-way models to sensory data, the following comment on the aspect of PARAFAC2 model validation can be made. While the outcome of the present model illustrated well the potential of this analysis technique, the author experienced problems of model interpretation with other sensory data sets and noted that model validation is a crucial step in PARAFAC2 that would deserve further investigation.

### 9.6 Conclusion

An application of the IVP procedure was illustrated in this chapter. The rapid descriptive evaluation of this set of spatial enhancement systems demonstrated that a rich sensory characterization is possible through verbal elicitation. The review of the large amount of data generated by this type of experiment highlighted the importance of a systematic analysis of results. This chapter gave an illustration of the different analysis tools available for this purpose. First, the qualitative and quantitative
exploration of individual attributes was applied to identify and validate perceptual groups. Then a quantitative analysis of the individual profiles was carried out with two different multivariate data analysis techniques. The application of the GPA-PCA procedure to each music clip produced reliable results and the PARAFAC2 multi-way analysis method was proposed to take into account the four-way structure of this type of sensory data set typical to the field of audio quality evaluation.
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Chapter 10

Comparison of the consensus vocabulary and individual vocabulary approaches

10.1 Introduction

In the previous chapters, a comprehensive description of the two different verbal elicitation approaches referred to as ‘consensus vocabulary’ and ‘individual vocabulary’ was provided (Chapters 4 and 7) and their application to the same set of spatial enhancement systems for headphone reproduction was illustrated (Chapters 6 and 9). To summarize this twofold investigation, a comparative analysis of the two approaches is proposed in two steps. Firstly, a combined analysis of the CV and IV data sets is applied to assess the level of similarity between the results of these two experiments. Secondly, a more general comparison of the two methodologies is provided highlighting their respective advantages, limitations and suitability for different sensory analysis projects.

10.2 Comparison of the CV and IV profiles of the spatial enhancement systems

In this section, the CV and IV approaches are compared from an application viewpoint by looking at the sensory profiling data resulting from the two experiments on spatial enhancement systems reported in Chapters 6 and 9. After providing some justifications to the application of this type of comparison, the principle and application of the hierarchical multiple factor analysis (HMFA) technique applied for this comparative study are presented and the results of this quantitative data analysis are discussed.

10.2.1 Scope of the comparative analysis

The procedure applied to obtain a quantitative sensory description of the set of spatial enhancement systems under study differed considerably between the two studies.
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reported earlier. While the CV experiment employed a generic vocabulary developed from a large set of headphone sound stimuli, the IV experiment employed exclusively the set of spatial enhancement systems for the elicitation process. It should also be noted that a slightly different type of sensory panel was selected for the two experiments. The CV experiment made in Finland employed selected assessors who developed the set of consensus attributes while the IV experiment made in Denmark employed six initiated assessors and four naïve assessors.

Despite these differences, the sensory profiling data resulting from the two experiments has a very similar format and comprises a large set of attribute rating scores. On the one hand, the CV data analyzed in Chapter 6 can be represented as three consensus sensory profiles, that is, a panel average configuration for each music clip (see lower row of Figure 6.3). On the other hand, the IV data analyzed in Chapter 7 can be represented as three sets of ten individual configurations (see Figure 9.2).

The idea of the present investigation is to assess the level of similarity between the sensory characterizations obtained in the two experiments, which both relate to the same entities, that is, the eight spatial enhancement systems under study. A combined analysis of these two sensory characterizations can be applied for comparison purpose and the present assumption is that any discrepancy found between the two data sets relates to the experimental procedure in a global sense.

Several meta-analyses of this type have been reported in the sensory science literature. Studies comparing sensory panels of food products have been performed for example on chocolate (Risvik et al., 1992; Pagès and Husson, 2001), coffee (de Jong et al., 1998; Schlich, 1998) and red wine (McEwan et al., 2002). The investigation presented in this section followed the principle of these studies and employed a quantitative analysis technique inspired from the study of Le Dien and Pagès (2003b) comparing the sensory profiles produced by a ‘trained’ panel and an ‘untrained’ panel. This approach referred to as ‘hierarchical multiple factor analysis’ (HMFA) is presented next.

10.2.2 Hierarchical multiple factor analysis

Hierarchical multiple factor analysis (HMFA) is a flexible multivariate data analysis method introduced by Le Dien and Pagès (2003a) for the joint analysis of several sets of variables. This analysis technique extends the MFA approach introduced in Chapter 6 by taking into account the hierarchical structure of the data. In the example of the IV experiment (see Figure 9.2), a hierarchical structure would be created by highlighting either the music clips or the assessors. In both cases, the first level would consider each individual sensory profile separately as a matrix $X_i$ with $n$ rows of objects (the eight systems under study) and $p_i$ columns of of centered variables (the attributes of the assessor $i$). However, the second level of the hierarchy would group the sensory profiles either by music clip in the former case or by assessor in the latter case.

Following the principle of MFA, the contribution of the different groups of variables is balanced at each node of the hierarchy before applying a PCA on the full matrix. HMFA offers graphical tools similar to PCA for the visualization of the objects and variables at the different levels of the hierarchy in terms of latent dimensions.
Figure 10.1: Hierarchical representation of the two experimental data sets.
The present analysis was performed with the HMFA algorithm of the FactoMineR package (Lê et al., 2008) running in the R software environment. The option ‘centering’ was selected, which put to zero the mean of each variable separately.

The hierarchical structure employed for this analysis is illustrated in Figure 10.1. The highest level (Level #3) of the hierarchy separates the two experiments while the level below (Level #2) groups the data per music clip and the lowest level (Level #1) contains 33 separate sensory profiles. The CV data set includes three average sensory profiles made of 16, 15 and 11 attributes respectively\(^1\) while the IV data set includes 30 (raw) individual sensory profiles adding up to a total of 197 attributes. The structure of the IV data set can be represented in a straightforward manner through this hierarchy but the CV data structure can be seen to have a redundant second level because the panel average data has been chosen for the present analysis. It can be noted however that another hierarchy could be considered in which the individual sensory profiles of the CV experiment are exploited instead of the panel average to obtain a hierarchical structure similar to the IV data set. This alternative approach implies that the data provided by the consensus panel is represented as a set of individual vocabulary profiles, which relaxes the assumption of a consensus between assessors. Both approaches have been investigated in this study but the only former HMFA structure is treated in detail below while the latter approach is discussed briefly at the end of this section.

### 10.2.3 HMFA results

The HMFA model applied to the hierarchical structure presented in Figure 10.1 explained 83.1% of the variation in the data with 4 components. The contribution of each component was 37.2%, 19.9%, 14.1% and 11.9% respectively while each of the remaining dimensions were found to have a smaller contribution (less than 6% explained variance) and were therefore not included in this analysis. The type of visualization tools found in MFA was employed for the interpretation of this HMFA model, that is, the global score plot, the correlation loading plot and the \(L_g\) plot representing the link between the group of variables and the different principal components (Escofier and Pagès, 1988). Additionally, the nodes defining the group of variables at different levels of the hierarchy were studied. In particular, the global scores representing the sensory map of the eight spatial enhancement algorithms across the two experiments and the partial scores of the level #2 representing the sensory map of the two experiments were displayed on the same graph as illustrated in Figure 10.2.

**Interpretation of the global score plot**

The coding scheme applied in the two experiments is recalled at this point. The systems are coded as 1\(_S\) for the stereo unprocessed material, 2\(_M\) for the monophonic down-mixed version of the stereo material, 4\(_Me\) for the spatial enhancement algorithm of monophonic music material and 3\(_Se\) to 8\(_Se\) for the five stereo enhancement algorithms. The music clips are coded as ‘music clip #1’ for the *Scritti Politti* track,

\(^1\) These sensory profiles result from the pre-processing step applied for the multivariate analysis presented in Section 6.3.3 (Chapter 6).
Figure 10.2: Score plot of the HMFA dimensions 1–2 (upper pane) and 3–4 (lower pane). The global scores represent the sensory map of the eight spatial enhancement algorithms across the two experiments (black dots) and the partial scores of the level #2 represent the map of each experiment (solid lines for CV and dashed lines for IV).
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‘music clip #2’ for the *Madonna* track and ‘music clip #3’ for the *Tuck & Patti* track.

The global score plot is illustrated by the black dots in the two graphs of Figure 10.2 for the two first dimensions in the upper pane and for the third and forth dimensions in the lower pane. The grouping of systems seen in the upper graph appears to be similar to the result of the separate analyses reported in Chapters 6 and 9 for the two first dimensions. Three groups of systems can be identified, i.e., 1S, 5Se and 7Se in the upper-right quadrant, 2M, 3Se and 6Se on the left side and 4Se and 8Se on the lower-right quadrant. Additionally, the third and fourth dimensions of the HMFA model separate clearly the systems 2M, 3Se and 4Se from the others systems.

**Partial sensory map of the two experiments**

The partial score plots of the second level are represented as deviations from the global score plots on the same graphs of Figure 10.2 with solid lines for the CV experiment and dashed lines for the IV experiment. These two scatter plots illustrate globally that the differences between the two experiments are smaller than the differences between systems, although relatively large variations can be seen for some algorithms, e.g. the system 8Se in the upper graph and the systems 2M and 4Se in the lower graph. Interestingly, the group of three systems 1S, 5Se and 7Se in the upper graph appears to be more clustered in the CV map than for in the IV map, which can be interpreted as a lower discrimination between the spatial enhancement systems for the CV experiment. It also appears from the lower graph that the CV map is globally more clustered than the IV map on the third and fourth HMFA dimensions.

![Figure 10.3](image_url)

*Figure 10.3: Representation of the groups of variables at the different nodes of the second and third level of the hierarchical structure. These L2 plots illustrate the contribution to the four HMFA dimensions of the two experiments (cv and iv) and the three music clips of each experiment (cv_m_i and iv_m_i with i = 1, ..., 3).*
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$L_g$ plot

Figure 10.3 illustrates the link between the group of variables and the latent dimensions of the HMFA model. The large blue triangles correspond to the third level of the hierarchy separating the data sets of the CV and IV experiments while the small black triangles correspond to the second level separating the music clips within each experiment. Globally, the $L_g$ index of all the groups of variables is higher on the two first dimensions (left plot) than on the dimensions three and four (right plot) and it appears that the IV experiment is better represented than the CV experiment on the second, third and fourth dimension. Additionally, a larger difference between the music clips can be seen for the CV experiment than for the IV experiment, especially on the three first dimensions. It should be noted that the difference observed between the music clip #2 and the two other music clips for the CV experiment are similar to the result of the MFA analysis presented in Chapter 6.

Semantic interpretation of the HMFA sensory map

As the principle of HMFA is to apply a PCA on a large matrix composed of weighted groups of variables, the number of parameters obtained in this type of model is usually large. The hierarchical structure employed in the present analysis contains 239 variables divided in 42 variables for the CV experiment and 197 variables for the CV experiment as illustrated in Figure 10.1. The correlation loading plot approach was adopted to visualize this large amount of data and identify possible clustering of attributes within or across experiments and music clips. In practice, a correlation circle was created for each group of variables at the level 2 and interpreted visually and perceptual directions were highlighted from this set of plots not presented here.

As a summary, it was found that the two first dimensions of the HMFA model relate to two main perceptual directions already identified in the separate experiments. A spatial direction was observed along the first dimension while a timbral emphasis direction emerged diagonally with two groups of attributes, that is, the low-frequency emphasis in the upper-left quadrant including Bass attributes mainly and the high-frequency emphasis in the lower-right quadrant including Treble attributes of the IV experiment and the attribute Tone color of the CV experiment). The third HMFA dimension is characterized by an additional spatial direction on the positive side which includes attributes relating to the perception of space, i.e., several occurrences of the attributes Echo and Reverberation for the IV experiment and the attributes Space and Amount of echo for the CV experiment. Note finally that the fourth dimension was difficult to interpret due to the low correlation most attributes with this component.

‘Simulated IV data’ analysis

To complete this comparative study, the result of an HMFA model using a different hierarchical structure is briefly discussed. As mentioned above, this alternative approach considers the CV data as a set of individual sensory profiles, which relaxes the constraint on the consensus between assessors and allows therefore to test the validity of the panel agreement.

The HMFA model output was explored with the same visualization tools as above
and the main difference to be noted from this investigation relates to the partial score plots. While the global sensory map remained similar to the previous HMFA model, the sensory map of the CV experiment showed a better discrimination and appeared to be more similar to the IV experiment than in the previous HMFA analysis. The fact that an addition of flexibility in CV data modeling\(^2\) improved sample discrimination is an interesting outcome that can be interpreted as a lack of consensus in the CV data set.

### 10.2.4 Summary

In this section, a combined analysis of the two sensory experiments made on the spatial enhancement systems was reported. The HMFA procedure allowed for a quantitative evaluation of the two sensory maps. The results indicate that the IV data set discriminated better the systems than the CV data set as illustrated by the partial score plots presented above. The study of the Lg plots also revealed that the sensory map resulting from the IV experiment was more complex in a multivariate sense and more consistent across music clips.

The application of HMFA presented in this section demonstrated the utility of this analysis technique. In comparison to the PARAFAC2 technique exploited in Chapter 9, HMFA appears to be more flexible since it only imposes one common mode for the different sets of variables, that is, the spatial enhancement systems in the present case. However, the interpretation of the loadings is more involved than with a PARAFAC2 model due to the large number of model output HMFA provides.

### 10.3 Comparison of the CV and IV methodologies

To complete this twofold investigation on verbal descriptive analysis techniques, a comparison of the CV and IV methodologies is proposed in this section. Based on the thorough literature review of these two vocabulary development approaches presented earlier and the practical implementation of several experiments of each type by the author, a list of comparative characteristics is provided for these two approaches to highlight their benefits, challenges and limitations and clarify their suitability for different sensory evaluation projects.

#### 10.3.1 Comparative overview of the two methodologies

Table 10.1 gives a comparative overview of the CV and IV methodologies in terms of scope, implementation and outcome. Although the two approaches can be applied to the same set of stimuli as illustrated in the previous section, their scope vary significantly. The sensory characterization has the same verbal descriptive nature in the CV and IV cases but it can be defined as a formal vocabulary validated at a panel level in the former case and only as a global sensory mapping in the latter case. The stimulus selection can be said to be more constrained, at least for rapid IV methods.

\(^2\)The data transformations applied to individual sensory profiles by HMFA follow the principles of MFA discussed in Section 7.3.2 (Chapter 7).
Table 10.1: Comparative summary of the CV and IV approaches.

<table>
<thead>
<tr>
<th>Comparative aspects</th>
<th>Consensus vocabulary</th>
<th>Individual vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scope</strong></td>
<td>- Quantitative descriptive at a panel level - Validated during the vocabulary development</td>
<td>- Quantitative descriptive at an individual level - Validated at a panel level after the vocabulary development</td>
</tr>
<tr>
<td>Sensory characterization</td>
<td>Relatively flexible in selection and size</td>
<td>Well defined and limited in size (at least for the FP and IVP procedures)</td>
</tr>
<tr>
<td>Stimuli</td>
<td>Relatively flexible in selection and size</td>
<td>Well defined and limited in size (at least for the FP and IVP procedures)</td>
</tr>
<tr>
<td>Project type</td>
<td>- High involvement; long-term</td>
<td>- Low involvement and short-term</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td>Slow: 15 to 30 hours (or more)</td>
<td>Fast: 2 to 6 hours</td>
</tr>
<tr>
<td>Time</td>
<td>Expert permanent panel</td>
<td>Any panel type (consumer panel can be employed)</td>
</tr>
<tr>
<td>Assessors</td>
<td>- Panel leader needed - Group work requires careful planning and experience - Improving panel agreement by training is usually a difficult process.</td>
<td>- Only an introduction to the task and a supervision between vocabulary development steps is needed - No panel leader - Procedure can be semi-automated.</td>
</tr>
<tr>
<td>Procedure</td>
<td>Needed</td>
<td>Not needed</td>
</tr>
<tr>
<td>Group work</td>
<td>Limited depending on the panel and the panel leader</td>
<td>Minimal</td>
</tr>
<tr>
<td>Experimental bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocabulary characteristics</td>
<td>A single set of sensory descriptors with definition, anchors and sound examplars</td>
<td>- A set of individual vocabularies - The large number of attributes brings rich information but limited structure.</td>
</tr>
<tr>
<td>Application of the vocabulary</td>
<td>- Vocabulary can be re-used by the same panel - A new panel can be trained to use the vocabulary.</td>
<td>- Individual vocabularies can be re-used by the same assessors - Training of other assessors is not possible</td>
</tr>
<tr>
<td>Type of analysis</td>
<td>- Relatively simple - Univariate and multivariate analysis</td>
<td>- Relatively complex and exploratory - Multivariate analysis only (perceptual directions have to be identified in the latent domain).</td>
</tr>
<tr>
<td>Interpretation of results</td>
<td>- Relatively straightforward - Unbiased</td>
<td>- Semantic interpretation can be difficult - Biased to some extent</td>
</tr>
</tbody>
</table>
such as FP and IVP, while a larger effort is required for a CV experiment. Overall, it can be said that these two methodologies correspond to very different type of projects. While a IV experiment can be applied for a one-off experiment either for exploring a certain sensory space or evaluating a specific stimulus set, running a CV experiment is more involved but the outcome that can be exploited better on a long-term.

Regarding the practical implementation aspects, large differences can also be noted between the CV and IV methodologies. The time required for such sensory analysis projects is much longer in the case of a CV experiment, e.g. 20 hours vs. 6 hours for the studies reported in this thesis. The type of assessors to be employed is more flexible for the IV method as illustrated by the IVP procedure presented in Chapter 8. The CV development procedure is more complex to implement because it requires group discussions with a panel leader, which is not the case for an IV development. Interestingly, the IV method is favorable in terms of experimental unbias because each assessor is free to develop his/her own set of sensory descriptors without any interaction with other assessors or the experimenter.

The experimental outcome differs also considerably between these two methodologies. The most important difference is the format of the sensory characterization. The large number of individual vocabularies produced in an IV experiment can be considered a disadvantage in comparison to the well defined set of sensory descriptors produced in a CV experiment although the richness of the individual descriptions in the former case can be viewed as a benefit for the exploration of a perceptual domain. The possibility to reuse the developed sensory characterization is also a contrasting factor which should in theory determine the type of methodology to be applied in a sensory project. In terms on analysis and interpretation of results finally, the data treatment is clearly the challenging aspect of the IV methodology as discussed thoroughly in Chapter 7.

10.3.2 Discussion on the two methodologies

At this point, several elements of these two methodologies are briefly discussed. Starting with the CV approach, the concept of ‘consensus’ and the associated process of ‘concept alignment’ discussed in Chapter 4 is presented in the sensory science literature as a crucial step in a vocabulary development (O’Mahony, 1991; Munoz and Civille, 1998; Murray et al., 2001). In practice however, this aspect was found to be difficult to implement by the author and the effort required for this process remains unclear as well as the expected outcome in terms of vocabulary accuracy.

Regarding the IV methodology, the author found the multivariate analysis techniques employed for the treatment of individual vocabularies rather coarse in the sense that they do not make any assumption about the semantic meaning of individual attributes but simply look for co-variations in data configurations. Although this type of data treatment is usually successful and can be tested statistically, approaches incorporating semantic information would be valuable. In this respect, the technique developed by Gaines and Shaw (1993) to compare the conceptual systems elicited by experts is interesting because it handles ‘distinctions’ made between entities and the ‘terms’ used for these distinctions in a more balanced manner.
Several issues remain open for the author after this investigation on verbal descriptive analysis methods regarding the ‘potential’ of the quantitative sensory description obtained with the CV and IV methodologies. Especially, the maximum level of accuracy and precision that can be expected with an IV panel and the factors influencing it, e.g., the number of assessors or their experience in sensory analysis, are still unknown.

To conclude on this comparative study, the author would contrast the two methodologies by stating that a well conducted IV experiment should in theory give an equivalent or superior outcome to a CV experiment implemented in a limited time. This implies however that enough assessors are employed (i.e., 15 to 20 subjects) and that a proper elicitation process is implemented including a formal definition of descriptors by the assessors.

Nevertheless, it is clear that IV cannot compete with a thorough CV experiment. In fact, the author believes that the two approaches are complementary and can be combined. For example, an IV experiment can be run as a preliminary step before a more thorough CV experiment because this method allows each assessor to give his or her view, it generates a rich terminology with an unbiased measure of the importance of perceptual aspects and it provides some quantitative results early in the sensory project.

10.4 Conclusion

A comparative analysis of the CV and IV approaches was presented in this chapter. The combined analysis of the data sets resulting from the CV and IV experiments with the HMFA technique highlighted global similarities in the sensory characterization of the spatial enhancement systems but it also showed differences in system discrimination in favor of the IV experiment. The more general comparison of the two methodologies highlighted their respective advantages, limitations and suitability for different sensory analysis projects.
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Chapter 11

Summary and conclusions

This thesis reports an investigation on perceptual evaluation methods with a practical application to spatial sound reproduction over headphones.

An overview of perceived quality evaluation is presented in which the term ‘Quality’ is defined as a measure of the distance between the character of an entity under study and the character of a target associated to this entity. Based on this definition, a novel structured framework for perceived (sound) quality evaluation is proposed making a clear link between the hedonic and sensory characterizations of sound and putting a large emphasis on the sensory domain.

A comprehensive overview of verbal descriptive analysis is provided. This perceptual evaluation approach is positioned in a broader classification of sensory analysis methods first. Then, a thorough review of the concepts, techniques and implementation aspects of the two methodologies available in this category is presented, that is, the consensus vocabulary approach using a panel of assessors to develop a common set of sensory descriptors (Chapter 4) and the individual vocabulary approach letting each assessor of the panel develop his or her own set of descriptors (Chapter 7).

Following the review of the consensus vocabulary approach, the development of a consensus vocabulary of headphone sound perception is reported. A panel of screened assessors was presented with a wide range of headphone sound stimuli and created a consensual set of sixteen attributes with their associated definition, word anchors and audio exemplars to describe this perceptual domain. This vocabulary covers aspects relating to the localization and externalization of sound and the perception of space as well as aspects relating to timbre, loudness and artifacts. It shares some similarities with previous studies on spatial sound perception but represents the first terminology developed specifically for headphone sound to the author’s knowledge. The applicability of this vocabulary is demonstrated on a simple set of headphone sound samples and several issues with this type of methodology are discussed such as the anchoring of attribute scales and the agreement of assessors. A listening experiment is finally reported in which a set of eight spatial enhancement systems for headphone reproduction applied to three music clips is evaluated with this consensus vocabulary.

Additionally, the thesis presents a procedure entitled ‘individual vocabulary profiling’ developed for rapid sensory evaluation of audio applications by inexperienced
assessors and using an individual elicitation approach. IVP is well suited for the unsupervised administration of sensory tests and its modular structure offers some flexibility for the design of experiments tailored for different types of sensory panels. The application of this procedure is illustrated on the set of spatial enhancement systems already evaluated with the consensus vocabulary.

Based on the thorough literature review and the practical implementation of two sets of experiments, a comparison of the consensus vocabulary and individual vocabulary approaches is provided highlighting the benefits, challenges and limitations of each of these two methodologies and clarifying their suitability for different sensory evaluation projects.

The research work reported in this thesis covers also the analysis of data resulting from sensory experiments employing a consensus or an individual vocabulary. This type of experiment generates a large amount of data which can be treated with various analysis techniques. Such tools can help handling and exploring effectively sensory data at a univariate and a multivariate level and are instrumental in the assessment of aspects such as product discrimination level, attribute suitability and assessor or panel performance.

In this thesis, a systematic investigation of the attribute rating data resulting from the two sensory profiling experiments on spatial enhancement systems is reported. Chapter 9 provides a detailed illustration of individual vocabulary data analysis and highlights the importance of multivariate data analysis in this context and the challenges of interpreting semantically the underlying sensory dimensions.

Several advanced multivariate data analysis methods are explored in this work. Multiple factor analysis (MFA) and hierarchical multiple factor analysis (HMFA) are applied for the combined analysis of several sets of multivariate data (Chapters 6 and 9 respectively). A novel application of the PARAFAC2 multi-way data analysis technique is presented for handling the four-way data structure of the individual vocabulary data relating to spatial enhancement systems. One advantage of these analysis techniques is to provide a quantitative description of the spatial enhancement algorithms at a global level while highlighting music clip differences.

Through these different analyses, the main perceptual differences between spatial enhancement systems for headphone reproduction are identified and quantified. In addition, the comparative analysis applied to the results of the two experiments illustrates a slightly better sample discrimination with the IV experiment and an easier semantic interpretation with the CV experiment.

The aspects covered in this thesis concern only one side of the quality evaluation framework described in Chapter 3. Beyond the sensory evaluation domain, the preference mapping matter forms another challenging topic not covered in this thesis. This field of sensory science is actively researched and would deserve more attention for testing the validity extent of the perceptual quality evaluation framework proposed in this work.
Appendix A

Attribute graphs per music clip (Chapter 6)
Figure A.1: Mean scores estimated from ANOVA and 95% CI of the eight spatial enhancement systems on 16 attributes for the music clip #2.
Figure A.2: Mean scores estimated from ANOVA and 95% CI of the eight spatial enhancement systems on 16 attributes for the music clip #3.
Appendix B

Illustration of PCA results per music clip (Chapter 6)
Figure B.1: Three first components of a PCA applied to the music clip #2. Ellipses around the PCA scores represent 95% confidence regions based on assessor variability.
Figure B.2: Three first components of a PCA applied to the music clip #2. These loading plots illustrate the relationship between the attributes and the PC dimensions.
Figure B.3: Three first components of a PCA applied to the music clip #3. Ellipses around the PCA scores represent 95% confidence regions based on assessor variability.
Figure B.4: Three first components of a PCA applied to the music clip #3. These loading plots illustrate the relationship between the attributes and the PC dimensions.
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Appendix C

Matlab implementation of the generalized Procrustes analysis procedure (Chapter 7)

function [Xgpa,Ggpa,Q,isoscales] = gpa(X);
% GPA.M minimizes the generalized (orthogonal) Procrustes criteria for a set of configurations
% with an equal number of objects
% - Input:
% X: 'K-sets' array: Cell array comprising of several configurations,
% i.e. 2-way matrices of size Objects x Variables.
% Each 2-way matrix need to have the same number of objects
% The number of variables can vary from one configuration to another, e.g.
% X{1} = 8 Products x 7 Attributes for Assessor 1,
% X{2} = 8 Products x 5 Attributes for Assessor 2,
% ..., 
% X{n} = 8 Products x 9 Attributes for Assessor n.
% - Output:
% Xgpa: 3-way array of GPA transformed individual configurations
% size: Objects x max(Variables) x Configurations
% G: 2-array matrix containing the 'group average' configuration
% size: Objects x max(Variables)
% Q: 3-array matrix of individual rotation matrices
% isoscales: vector containing the isotropic scale of each individual configuration
% - Example: for i = 1:15, X{i} = 10*rand([12 ceil(10*rand)])]; end;
% [Xgpa,G,Q,isoscales] = gpa(X);
% This routine uses isoscaling.m and procrust.m (attached below)
% Gaetan Lorho
% 2004

%% Step 0 - Check input
Co = size(X,2);
for c = 1:Co, if find(isnan(X{c}))
    error(['Missing values present in dataset (configuration # ', num2str(c),...'
        can not be handled with this version of gpa.m')] end, end
for c = 1:Co, allobj(c) = size(X{c},1); end
if allobj = mean(allobj), error(['The number of objects differs across configurations ',...'
    or the format of the input cell array is wrong']); end
for c = 1:Co, allvar(c) = size(X{c},2); end

%% Step 1 - Centering + Step 2 - Zero padding
% this gives 3-way matrix of size Objects x max(Variables) x Configurations
Xc = repmat(0,[allobj(1) max(allvar) Co]);
for c = 1:Co,
    Xc(1:allobj(c),1:allvar(c),c) = X(c) - ones(size(X{c},1),1)*mean(X{c});
end
[Ob,Va,Co] = size(Xc);
ftext = [sprintf('
'),'Dataset contains ', num2str(Ob), ' objects and ', num2str(Co), ' configurations', sprintf('
'),'Size of individual configurations :', sprintf('
')];
for c = 1:Co,
    ftext = [ftext, 'Configuration ', num2str(c), ' : ', num2str(allvar(c)), ' variable(s)', sprintf('
')];
end; disp(ftext);

%% Step 3 - Apply scaling & rotation/reflection until convergence
% Method based on Gover & Dijksterhuis (2004), Procrustes Problems, Oxford University Press
% Algorithm 9.3 (page 114) is applied using an orthogonal transformation matrix (Tk = Qk)

%% Step 3.1 - Initialisation
Gc = mean(Xc,3); % centered 'group average' configuration
SSRc = 0; for c = 1:Co,
    R = Gc - Xc(:,:,c); SSRc = trace(R'*R) + SSRc; end % centered residual sum of squares
ConvergenceStep = SSRc; % initial convergence step
for c = 1:Co,
    Q(:,:,c) = procrust(squeeze(Xc(:,:,c)),squeeze(mean(Xc(:,:,[1:c-1 c+1:end]),3))); % Orthogonal rotation of the original (centered) individual configuration 'c'
    % to fit the initial 'c-excluded' group average
end

%% Step 3.2 - Iterative scaling / Procrustes transformations
iteration = 1; disp(['Iterations performed before algorithm convergence : ', sprintf('
')]);
while (ConvergenceStep > 0.0001) & iteration < 1000,
disp(['Iteration #',num2str(iteration),' - Residual sum of squares : ',num2str(SSRc)]);
iteration = iteration+1;
for c1 = 1:Co, for c2 = 1:Co, % update S matrix (Sij = trace(Qi'Xi'XjQj))
    S(c1,c2) = trace(squeeze(Q(:,:,c1))'*squeeze(Xc(:,:,c1))'*squeeze(Xc(:,:,c2))*squeeze(Q(:,:,c2)));
end, end;
isoscales = isoscaling(S); % estimate isotropic scales based on current rotated configurations
for c = 1:Co, % update transformed individual configurations
    Xgpa(:,:,c) = isoscales(c)*squeeze(Xc(:,:,c))*squeeze(Q(:,:,c));
end;
for c = 1:Co, % apply Procrustes transformation to current transformed individual configurations
    Q(:,:,c) = procrust(isoscales(c)*squeeze(Xc(:,:,c)),squeeze(mean(Xgpa(:,:,[1:c-1 c+1:end]),3))); % Orthogonal rotation of scaled original c individual configuration
    % to fit the current c-excluded group average
end;
% test for satisfactory convergence
for c = 1:Co, % current transformed individual configurations
    Xgpa(:,:,c) = isoscales(c)*squeeze(Xc(:,:,c))*squeeze(Q(:,:,c));
end;
Ggpa = mean(Xgpa,3); % current 'group average' configuration
SSR = 0; for c = 1:Co, % current residual sum of squares
    R = Ggpa - Xgpa(:,:,c); SSR = trace(R'*R) + SSR;
end;
ConvergenceStep = SSRc - SSR; SSRc = SSR; % updated convergence step and residual sum of squares
if iteration == 1000,
disp(['Caution! The algorithm did not converge... ', sprintf('
')]);
end;

function iscale = isoscaling(S);
% Isotropic scaling in generalized Procrustes analysis
% S is a matrix containing the traces of the product of the different individual configurations, % that is, Sij = trace(Xi'Xj) with 1<i<Co and 1<j<Co (size(S) = assessors x assessors)
% This algorithm derives the scaling constants iscale(1,...,Co) maximizing 'h' defined as % h(1,...,Co) = Sum [iscal(i)*iscal(j) * trace(Xi'Xj)] under the constraint % Sum [iscal(i)^2] = 1 & trace(Xi'Xi) = m.
Phi = (diag(diag(S))’*zeros(1,1))’; % Matrix of coefficients of congruence [eigvec,eigval] = eig(Phi * eps); % eigenvalue-eigenvector decomposition [y,x] = max(diag(eigval)); % The eigenvector associated with the largest eigenvalue
p1 = abs(eigvec(:,x)); % contains the scaling factors of interest
for i = 1:size(S,1),
    iscale(i) = sqrt(sum(diag(S))/S(i,i))*p1(i); % Compute isotropic scaling for each configuration
end

function Q = procrust(X,Y);
% Orthogonal Procrustes problem: find the orthogonal rotation giving the best match between X and Y
% The least-squares solution is to minimize ||Y - X*Q||,
% which is equivalent to maximizing trace(Q'X'Y)
% The maximizing Q can be found by calculating [U,D,V] = svd(X'*Y)
% and the solution matrix is Q = U*V';
% Reference: Chapter 4 of Gower & Dijksterhuis (2004), Procrustes Problems, Oxford University Press
[U,D,V] = svd(X'*Y + eps);
Q = U*V';
Appendix D

Illustration of GPA-PCA results per music clip (Chapter 9)
Figure D.1: PCA analysis of the GPA average configuration obtained for the music clip #2 – Score plot.
Figure D.2: PCA analysis of the GPA average configuration obtained for the music clip #2 – Correlation loading plots.
Figure D.3: PCA analysis of the GPA average configuration obtained for the music clip #3 – Score plot.
Figure D.4: PCA analysis of the GPA average configuration obtained for the music clip #3 – Correlation loading plots.
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Appendix E

Overview of PARAFAC2
(Chapter 9)

This appendix gives a mathematical overview to the PARAFAC2 model applied to 4-way individual sensory profiling data in Chapter 9. An introduction to PARAFAC1, the original version of the parallel factor analysis model, is provided first for 3-way sensory data (Figure E.1) and the principle is then extended to the PARAFAC2 model for 3-way (Figure E.2) and 4-way individual sensory data.

The PARAFAC model can be expressed in a matrix notation as $X_k = TD_k P' + R_k$ ($k = 1, \ldots, K$) where $X_k$ is a slab of the 3-way array $X$ and represents the profile of the assessor $k$ in a consensus sensory experiment (see Figure 6.2 in Chapter 6), i.e., $X_k$ is a two-way matrix of size $I$ systems $\times$ $J$ sensory attributes. In the equation of the $L$-component model illustrated in Figure E.1, $T$ is an $I \times L$ matrix of factor scores ($T$ relates to the $I$ systems in a sensory data set), $P$ is a $J \times L$ matrix of factor loadings ($P$ relates to the $J$ attributes), $D_k$ is a diagonal $L \times L$ matrix containing the weights for the $k^{th}$ slab of $X$ ($D_k$ relates to the $L$ factor weights\(^1\) of the assessor $k$), and $R_k$ denotes an $I \times J$ matrix of residuals. The PARAFAC model is fitted to the array $X$ through a procedure of alternating least squares aiming to minimize the sum of squared residuals in $R$ and has the interesting property of giving unique solutions.

---

\(^1\)In PARAFAC models, the term ‘loading’ is often employed without distinction for all the modes.
PARAFAC2 uses a similar decomposition approach but has the ability to handle data sets with a ‘free’ mode, that is, a mode in which variables can differ in number, might be shifted across another mode or/and are not commensurable. Individual sensory profiles follow this data format as the number of columns and the nature of the attributes in the matrix $X_k$ can vary across assessors. This idea was introduced by Harshman (1972) who replaced $P$ in the PARAFAC model equation by a matrix $P_k$ that can vary across $k$ to handle matrices $X_k$ of varying size $I \times J_k$ ($k = 1, \ldots, K$). Harshman noted that such a model can also give unique solutions if the cross-product matrix $P_k^\prime P_k$ remains constant over $k$ and he proposed to fit the model indirectly with the help of the cross-product matrix $X_k X_k^\prime$.

Kiers et al. (1999) proposed a direct method to fit the PARAFAC2 model as $X_k = TD_k (Q_k F)^\prime + R_k$ (see Figure E.2). In this equation, the matrices $T$ and $D_k$ are defined as in the PARAFAC model but $P$ is replaced by two new matrices, that is, a quadratic matrix $F$ of size $L \times L$ and a columnwise orthonormal matrix $Q_k$ of size $J_k \times L$ ($J_k \geq L$). It can be noted that the cross-product matrix of $Q_k F$ remains also constant over $k$ in this model formulation because $(Q_k F)^\prime (Q_k F) = F^\prime F$. This direct PARAFAC2 model fitting approach provides model parameters for all three modes and offers several advantages in terms of algorithm implementation. The procedure proposed by Kiers et al. (1999) is in fact equivalent to applying (iteratively) an ordinary PARAFAC model to the three-way array $Y$ consisting of the two-way matrices $X_k Q_k$ ($k = 1, \ldots, K$) which all have the same size $I \times L$.

$$X_k = TD_k (Q_k F)^\prime$$

Figure E.2: Two-way representation of the PARAFAC2 model.

Both versions of PARAFAC can be extended to higher orders. For example, to apply the PARAFAC2 model proposed by Kiers et al. (1999) to the four-way data set presented in Chapter 9, the two-way array $X_k$ is replaced by the three-way array $X_m$ of size $I \times J \times K_m$ (i.e., System $\times$ Music clip $\times$ Attribute) for the assessor $m = 1, \ldots, M$. A similar orthogonal matrix $Q_m$ is introduced to handle variations of the mode Attribute across the mode Assessor and following the direct PARAFAC2 model fitting approach described above, the array consisting of the unfolded slabs $X_m Q_m$ ($m = 1, \ldots, M$) can be modeled by an ordinary four-way PARAFAC model.
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