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Abstract

To find out whether decreased intelligibility of natural audiovisual speech would enhance the involvement of the sensorimotor speech comprehension network, we let ten adults to listen and view a video, in which the intelligibility of continuous audio-visual speech was varied by altering the loudness between well-audible, just audible (–18 dB weaker than loud), and mute. Occasionally the voice and articulations were time-reversed, or the whole stimulus was replaced by tone pips of varying intensity. We combined inter-subject correlation (ISC) and independent component analyses (ICA) of 3-T functional magnetic resonance imaging (fMRI) data in a novel manner by sorting the components by their spatial overlap with a stimulus-specific ISC map and thereby unraveling the most stimulus-related networks. Unlike the general linear model analysis, which revealed only temporal- and parietal-lobe activations, the ISC–ICA approach pinpointed several cortical networks related to audiovisual speech processing. A left-hemisphere-dominant network—comprising the left posterior superior temporal sulcus, inferior frontal gyrus, anterior superior temporal gyrus, premotor cortex, and right inferior parietal lobule—was related to comprehension of natural audiovisual speech, with increased activation during decreased speech loudness. Since the ISC-map provides a stimulus-specific spatial template for sorting the ICs, the analysis requires no predetermined temporal models on stimulus timing. This analysis approach is therefore feasible for fMRI studies where hemodynamic variations related to naturalistic and continuous stimuli are difficult to predict.
1 Introduction

Brain areas related to processing of speech, studied mainly by applying syllables, words, and sentences, are relatively well-known [1]. Instead, brain activation to continuous long-lasting speech [2, 3] with variable signal-to-noise ratio has quite rarely been investigated. In noisy every-day environments speech understanding can be impaired and the listener has to comprehend the message with the aid of visual information from the speaker’s articulation movements. In such conditions enhanced effort is required from the subject to tie up the message. Consequently, one would expect increased activation of the whole sensorimotor network supporting speech comprehension.

In the present study we tested this hypothesis by recording the listener’s brain activity when the intelligibility of audiovisual speech was impaired by decreasing the loudness of the speaker’s voice. The subjects listened and viewed continuous, audiovisual speech during functional magnetic resonance imaging (fMRI).

The conventional fMRI analysis, based on temporal covariates, may suit poorly for this kind of real-life-like experimental setups, since it is difficult to identify the most relevant features in the continuously varying stimulus flow and thereby to predict the complex hemodynamic variations. We therefore analyzed the fMRI data with independent component analysis (ICA), which is a data-driven technique to estimate both spatially independent brain regions (or networks of several areas) and their time courses. Importantly, ICA requires no a priori models of signal temporal behavior. In group ICA, developed by Calhoun and coworkers [4] and applied e.g. in our previous study with complex naturalistic stimuli [5], independent components (ICs) are calculated from a concatenated data set of different individuals and later individual ICs and their time courses can be back-reconstructed for statistical inferences.

The estimated independent components do not appear in any specific order, and therefore it is a major challenge to select—among the large set of ICs—those components that are related to a given stimulus or task. Again, in experimental setups with naturalistic and continuously varying stimulation, the brain’s hemodynamic variations are not easily predicted and, thus, selection based on temporal covariates may be difficult. In such cases the selection of task-related ICs beyond the primary projection areas may be especially challenging.

So far the most popular quantitative methods to sort the ICs have been the temporal correlates between stimulus features and IC time courses [6–11]. Spatial sorting, on the other hand, has been utilized especially in resting-state studies to segregate brain areas of interest with the aid of a brain atlas [12, 13]. However, the sorting based on an atlas requires strong a priori assumptions on the brain areas or networks that are known, or assumed, to be involved in the brain processing of the particular phenomenon.

We here introduce a new approach for sorting the ICs on the basis of an inter-subject correlation (ISC) map that we propose to provide a functional template for sorting the ICs according to their stimulus-dependence during processing of audiovisual speech of different levels of intelligibility. ISC map is calculated by correlating fMRI signals voxel-by-voxel such that the signal at a certain brain area of one individual is correlated with a signal of a corresponding location another individual who had been subjected to the same experimental condition. The motivation for the ISC approach emerges from findings that the voxel-by-voxel correlation analysis effectively describes the similarity and temporal synchrony between subjects [14]; moreover, it has been shown to reveal the extrinsic, stimulus-related cerebral networks [15, 16]. Since the spatial pattern of the ISC map should be unique for each stimulus series, it can be used as a stimulus-specific functional template that absolves the ordering of stimulus related-ICs of any temporal criteria or user-defined anatomical regions of interest.

Previously, ISC has shown superior performance compared with temporal-covariate-based fMRI analysis during narrative speech comprehension in normal hearing conditions [17]. The assumption about temporal synchrony across individuals is also supported by the
observed high inter-subject correlations of IC time courses in certain brain regions during natural stimulation [18].

An ISC map can, however, cover spatially extensive brain areas. ICA, on the other hand, reveals maximally independent brain networks with related time courses. Therefore, our combination of ICA with ISC map identified (i) the brain areas that behave temporally in a similar manner across individuals, and (ii) the independent sub-networks within the spatially more extensive correlation map. We computed the ISC maps to first reveal all brain areas that respond to the whole audiovisual stimulation, and then used the combined ISC–ICA to select ICs for more detailed analysis of brain networks that are related to comprehension of the audiovisual speech. Results were also compared with more traditional general-linear-model (GLM) based analysis.

2 Materials and methods

2.1 Subjects

Ten healthy adults (3 females, 7 males; mean age 26.7 ± 4.3 years, range 21–33 years) participated in the experiment after their written informed consent. The study had prior approval by the Ethics Committee of Helsinki and Uusimaa Hospital District. Eight subjects were right-handed, with laterality quotient of 87.7 ± 17.7 (mean ± SD) in the Edinburgh handedness inventory [19], and two subjects were left-handed (–56.1 ± 12.2).

2.2 Stimuli

During fMRI scanning, the subjects were presented with audiovisual stimuli comprising a video of a male actor (whose upper body was visible on a black background). The actor was continuously speaking, describing features of either human faces, hands, or built environment. The sound track was modified in 16–18-s blocks: The voice was either soft, that is just audible during the noisy echo-planar imaging (EPI) scanning, loud (18 dB louder than the soft stimuli), or mute. During soft normal speech, the subjects were able to hear the speech, but understood the message only with effort (see section “Subject reports on stimulus loudness” below).

These three levels of loudness were counterbalanced in the stimulation sequence. Two times within the sequence, the normal speech was time-reversed, or the face was absent and the voice was replaced by tone pips. The pitch of the 0.1-s tone pips varied randomly between 250, 500, 1000, 2000, and 4000 Hz, and the loudness of the sounds varied to the same extent as the speech. The total stimulation sequence lasted for 8 min 30 s, and it was presented twice to every subject in successive imaging runs. The subjects’ task was to listen to and view continuous speech, trying to understand the message.

Stimuli were delivered using Presentation® software (version 0.81, http://www.neurobehavioralsystems.com). Stereo sound was presented binaurally with UNIDES ADU2a audio stimulators (Unides Design, Helsinki, Finland) and videos were projected (projector Vista X3 REV Q, Christie Digital Systems, Canada, Inc.) via a mirror to a transparent screen placed behind the subject. The frame rate of the videos 25 frames/s and image resolution 726 × 576 pixels.

2.3 Imaging

MR images were collected with Signa VH/i 3.0 T MRI scanner (General Electric, Milwaukee, WI, USA). Functional images were acquired using twice the gradient EPI sequence with time to repeat (TR) 3 s, time to echo (TE) 32 ms, 44 oblique axial slices, matrix 64 × 64, voxel size 3 × 3 × 3 mm³, field of view (FOV) 20 cm, flip angle 90°, 198 volumes.

Structural images were scanned with 3-D T1 spoiled gradient imaging, matrix 256 × 256, TR 9 ms, TE 1.9 ms, flip angle 15°, preparation time 300 ms, FOV 26 cm, slice thickness 1.4 mm, and number of excitations 2.
2.4 Preprocessing of fMRI data

The first 170 volumes from both series were selected for further analysis. Data were preprocessed using SPM2 software (http://www.fil.ion.ucl.ac.uk/spm/), including realignment, normalization with skull stripping (http://imaging.mrc-cbu.cam.ac.uk/imaging/NormalizeSkullStripped) into MNI space and smoothing with a 6-mm (full width half maximum) Gaussian filter.

Individual structural scans were segmented using FreeSurfer software (http://surfer.nmr.mgh.harvard.edu/) and the resulting gray matter images were transformed into the MNI space. These gray-matter masks were later used for calculation of inter-subject correlations.

2.5 ICA and the sorting of ICs using ISC map

Altogether 41 ICs were extracted from the preprocessed data using group-ICA toolbox GIFT (http://icatb.sourceforge.net/) with FastICA algorithm. The number of independent components was estimated using minimum-description-length algorithm [20] inbuilt in GIFT.

Before calculating the ISC map, the six realignment parameters and the whole-volume-average signal were fitted to the data of individual gray matter voxels and their effect was removed from the data. Correlation images were calculated, using the first image series, between all 45 subject pairs formed by the 10 subjects: First the Pearson’s correlation coefficients were determined voxel-by-voxel and, then, Fisher transformation was applied to convert the correlation coefficients to the normally-distributed variables.

Correlation images for all subject pairs were pooled to search for group-level statistically significant correlations. T-statistics exceeding the threshold \( p < 0.01 \) (false discovery rate corrected) and the extent of 10 voxels (see Figure 1) formed the functional template for IC ordering.

![Figure 1. Inter-subject correlation map (ISC) used in the sorting of ICs. Statistically significant correlations are overlaid on a smooth average map (SPM2 template).](image)

For each of the 41 ICs we determined a sorting parameter, defined as the equally weighted sum of the spatial correlation coefficient between the ISC and mean IC \( (z > 3.09) \) and the number of overlapping voxels relative to the total amount of voxels in the ISC map. The amount of overlapping voxels was determined from binary images: voxel values exceeding a given threshold were set to 1 and others to 0.
2.6 General linear model

An additional analysis, based on the general linear model (GLM), was later used in SPM2 to compare the observations between data- and model-based approaches. The model i.e. design matrix included 8 separate regressors for normal (S) and reversed speech (R) according to their volume; loud (SL/RL), soft (SS/RS), or mute (SM/RM), and for loud and soft tone pips (TL and TS, respectively). Boxcar models were convolved with hemodynamic response function, fMRI time series were high-pass filtered at (1/420 s), and AR(1) model was applied for serial correlations. The mean effect of both stimulus series was statistically tested. Individual contrast images were subjected to random-effects analysis (one sample t-test). Activation clusters of 10 voxels or more, each voxel at \( p < 0.001 \) were considered as statistically significant activation.

3 Results

3.1 Subject reports on stimulus loudness

After the scanning, all subjects were interviewed and asked about how well they heard the voice and/or understood the speech message during loud and soft stimulus presentations. Every subject had heard and understood the loud normal speech with no difficulty. Similarly, all subjects reported that they did hear the soft speech, but 8 out of 10 subjects needed extra effort to understand the message.

3.2 ISC map

The ISC map (Fig. 1) covered widely the occipital visual areas, the superior temporal lobes symmetrically and the lower temporal lobes with right-hemisphere dominance, the precentral areas in a left-hemisphere dominant manner, the inferior frontal gyrus (IFG) in both hemispheres, the medial prefrontal cortex, the right inferior parietal lobe (IPL), and the fusiform area (in the picture projected to the surface of the cerebellum; see the brain viewed from bottom).

3.3 Stimulus-related ICs

Figure 2 shows the 10 most stimulus-related group ICs on three orthogonal slices around their activation maxima; the components are ordered from the most (IC1) to the least (IC10) overlap with the ISC map presented in Fig 1. These 10 ICs with the highest sorting parameters comprised 75% of the sum of all sorting parameters of those ICs that correlated positively with it ISC map (21 out of 41).

IC1 covers the auditory cortex in the superior surface of both temporal lobes, extending along the superior temporal gyrus (STG), and including Heschls’s gyrus in both hemispheres.

IC2 coincides with the visual-motion area V5/MT, and IC3 covers the region of the parieto-occipital sulcus (POS). ICs 4 and 5 agree with lateral and central early visual cortices (V1/V2). ICs 2, 4, and 5 reacted to every visual stimulus and their activation was suppressed during tone pips. Instead, IC3 in POS reacted not only to each visual stimulus block, but also at the beginning of the tone-pip series, when the visual stimulus disappeared.

IC6 comprises an extensive cortical network, with activation maxima in the left posterior superior temporal sulcus (STS), left anterior STG, left inferior frontal gyrus (Broca’s area), left premotor cortex (BA6), and right IPL (two latter visible in Fig. 3). IC7 comprises posterior cingulate cortex (PCC), medial frontal gyrus (MFG, BA10), right IFG, and right IPL. IC8 shows activation in the right insula and bilaterally in the fusiform gyri and collateral sulci. IC9 covers both insulae and middle cerebellum (see Fig. 3). Finally, IC10 covers the MFG, IFG, IPL and middle temporal gyrus (MTG, not visible in the figure) in the right hemisphere.
Figure 2. The ICs selected using the ISC map; the components IC1–IC10 are ordered according to their overlap (from largest to smallest) with the map. The color bars indicate $z$ scores. P/A, posterior/anterior; L/R, left/right.

Figure 3 shows three ICs (1, 6, and 10; red, green and blue, respectively) in more detail and the corresponding time behaviors. The auditory-cortex IC1 (red) reacts to each sound, and the louder the sound, the stronger the response. Notably, IC1 (and thus the auditory cortex) reacts strongest for the loud reverse speech.

IC6 (green), that is the posterior left STS–anterior STG–IFG–BA6–right IPL network, is sensitive to natural (non-reversed) speech, with no or weak responses for reversed speech and tone pips. It reacts both to well-hearable and soft speech and, occasionally even more strongly for soft than loud and mute sounds.

IC10 (blue), a right-lateralized network comprising right MFG, IFG, IPL and MTG, reacts more to the reversed speech than does the left-hemisphere IC6 network. Moreover, IC10 shows a notable 0.06 Hz periodicity, clearly related to block periodicity. Similarly, the IC3 (POS) and IC8 (right insula, fusiform gyri, and collateral sulci) had most of their signal power at 0.06 Hz.
3.4 GLM analysis

We tested certain selected hypotheses, arising from the ICA results, also with a separate model-based analysis. ICA suggested that: (i) the auditory cortex (in IC1) reacts stronger to loud stimuli than to other stimulus levels. This observation was tested with three separate contrasts, one for each stimulus type: SL > SS + SM, RL > RS + RM and TL > TS, (ii) auditory-cortex activation is stronger for loud reversed speech than loud normal speech (contrast RL > SL), (iii) IC6 indicated sensitivity to normal speech (contrasts S > R and S > T), and (iv) IC6 indicated also stronger responses for soft than loud or mute speech (SS > SL + SM). In addition to these observations, we searched for areas that were more active during silent visual speech than during heard speech (SM > SL + SS).

Figure 4a (focusing on right-hemisphere activation) shows that loud sounds activated the auditory cortex bilaterally more than did soft sound and silence; the same was true for reversed speech and tone pips. Figure 4b shows that auditory cortex was activated more for loud reverse than loud normal speech. Beyond the bilaterally activated auditory cortex, other activations were highly right-lateralized. Additional clusters, seen in areas covered also by IC10, were in the right MTG, right IFG, and right IPL.

Figure 4c shows that the left posterior STS was activated more for normal natural than reversed speech (S > R), and more fore speech than tone pips (S > T). The same brain region, together with the right IPL, was also activated more for soft speech than for loud or silent speech. No statistically significant differences were observed between soft vs. other levels of reversed speech or tone pips.
Figure 4. Results from GLM analysis. a) Auditory cortex activations for comparison of loud stimulus with other stimulus levels, b) activations elicited by reversed speech compared with natural speech, c) activations related to natural speech processing and decreased intelligibility, and d) silent speech compared with loud and soft speech. Abbreviations: S = natural speech, R = reversed speech, T = tone pips, MTG = medial temporal gyrus, IPL = inferior parietal lobule, IFG = inferior frontal gyrus (in the right hemisphere), pSTS = posterior superior temporal sulcus (in the left hemisphere), for others see Fig. 3.

Figure 4d shows that silent vs. loud and intermediate speech activated IPL and medial prefrontal cortex bilaterally, ACC (BA10), and the precuneus adjacent to PCC. The IPL, MFG and BA10 activations were also seen in the IC7.

4 Discussion

Modification of the intelligibility of audiovisual speech unraveled (i) a left-hemisphere-lateralized sensorimotor network for natural speech comprehension, with equal or occasionally even enhanced activation during decreased speech intelligibility, and (ii) a right-lateralized network, which was more sensitive for time-reversed than normal speech. These results relied on ICs that overlapped with the stimulation-related ISC map. Certain hypotheses were also tested with GLM-based analysis, which replicated the findings on the right-hemisphere network, but showed only parts of the left-lateralized sensorimotor speech comprehension network: namely the temporal and parietal areas, but no premotor activation.

4.1 IC sorting with ISC map

In our new IC-sorting procedure, the ISC map served as a stimulation-specific functional template and it helped to reveal brain areas that reacted similarly across subjects to the external stimuli. Thereby ICA offered more detailed information of the spatially independent sub-networks within this extensive ISC map. The ISC map is a conservative approximation of the extent of the extrinsic processing circuitry, and it includes neuronal networks that are modulated similarly across subjects, either directly by the stimulus, or indirectly via stimulus-related task or stimulus-induced cognitive or motor processing.

The strength of the combined ISC–ICA approach is that it does not require assumptions about the stimulation features nor predetermined spatial locations (regions of interest) of the activations. Instead, the underlying assumptions are related to the methods themselves: similar temporal modulation of responses in corresponding brain areas across subjects in ISC, and the requirement of spatial independence and linearity in ICA. Consequently, sorting the ICs with the help of the ISC map provided a relatively simple and straightforward way to facilitate the selection of stimulus-related ICs from the whole set of ICs, although the stimulation was complex and continuously changing.

The apparent difficulty of the present approach is, however, that user still needs to decide how many of the ordered components are selected for further consideration. Here, our threshold was set such that selected ICs needed to explain 75% of the total sum of all sorting parameters. One possibility to overcome this difficulty would have been to constrain the ICA
to brain areas covered by the ISC map. Then, all ICs would have been known to express activity common to the whole subject group and thus most likely related to processing of the external stimulation. We, however, decided to apply ICA totally independently of the ISC analysis. ICA, which requires statistical independence utilizing higher-order statistics, can theoretically detect nodes of the functional networks even outside the ISC map. To capture whole functional networks, ISC map should facilitate rather than constrain the IC selection.

ICs related to blood-oxygen-level-dependent (BOLD) variations in the fMRI signals can also be identified by classifying the components according to their spatiotemporal properties [21]. Successful classification can separate several types of artifacts from task-related and default-mode [22] ICs. In future fMRI studies, this type of segregation of BOLD-related ICs, followed by the ISC-map-based IC sorting, might improve the detection of task-or stimulus-related components and allow more accurate differentiation between components related to extrinsic and intrinsic processing. ISC as such is a rather conservative estimate of the extrinsic processing circuitry and thus the ISC-based sorting of ICs pinpoints the intrinsic or default-mode components only if they are modulated by the given stimulus.

Although we were able to differentiate functional networks better with ISC–ICA than GLM approach, still one shortcoming of the ISC–ICA method is that the differences seen in the IC time courses do not reflect statistical significance as such. Albeit the strength of the totally data-driven approach to provide information beyond predetermined models, currently it can only complement, but not totally substitute, the traditional model-based fMRI analysis. Below the implications provided by the ISC-ICA about the involvement of the functional networks in the processing of the audiovisual stimuli are discussed in more detail.

4.2 Left-lateralized speech-comprehension network

The left-hemisphere-dominant network comprised nodes at the left posterior STS, left anterior STG, left IFG, right IPL, and left medial BA6. The frontal and posterotemporal nodes of the speech-comprehension network agree with areas that are anatomically connected via the arcuate fasciculus and other dorsal and ventral white matter tracts [23]. An additional pathway running lateral to the classical arcuate fasciculus into IPL has been demonstrated in humans by diffusion tensor imaging [24], and IPL connections to ventral premotor cortex have been traced by autoradiography methods in monkeys [25].

Superior temporal, inferior frontal and premotor areas are known to be activated more during perception of audiovisual speech than of either auditory or visual speech alone [3]. Our results suggest this network, beyond being activated during natural well-hearable audiovisual speech, shows enhanced activation when speech understanding requires additional effort due to decreased voice loudness.

Both data- and model-based analysis methods revealed the crucial involvement of superior temporal plane and IPL [26, 27] in normal speech processing. The involvement of the posterior STS in perception of audiovisual speech is also well known, with increased activation at low signal-to-noise ratio [28–31]. Accordingly, we found, with both ISC–ICA and GLM-based analyses, that the decreased sound level of the audiovisual speech was associated with enhanced activation of the left posterior STS, and that this area overlapped with activation related to observation of normal speech. The manipulation of the sound level of reversed speech or tone pips did not result in any statistically significant differences in brain activations.

Contrary to visual cortices, left posterior STS and right IPL—areas related to audiovisual speech processing and identified with all three analysis methods—the frontal nodes of the network were seen only with ISC and ICA. In an earlier fMRI study by Wilson et al. [17], ISC analysis revealed extensive IFG activations during comprehension of narrative speech, although the cluster sizes did not reach statistical significance in standard model-based analysis. According to the authors, IFG failed to show consistent signal changes during narrative comprehension, whereas some stimulus features resulted in systematic fluctuations. Our observations corroborate these findings: IFG was well visible in both the ISC map and in ICA, but only with very liberal statistical threshold (uncorrected \( p = 0.02 \)) in the GLM
analysis. Altogether, these findings support the involvement of IFG in the processing of natural and continuous speech.

Although IFG is not a direct sensory projection area, its clear appearance (both on left and right) in the ISC map and ICA network indicates systematic, across-subjects dependence on the external audiovisual speech. ICA results further confirmed the involvement of IFG in comprehension of audiovisual speech also in challenging hearing conditions. This conclusion is in line with previous observations of IFG function: IFG is activated, together with superior and middle temporal areas, during perception of distorted speech [2] and during lip reading [32, 33]. Along similar lines, stronger activation of Broca’s region within the IFG occurs e.g. during perception of incongruent than congruent audiovisual speech [29, 34], in dyslexic subjects vs. normal-reading subjects who passively view words [35], and in patients with a cochlear prosthesis listening to their native language relative to normal-hearing subjects [36]. In all these conditions, the involvement of Broca’s region increased when the task required increased effort for understanding the sensory input (for a review, see Nishitani et al. 2005).

4.3 Activation for time-reversed speech and the right MTG–IFG–IPL network

The strongest activation in the auditory cortex was seen for loud reversed speech. Attention is known to increase activity of the auditory cortex [37–40], and thus a likely reason was the enhanced attention that the subjects had to pay to these perplexing audiovisual stimuli. The strong left-hemisphere lateralization of normal speech compared with reversed speech agrees with recent findings of a left-hemisphere network activated by intelligible vs. time-reversed speech (auditory word pairs without visual input) [41]. Reversed speech activated more than the normal speech the right-hemisphere MTG–IFG–IPL circuitry. The right IPL, a known multimodal association area, was a part of both the left-lateralized sensorimotor and of the right-lateralized MTG–IFG–IPL network. Its activation was increased during soft normal speech as well as during reversed speech, i.e. during audiovisual stimuli of low or absent intelligibility. This effect could be related to increased effort in word retrieval [42], increased attentional demands [40], or recruitment of working memory (WM) processes.

The synchronous activation of MTG, IFG, and IPL, right-hemisphere lateralized in our study, resembles the auditory WM network, which occupies the middle temporal cortices, superior, middle and inferior frontal gyrus, as well as the posterior parietal area [43]. This network showed a peculiar temporal behavior, with transient increases of activity during every block, as though the state of this fronto-temporo-parietal network would have changed each time when the WM was updated (cf. [44]). Similar reactivity to block transitions occurred also in the POS region. Interestingly, POS is activated after eye blinks [45, 46] and saccades [47], two phenomena during which the visual input is briefly interrupted, and thus visual continuity has to be supported internally.

4.4 Default-mode network and silent speech

The posterior cingulate cortex (PCC), medial prefrontal cortex, and lateral parietal cortices are commonly described as a default-mode (DM) network that reflects brain connectivity in the absence of sensory stimulation or tasks [22]. The activity of the DM network decreases during mental tasks [48] and can be modulated by external stimulation [49–51]. Our ISC–ICA analysis picked up a DM network among the ten most stimulus-related ICs, meaning that the audiovisual stimulation modified its function, which is well understandable because the DM is known to be less strongly activated during tasks and various stimuli. In contrast, the GLM analysis failed to reveal any PCC activation in contrasts between silent normal speech and conditions, in which voice was included; instead, activations were observed in other areas of the DM network, i.e. the inferior parietal and medial prefrontal cortices, precuneus adjacent to PCC, and ACC. It is possible that the visual stimulation, present in both silent-speech and heard-speech conditions, affected similarly the PCC activation and, thus no difference was seen in subtraction analysis (silent vs. heard speech).
5 Conclusions

The combined ISC–ICA analysis allowed us to identify a sensorimotor left-hemisphere network involved in the comprehension of continuous audiovisual speech; the network reacted to both natural and well-hearable speech, and occasionally even stronger for speech of diminished intelligibility. Corresponding GLM analysis revealed only parts of the network and no involvement of motor areas. The ISC–ICA approach thus seems suitable for fMRI experiments involving naturalistic and continuous stimuli.
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