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Nuclear power plant projects are often characterized by two factors: they are time-

consuming and capital-intensive. These current challenges include descriptive and non-

harmonized requirements demanded in the nuclear power industry resulting in the 

adaptation to a new licensing domain being very data-intensive, laborious, and tardy. 

Furthermore, the sheer volume of these requirements also poses a challenge. Nevertheless, 

by utilizing artificial intelligence in the analysis of nuclear power plant requirements, 

licensing and engineering could be facilitated and errors reduced in the allocation of 

requirements.  

 

This Masterôs thesis develops an algorithm capable of recognizing natural language to 

classify nuclear power plant requirements into predefined categories by utilizing 

supervised machine learning. The study was performed in close cooperation with an AI 
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based on the classified set of requirements and the needs of Fortum. 
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The language model and classifier were trained by using the YVL Guides issued by the 

Finnish Radiation and Nuclear Safety Authority (STUK). For training the classifier, a 

small selection of the requirements were classified according to the two-level predefined 

hierarchy. The algorithm was tested on the selected YVL Guides and a set of requirements 

issued by the Office for Nuclear Regulation in United Kingdom. 

 

The results include a predetermined requirements hierarchy, the content of the categories, 

natural language processing algorithm, requirements classified by both the experts and 

algorithm, and model accuracies in each test case. The accuracies of the classification tasks 

are promising indicating that the current methods are suitable for categorizing natural 

language as long as there is a qualified and sufficient amount of training data in place. The 

conclusions also suggest proceeding to research the capability of the models in other 

requirements analysis related tasks, such as atomizing long requirements and combining 

similar requirements into one.  
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Ydinvoimalaitosprojektit ovat usein pitkäkestoisia ja pääomaintensiivisiä. Yhtenä 

projektien ominaisena haasteena voidaan pitää suurta määrää kuvailevia ja epäyhtenäisiä 

vaatimuksia. Lisäksi ydinvoimalaitosdesignin vieminen ja suunnittelun sopeuttaminen 

uuteen lisensiointiympäristöön vaatii paljon tiedonhallintaa. Lisäksi se on työlästä ja 

hidasta. Tekoälyn hyödyntäminen ydinvoimalaitosvaatimusten analysoimisessa voisi 

nopeuttaa lisensiointi- ja suunnitteluprosesseja, sekä vähentää virheitä vaatimusten 

allokoinnissa.  

 

Tässä diplomityössä on kehitetty luonnollisen kielen prosessointiin kykenevä algoritmi 

ydinvoimalaitosvaatimusten luokitteluun. Työssä vaatimukset on luokiteltu ennalta 

määrättyihin kategorioihin ohjattua koneoppimista hyödyntämällä. Tutkimus on tehty 

yhteistyössä tekoäly-yrityksen Selko Technologies Oy:n kanssa, joka on vastannut 

algoritmin kehittämisestä Fortumin toimittaman luokitellun vaatimusjoukon ja tarpeiden 

perusteella. 

 

Algoritmi koostuu ydinvoima-alan kielimallista ja luokittelijasta. Kielimalli pohjautuu 

pitkään lyhytaikaisen muistin verkkoon ja luokittelija myötäkytkettyyn neuroverkkoon. 

Kielimallin ja luokittelijan kouluttamiseen on käytetty Suomen säteily- ja 

ydinturvallisuusviranomaisen Säteilyturvakeskuksen (STUK) Ydinturvallisuusohjeita. 

Luokittelijan kouluttamista varten tietty osa vaatimuksista on kategorisoitu kaksitasoisen 

ennalta määritellyn hierarkian mukaisesti. Algoritmin testaukseen on käytetty sekä valittua 

Ydinturvallisuusohjeiden vaatimusjoukkoa että Yhdistyneiden kuningaskuntien 

ydinturvallisuusviranomaisen (ONR) yhtä vaatimusjoukkoa. 

 

Työn tuloksena syntyi ennalta määritetty vaatimushierarkia sekä luonnollista kieltä 

prosessoiva algoritmi. Lisäksi työssä määriteltiin, mitä asioita kuuluu eri 

vaatimusluokkiin. Määrittelyn jälkeen sekä asiantuntijat että algoritmi luokittelivat työssä 

käytetyn datan. Mallin tarkkuus ja käytettävyys pystyttiin testaamaan lopuksi testidatalla. 

Saadut tarkkuudet vaatimusten luokittelussa ovat lupaavia ja osoittavat, että nykyiset 

menetelmät soveltuvat hyvin luonnollisen kielen luokitteluun, mikäli vain koulutusdata on 

laadukasta ja sitä on riittävästi. Tutkimusta voitaisiin jatkaa kokeilemalla mallien 

soveltumista myös muissa vaatimusten analysointiin liittyvissä tehtävissä. Näitä ovat 

esimerkiksi pitkien vaatimusten pilkkominen lyhempiin ja selkeämmin määriteltyihin 

lauseisiin sekä samanlaisten vaatimusten yhdistäminen yhdeksi vaatimukseksi. 

Avainsanat  Tekoäly, Koneoppimi nen, Systeemisuunnittelu, V aatimusten Analysointi , 
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Forewords  
 
This Masterôs thesis was conducted for Fortum Power and Heat Oy in cooperation with the 

AI company, Selko Technologies Oy. This diverse research project has enabled me to widen 

my knowledge of two broad subjects: artificial intelligence and systems engineering. I am 

very pleased with this endeavor work which has required much effort. 

 

I would like to humbly thank my kind advisors, Satu Sipola and Pekka Nuutinen, for this 

edifying opportunity, the trust shown me as well as the effort taken to instruct me at Fortum. 

I would also like to thank Professor Sanna Syri for supervising me. In addition, I am thankful 

for the helpful writing guidance provided by Ms. Anya Siddiqi via the Language Centreôs 

Writing Clinic service.  

 

This Masterôs thesis would not have been attainable without the close cooperation with Selko 

Technologies Oy, and especially CEO Tuomas Ritola and Data Scientist Aditya Jitta, who 

have shared their knowledge and supported me throughout the project. Thank you very much 

for the fruitful cooperation. Furthermore, this study has involved many Fortum experts with 

diversified competences. Huge thanks to all of you who have voluntarily taught me and 

provided valuable expertise. I wish to thank everyone for their kind assistance and time.  

 

These six years of education at Aalto University have been interesting. I have learned more 

than I could have ever imagined. The great memories I possess of student life and the 

Otaniemi campus are due to the amazing and energetic people I have met. Thank you, one 

and all. 

 

Work and life in general are a bit easier when there is a strong network supporting you. This 

support for which I am very grateful comes from my dear family: my mother and father as 

well as older sister and brother, including their families. I am very thankful for your kind 

support throughout my life.  

 

In addition to my immediate family, I feel privileged to share my life with you, Sini. It has 

been a wonderful journey to walk alongside you, and I am enthusiastically looking forward 

to our shared future. Thank you for your love. 

 

Finally, I would like to conclude my thoughts of the life up to this day and looking at the 

forthcoming marvel of life. As my respected and late grandfather stated as his last words: 

 

 

We are here to learn. 

 

 

 

 

Espoo, 8th of April  2019 

 

 

Santeri Myllynen 

 

 



  

 

 

Table of Contents  

Tiivistelmä 

Abstract 

Forewords 

Abbreviations 

List of Figures 

List of Tables 

1 Introduction .................................................................................................................... 1 

1.1 Background .......................................................................................................... 2 

1.2 Objectives and Scope .......................................................................................... 5 

1.3 Execution of Study .............................................................................................. 6 

1.4 Structure of Thesis ............................................................................................... 8 

2 Literature Review .......................................................................................................... 9 

2.1 Systems Engineering ........................................................................................... 9 

2.1.1 System Life Cycle .......................................................................................... 11 

2.1.2 System Life Cycle Processes ......................................................................... 12 

2.1.3 System Life Cycle Models ............................................................................. 13 

2.1.4 Requirements Analysis .................................................................................. 17 

2.2 Advanced Licensing and Safety Engineering Method ...................................... 20 

2.3 Artificial Intelligence ......................................................................................... 22 

2.3.1 Machine Learning .......................................................................................... 25 

2.3.2 Artificial Neural Networks ............................................................................ 29 

2.3.3 Natural Language Processing ........................................................................ 33 

3 Data and Methods ........................................................................................................ 38 

3.1 Data Collection .................................................................................................. 39 

3.2 Methods ............................................................................................................. 46 

3.3 Trustworthiness of Study ................................................................................... 49 

4 Results .......................................................................................................................... 50 

4.1 Requirements Hierarchy .................................................................................... 51 

4.2 Requirements Classification .............................................................................. 53 

4.3 Natural Language Processing Algorithm .......................................................... 59 

4.4 Algorithm Classification ................................................................................... 68 

4.5 Model Accuracy ................................................................................................ 76 

5 Discussion .................................................................................................................... 78 

5.1 Challenges ......................................................................................................... 78 

5.2 Future Possibilities ............................................................................................ 81 

5.3 Limitations of Research ..................................................................................... 85 

6 Conclusions .................................................................................................................. 86 

6.1 Research Summary ............................................................................................ 86 

6.2 Practical Implications ........................................................................................ 87 

References ............................................................................................................................ 89 

Appendices 

Appendix 1 Simplified and illustrative flowsheet of the testing procedure 

  



  

 

 

Abbreviations  
 

ADLAS® Advanced Licensing and Safety Engineering Method (Registered 

trademark of Fortum) 

AI  Artificial Intelligence 

ANN Artificial Neural Network 

BEATM Both-Ends-against-the-Middle 

CI Configuration Item 

CNN Convolutional Neural Network 

EARS The Easy Approach to Requirements Syntax 

FOAK First-of-a-kind 

HAEA Hungarian Atomic Energy Authority 

HL Hamming Loss 

I&C Instrumentation and Control 

IAEA International Atomic Energy Agency 

IEC International Electrotechnical Commission 

IEEE Institute of Electrical and Electronics Engineers 

INCOSE International Council on Systems Engineering 

ISO International Organization for Standardization 

k-NN K-Nearest Neighbor 

LSTM Long Short-Term Memory 

LSTMs Long Short-Term Memory Networks 

ML Machine Learning 

MLP Multilayer Perceptron 

NLP Natural Language Processing 

NOAK Nth-of-a-Kind 

NPP Nuclear Power Plant 

NRC Nuclear Regulatory Commission (United States) 

ONR The Office for Nuclear Regulation (United Kingdom) 

PLM Product Lifecycle Management 

ReLU Rectified Linear Unit  

RNN Recurrent Neural Network 

SE Systems Engineering 

SoI Systems of Interest 

SoS System of Systems 

STUK Finnish Radiation and Nuclear Safety Authority (Finnish: 

Säteilyturvakeskus) 

SVD Singular Value Decomposition 

SVM Support Vector Machine 

TFIDF Term Frequency-Inverse Document Frequency 

UK United Kingdom 

V&V  Verification and Validation 

XGBoost Extended Gradient Boosting 

YVL  Regulatory Guides on Nuclear Safety (Finnish: Ydinturvallisuusohjeet) 

 



  

 

 

List of Figures  
 

 

Figure 1 Stages in the lifetime of a nuclear installation (Adapted by the author from IAEA, 

2010; INCOSE, 2015; Alanen and Salminen, 2016) ............................................................. 3 

Figure 2 Cost of fixing a requirements error along the project life cycle (Derived by the 

author from Haskins et al. (2004) .......................................................................................... 4 

Figure 3 Timeline of the study ............................................................................................... 7 

Figure 4 Hierarchy within a system (Adapted by the author from ISO/IEC/IEEE, 2015) .... 9 

Figure 5 System-of-interest structure (ISO/IEC/IEEE, 2015) ............................................. 10 

Figure 6 System life cycle processes defined by ISO 15288. This figure has been captured 

from the INCOSE Systems Engineering Handbook, originally being excerpted from 

ISO/IEC/IEEE 15288:2015, Figure 4 on page 16. ............................................................... 12 

Figure 7 The large-scale system approach with and without a preliminary program design 

(Adapted by the author from Royce, 1970) ......................................................................... 14 

Figure 8 Vee Model (Captured from INCOSE, 2015, originally being excerpted from 

Forsberg et al., 2005) ........................................................................................................... 16 

Figure 9 Systems Engineering Process (Department of Defense, 2001) ............................. 18 

Figure 10 Requirements and the corresponding V&V activities in the V-Model (Hull et al., 

2011) .................................................................................................................................... 19 

Figure 11 Both-Ends-against-the-Middle approach applied in ADLAS® (Adapted by the 

author from Nuutinen et al., 2016) ...................................................................................... 21 

Figure 12 A Venn diagram representing the relationships between different fields (Derived 

by the author from Winston, 1993; Loukides, 2010; Goodfellow et al., 2016; Crnkovic-Friis, 

2018) .................................................................................................................................... 23 

Figure 13 An initial dataset is divided into two different sets in supervised learning (Adapted 

by the author from Goodfellow et al., 2016) ....................................................................... 25 

Figure 14 Confusion matrix for 2-class classification problems (Adapted by the author from 

Weizhong and Goebel, 2004) .............................................................................................. 27 

Figure 15 Typical ROC curves (Weizhong and Goebel, 2004) ........................................... 28 

Figure 16 An abstract neuron and a perceptron with a bias, respectively (Rojas, 1996) .... 30 

Figure 17 Artificial neural networks: (a) feedforward neural network and (b) recurrent neural 

network (Yuste, 2015) ......................................................................................................... 30 

Figure 18 The logistic sigmoid function and the rectified linear activation function, 

respectively (Goodfellow et al., 2016). ............................................................................... 31 

Figure 19 Recurrent neural network (left) is utilized in the LSTM (right) (Xia et al., 2018)

 ............................................................................................................................................. 35 

Figure 20 Text classification process applicable in this study (Adapted by the author from 

Ikonomakis et al., 2005) ...................................................................................................... 35 

Figure 21 The research onion for this study ........................................................................ 38 

Figure 22 Data collection hierarchy from the database to a spreadsheet ............................. 39 

Figure 23 From a whole document through document elements to an individual document 

element associated with the configuration item ID, paragraph and the relevant categories 

(Adapted by the author from Karstila, 2013) ....................................................................... 42 

Figure 24 A page of the YVL document (STUK, 2013a) and the individual YVL document 

elements in a PDF (Adapted by the author from Karstila, 2013) ........................................ 43 

Figure 25 Requirement object with attributes (Adapted by the author from Karstila, 2013)

 ............................................................................................................................................. 44 



  

 

 

Figure 26 The principles issued by ONR are presented in boxes and separately numbered 

(ONR, 2014) ........................................................................................................................ 45 

Figure 27 Beginning of the data science process ................................................................. 46 

Figure 28 Data science process after pre-processing ........................................................... 48 

Figure 29 Hierarchy of the classification ............................................................................. 51 

Figure 30 Number of the high-level categories in the initial dataset ................................... 56 

Figure 31 Number of the subcategories in the initial dataset .............................................. 57 

Figure 32 General workflow for both the training and testing phases ................................. 59 

Figure 33 Language model comprises LSTM cells having the structure of RNN .............. 60 

Figure 34 The overall workflow for training the Fortum classifier ..................................... 60 

Figure 35 An illustrative architecture of the language model ............................................. 61 

Figure 36 Training of the Wikipedia language model ......................................................... 63 

Figure 37 Training of the Fortum language model .............................................................. 63 

Figure 38 The Fortum classifier consists of the FFN and the domain-specific language model

 ............................................................................................................................................. 64 

Figure 39 An illustrative architecture of the feedforward neural network utilized in the 

classifier ............................................................................................................................... 64 

Figure 40 Workflow for training the classifier .................................................................... 65 

Figure 41 The general workflow in both testing and utilization phases of the classifier .... 65 

Figure 42 Hierarchy of the two-level classifier ................................................................... 66 

Figure 43 Receiver Operating Characteristics and the area under the ROC curve for the 

process class in the first blind test ....................................................................................... 77 

Figure 44 Receiver Operating Characteristics and the area under the ROC curve for the 

technical class in the second blind test ................................................................................ 77 

  



  

 

 

List of Tables  
 
Table 1 Typical arrangement at the beginning of a licensing project .................................... 3 

Table 2 Licensing steps and the related periods of time (Adapted by the author from World 

Nuclear Association, 2013) .................................................................................................... 4 

Table 3 Research questions and the related objectives .......................................................... 6 

Table 4 Responsibilities in the development project ............................................................. 8 

Table 5 Life cycle stages in a purpose-driven life cycle model (ISO/IEC/IEEE, 2016) ..... 11 

Table 6 Data and computer science related terms and definitions relevant to the thesis 

(Adapted by the author from Goldberg, 2015; Goodfellow et al., 2016) ............................ 24 

Table 7 Example of the accuracy calculation ...................................................................... 28 

Table 8 YVL Guides used in the initial requirements categorization .................................. 40 

Table 9 Data collection for training each language model .................................................. 40 

Table 10 Data collection for the blind tests ......................................................................... 41 

Table 11 Datasets and the number of requirements in each set ........................................... 45 

Table 12 Fortum experts who have supported in the requirements categorization process 49 

Table 13 Generic content examples of each requirement category ..................................... 53 

Table 14 Examples of ambiguous requirements (STUK, 2013d, 2013g, 2013a) ................ 54 

Table 15 Examples of the heading and reference paragraphs (STUK, 2013d, 2013g) ....... 54 

Table 16 Examples of the process and technical requirements (STUK, 2013a) ................. 55 

Table 17 Examples of the process requirements including the associated subcategories 

(STUK, 2013a, 2013g) ......................................................................................................... 55 

Table 18 The time consumed to verify the categorization of each requirement set ............ 58 

Table 19 Thresholds used in each test case ......................................................................... 68 

Table 20 Examples of the correct classifications (STUK, 2013d, 2013h, 2013g, 2013a, 

2013e) .................................................................................................................................. 69 

Table 21 Examples of the correctly predicted labels compared to the ground truths .......... 70 

Table 22 Examples of the incorrect classifications (STUK, 2013e, 2013f, 2013a, 2013g) 70 

Table 23 Labels of the incorrectly predicted requirements compared to the ground truths 71 

Table 24 Examples of the classifications in which the algorithm has been more accurate than 

human experts (STUK, 2013e, 2013g, 2013h) .................................................................... 72 

Table 25 Labels of the requirements sampled in Table 24 .................................................. 72 

Table 26 Examples of the interesting classifications from the first blind test (STUK, 2013c)

 ............................................................................................................................................. 73 

Table 27 Labels of the highlighted classifications of the first blind test ............................. 73 

Table 28 Examples of the classifications in the UK blind test (ONR, 2014) ...................... 74 

Table 29 Labels of the UK blind test examples ................................................................... 75 

Table 30 Model accuracy and the corresponding threshold in each test case ..................... 76 

Table 31 Proposals for the future research .......................................................................... 83 

Table 32 Summary of the main findings ............................................................................. 88 

 



  

 

1 

 

1 Introduction 

In the last four decades, nuclear power projects have become time-consuming and costs have 

globally increased partly due to increasingly complicated requirements. These requirements 

have affected the nuclear power industry rendering projects complex, therefore requiring 

large quantities of resources for the management of projects beginning from the licensing 

and design stages to the decommissioning phase (World Nuclear Association, 2013; IAEA, 

2016; Schneider and Froggatt, 2018). 

 

Requirements analysis is the most important task after discovering the initial set of 

requirements which occurs at the beginning of the project. At this stage, requirements should 

be analyzed as precisely as possible and potential conflicts found (Sommerville and Sawyer, 

1997). In the licensing process of a nuclear power plant, not only will the requirements set 

by the national regulatory authority be met, but also any other applicable stakeholder 

requirements. They include, for instance, international standards, which might total tens of 

thousands of requirements (IAEA, 2010). However, this challenge is not nuclear industry 

specific since it also involves other safety critical systems. This subject has been widely 

investigated, and one of the overarching factors is that they all are heavily regulated 

industries (Goddard, 1996; Hatcliff et al., 2014; Martins and Gorschek, 2016).  

 

Effectively analyzing a vast amount of requirements necessitates the utilization of a machine, 

because individualsô ability to decide in face of such a number of options is extremely 

ineffective (Eysenck and Keane, 2010). Furthermore, studies reveal that the time range for 

a human being capable of sustaining attention on a specific matter is very limited (Lamba et 

al., 2014; Bradbury, 2016). In contrast, a computer can constantly retain the same efficiency, 

the processing power being tremendous in comparison to human brains (Fischler and 

Firschein, 1987; Anusuya and Katti, 2010). 

 

The importance of precisely analyzed requirements is especially emphasized as we consider 

the cost of change and nuclear safety during the project life cycle. It is well known that the 

more mature the project, the more it costs to fix errors (Boehm, 1981; INCOSE, 2015; 

NASA, 2016). The growth factor of the cost increases enormously when progressing through 

the life cycle (Haskins et al., 2004). Furthermore, nuclear safety is better facilitated when 

the safety requirements are correctly evaluated. Therefore, an agile and correct analyzing 

method should be adapted in order to rationalize the whole nuclear power plant (NPP) life 

cycle, specifically the engineering and licensing processes. 

 

This Masterôs thesis develops an artificial intelligence (AI)  algorithm related to nuclear 

power industry in cooperation with an AI-company called Selko Technology Oy. The 

algorithm would accelerate the requirements analysis, and correctly obtain the requirements 

specification immediately at the beginning of the project. The efficient analysis process is 

essential for saving time (costs) as well as increasing nuclear safety by quickly and precisely 

applying suitable prerequisites to each design task. Generally, the wider intention is to 

investigate the applicability of AI in classifying requirements and rationalize the systems 

engineering process of which commencement is the requirements analysis. Because the 

requirements are written in natural language, a natural language processing (NLP) 

application and deep supervised learning are utilized as a part of the model for enabling the 

recognition and categorization of the requirements.  
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1.1 Background  

In the initial stage of designing a nuclear power plant or a related safety critical system, the 

requirements and configuration management involve special consideration. The Regulatory 

Guides on nuclear safety (YVL Guides) issued by the Finnish Radiation and Nuclear Safety 

Authority (STUK) create a regulatory basis for all designs and their methods related to 

nuclear safety. The guides demand that the requirements be traceable and their fulfillment 

verified (STUK, 2013a). As authoritiesô requirements and the explication of these 

requirements become stricter, the importance of thorough design becomes more apparent 

once the licensing and engineering projects have started. However, categorizing, tracing and 

verifying the requirements can be extremely complicated due to the sheer volume of 

requirements, thus impeding a demonstration of compliance. Therefore, further research into 

requirements and configuration management has experienced an increased surge during the 

last few years.  

 

One of the bodies in charge of internationally regulating nuclear industry companies is the 

International Atomic Energy Agency (IAEA), which establishes or adopts standards and 

main principles of safety for the protection of health and minimization of danger to life and 

property (IAEA, 1989). However, there is still an international lack of harmonization in the 

nuclear safety regulation, despite basic principles being similar worldwide as well as 

consistent with the policies of IAEA, and international rules being developed to improve the 

way of writing high-quality requirements. The requirements are expressed in different ways 

and each authority highlights slightly different demands, partly because they have 

idiosyncratically applied the principles (IAEA, 2006a, 2006b; Mavin et al., 2009; MIT, 

2018).  

 

Each national regulatory authority is required to decide on actions needed to achieve 

compliance with national laws and regulations (IAEA, 2006b). Due to the legislative 

differences and the emerging state of international standards, a supplier has to be adaptable 

when executing any specific set of national or international safety requirements for its plant 

design; that is, a licensing process always includes adapting a country specific regulation 

(Fortum, 2018). Therefore, the consistency of the proposed design criteria must be assessed 

according to the national requirements and only considering the IAEA Safety Standards. 

Identifying new ways of adopting country specific requirements is considered one way of 

reducing unit costs. Usually, there are not only the nuclear and radiation safety requirements 

to be fulfilled, but also stakeholder requirements, which have to be considered in the 

licensing of a nuclear power plant. The stakeholder requirements, such as power production, 

startup, shutdown, maintenance and refueling of the plant compose adjunct demands (IAEA, 

2000). 

 

IAEA states that meeting the licensing requirements throughout the life cycle is as important 

as being able to adequately demonstrate the compliance to stakeholders. In addition to these 

requirements, the codes and standards define the applicable rules for components. Thus, 

there is a large variety of requirements, which may change in the various life cycle stages 

illustrated in Figure 1. At the beginning of the project, the definition of the project 

requirements, particularly the applicable codes, standards and regulations are considered to 

outline the suitable scope. Based on them, the requirements analysis, categorization and 

elaboration are performed prior to initiating designing. When new demands are elaborated, 

considering traceability of the requirements is essential to finally demonstrate the fulfillment 

of the applicable requirements (IAEA, 2010, 2012; STUK, 2013a). 
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Figure 1 Stages in the lifetime of a nuclear installation (Adapted by the author from IAEA, 2010; 

INCOSE, 2015; Alanen and Salminen, 2016) 

 

In other words, to systematically manage requirements of the nuclear power plant lifecycle, 

they should be assigned to relevant products and processes. Currently, the assignment is 

manually and gradually performed. Following the raw categorization, each label is also 

validated to adhere to the categorization, turning the requirements allocation into a time-

consuming process. The World Nuclear Association (2013) specifies causes for the delay of 

the nuclear power projects, such as an initial application lacking quality or being incomplete, 

and requirements changing during the licensing or construction process. MIT especially 

highlights the effect of changes on plant design during construction, regardless of the reason 

for the change (MIT, 2018). To better facilitate the design, STUK requires that the design of 

systems important to safety shall be based on a life-cycle model (STUK, 2013a, p. 6).  

 

A survey result reveals that there are huge variations in time needed for the preparation of 

the license application and for the licensing procedure. Although the wide range may be 

partly expounded by both various national regulations, and licensing systems and 

requirements (IAEA, 2012; World Nuclear Association, 2013), the import of whether a plant 

is first-of-a-kind (FOAK) or nth-of-a-kind (NOAK) is axiomatic. However, differences in 

regulatory regimes do effect on overall construction times and costs (Boldon and Sabharwall, 

2014).  

 

Table 1 describes a typical arrangement at the beginning of a licensing project. A customer 

has barely any expertise to participate in the commencement, and the authority should be 

independent and only focus on the supervision of the work concerning the nuclear safety. 

Consequently, this leads to the responsibility of the vendor supplying the plant. The supplier 

is required to analyze as well as categorize the requirements to be able to correctly allocate 

them, and as a consequence, perform possible design changes. Thus, the requirements should 

be precisely analyzed because the changes are carried out according to the analysis results, 

and the cost of changes increase along the life cycle as mentioned earlier and illustrated in 

more detail in Figure 2. 

 

Table 1 Typical arrangement at the beginning of a licensing project 

Party Special Characteristics 

Customer - Presumes low costs 

- Imposes plenty of requirements 

Authority - Establishes nebulous requirements 

Supplier - Provides a standard product 

- Is willing to do business 
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The importance of the control of time, which should be one of the basic goals of all parties 

involved in a construction project, has been noted. It is mentioned that ñthe ownerôs goal is 

to shorten the time it takes for each phase of the project ï from initial planning through 

construction executionò (Baker, 1991, p. 1). Given that time and money have a fixed 

relationship, time management should be carefully considered (Jung et al., 2015). 

 

Currently, the median average construction time for new reactors is 58 months (World 

Nuclear Association, 2018, p. 9), while time used in different licensing steps varies 

significantly worldwide as represented in Table 2. It should be emphasized that the fastest 

completion times have occurred in Japan: the first advanced boiling water reactor units were 

built in 37 and 39 months (IEA and NEA, 2015, p. 3). However, Japanôs average construction 

time has been 47 months (World Nuclear Association, 2016, p. 21).  

 

Table 2 Licensing steps and the related periods of time (Adapted by the author from World Nuclear 

Association, 2013) 

Licensing Step Time Range 

Preparation of application 12 to 48 months 

Construction license process 12 to 40 months 

Operating license process   6 to 36 months 

 

As mentioned earlier, the cost to fix errors increases along the life cycle. The following 

estimation illustrated in Figure 2 has been published by Haskins et al., (2004). Fixing a 

requirements error during the requirements phase is assumed to cost 1 unit. Hence, the costs 

of similar events in the future can be compared to the reference event. It should be noted that 

the cost at the operations phase is estimated to be even more than 1500 units, but the 

simplified diagram is only plotted up to 100 units. Other studies have also been published 

sharing the same idea ï the cost of the requirements error increases as the project matures 

(Rothman, 2002; Marasco, 2007). 

 

 

Figure 2 Cost of fixing a requirements error along the project life cycle (Derived by the author from 

Haskins et al. (2004) 
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Therefore, the requirements specification should be accurately performed directly after the 

commencement of the project. It has been recognized that the accuracy of the corrective 

categorization should increase with the help of artificial intelligence and the requirements 

categorization process become concurrently more efficient. When completion time and 

overall cost of the project are decreased, and operational performance as well as customer 

satisfaction are improved, the process is consistent with the lean approach. The approach 

aims towards increasing quality, decreasing price and reducing the duration of responds 

(Vujica Herzog and Tonchia, 2014; Smith and Thangarajoo, 2015). 

 

The utilization of artificial intelligence and especially natural language processing in 

requirements analysis have been widely studied. A common objective connects each of the 

studies, utilizing artificial intelligence to improve processes, such as requirements 

classification and elicitation (Huyck and Abbas, 2000; Tamai and Anzai, 2018). In 

requirements analysis, an overarching challenge is that the requirements are usually implicit 

and descriptive. However, studies have already been performed in which the user only 

provides the requirements and the machine translates them into codes. It demonstrates the 

possibility of the utilization of AI. If performed correctly, it reduces costs and errors while 

changes are isolated in the requirements stage (Onowakpo and Ebbah, 2002; Sharma and 

Pandey, 2013). 

 

1.2 Objectives and Scope  

The objective of the research is to create a requirements categorization algorithm by utilizing 

a supervised learning method. The study also aims to improve and maintain professional 

expertise by increasing the understanding of systems engineering processes and artificial 

intelligence. The utilization of artificial intelligence (AI), specifically machine learning 

(ML) , and natural language processing (NLP) would decrease the time used in the 

requirements analysis as well as increase the quality of the categorization. The requirements 

categorization algorithm is expected to be capable of more accurately classifying 

requirements than an expert and as such, improve the processes. The execution time of the 

algorithm should not be less than 80 requirements in a minute, and the accuracy should be 

better than a human judgement of 70 percent. The goal of the execution time and the 

judgement is based on the results of previous classification studies (Maggini, Rigutini, and 

Turchi, 2004; Khan et al., 2018; Geirhos et al., 2019). 

 

This study is restricted to an experiment in which artificial intelligence and natural language 

processing methods are utilized based on supervised learning in requirements categorization 

aiming to investigate the prospect of the utilization of AI in the analysis of nuclear power 

plant requirements. Specifically, only certain YVL Guides and a requirement set issued by 

the Office for Nuclear Regulation (ONR) in the United Kingdom (UK) are used as well as 

specific categories. The initial objective is to test the ability of the algorithm to recognize 

different requirements, find similarities and label them according to a specific logic taught 

by specialists through the categorized learning data. It is highlighted that the focus of the 

thesis is on weak artificial intelligence which is emphasized by the narrowly defined problem 

(Al -Rifaie and Bishop, 2012; Miailhe and Hodes, 2017). The thesis relates to a broader 

intention to develop new tools and investigate prospects of utilizing AI technology especially 

in a specific licensing and safety engineering method developed by Fortum Oyj called 

ADLAS®. This proprietary method is Fortumôs systems engineering approach. ADLAS® 

is further described and presented in Chapter 2.2. 
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However, the aim of the study is not to provide any detailed result of the algorithmôs ability 

to be utilized in different cases of requirements engineering or even analysis, but to recognize 

the possibilities in which this or a similar algorithm could be utilized. Additionally, new 

targets for development are expected to be identified in this thesis. To support reaching the 

set targets, three main research questions and the related objectives are established and listed 

in Table 3. 

 

Table 3 Research questions and the related objectives 

Research Question Objective 

RQ1: What is the current stage of 

utilization of AI ? 

Ÿ To evaluate the current possibilities of the 

utilization of AI in requirements analysis 

RQ2: Where could AI and NLP be 

utilized along the life cycle? 

Ÿ To clarify the parts of the life cycle in which 

AI  could be employed and determine the 

optimal methods 

RQ3: What should be developed to 

better facilitate the utilization of AI?  

Ÿ To establish which issues should be 

considered to better enable the utilization of AI 

 

The first research question (RQ1) aims to create a firm foundation of the current state of 

artificial intelligence and its ability to be utilized in requirements analysis. This is mainly 

achieved by developing an algorithm and testing it with a few different data sets. Before 

commencing the development of the model, a classified and high-quality data set is 

generated consuming the generality of the project time together with the development work 

of the algorithm; this is the primary focus of the thesis. The results will clarify issues already 

performable by the algorithm. The use of artificial intelligence in natural language 

processing has been hitherto limited; thus, the aim of the second research question (RQ2) is 

to clarify the parts of the life cycle in which NLP methods could be utilized. By analyzing 

the life cycle and activities related to systems engineering, further understanding will be 

gained of other possibilities for the utilization of NLP along the life cycle. The third question 

(RQ3) features enquiries of the most practical actions to be considered when the utilization 

of AI is further developed and better facilitated. 

 

1.3 Execution of  Study  

The development project was performed by Fortum Power and Heat Oy (hereinafter referred 

to as Fortum) in close cooperation with Selko Technology Oy (Selko) which is a Finnish 

startup company focusing on developing AI algorithms for requirements engineering 

applications. The main responsibilities of the parties are presented in Table 4 below. The 

thesis worker was liable for the project, and collaborated with both internal experts and the 

external company. Generally, Fortumôs responsibility was to provide a categorized training 

dataset as well as suitable testing datasets. Additionally, Fortum also validated the algorithm 

after the testing, whereas Selko was responsible for the development of the algorithm. In 

addition, Selko provided support in improving the understanding of artificial intelligence.  

 

The execution of the study contains the following research phases: literature review, 

requirements categorization (training and test datasets), algorithm development, validation 

of the algorithm and conclusion of the applicability of AI technology. Figure 3 illustrates the 

execution of the study which includes each phase and its related actions in chronological 

order. The study began in the middle of August 2018, lasting until the middle of April 2019. 
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Figure 3 Timeline of the study 

 

The project was initiated by planning the work and scope as well as reviewing earlier 

literature to have a common understanding of the two main subjects covering the study, 

systems engineering and artificial intelligence. In tandem with these actions, the YVL 

requirements were also categorized in which the aim is to have classified and high-quality 

training and testing data. Part of the initial dataset is then left for testing with the other part 

being used as a training set in the training phase of the algorithm usage. The classified and 

reviewed training dataset is used for teaching the functioning of the model. The testing phase 

is divided into three parts because different test sets are used to illuminate the current ability 

of the model and natural language processing in managing various regulatory environments. 

Specifically, the testing datasets include both the Finnish and the British requirements 

written in English. Finally, a conclusion is reached based on the results and observations 

from the literature and specialists.  

 

In addition to the thesis worker responsible for the project, a core team of the development 

project on behalf of Fortum included the following experts: Technology Development 

Manager, Head of Nuclear Engineering, Design Engineer (Requirements and Configuration 

Management) and Nuclear Safety Design Manager. The team supported the completion of 

the project for which the thesis worker was responsible. In the core team, Selko was 

represented by Chief Executive Officer and two Data Scientists, specialized in neural 

network based classifiers. Furthermore, new development possibilities were discussed with 

Fortum experts located in Loviisa NPP (Finland) and Sweden. 

 

The responsibilities defined and listed in Table 4 are generalized to clarify sharing of 

responsibility in general. In practice, there are many similar tasks since the testing phase is 

performed three times. Thus, specific datasets are separately collected, classified, and 

verified for each case. More precise descriptions of the tests are presented in Chapter 4. 
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Table 4 Responsibilities in the development project 

Subject Fortum Selko 

Definition of Objectives X  

Theoretical Background and Literature Review X  

Access and Understanding Data X  

Data Collection X  

Data Classification X  

Data Verification X  

Providing Data X  

Creating Training and Test Datasets  X 

Algorithm Development  X 

Model Training  X 

Model Testing  X 

Model Scoring  X 

Model Evaluation  X 

Support for Validation Work  X 

Verification of Results X  

Model Validation X  

Conclusions X  

 

 

1.4 Structure of  Thesis  

Next, the structure of the thesis is briefly described including each chapter with both the 

related content and aim. The report consists of six main chapters. Chapter 1 provides the 

background for the thesis, illuminates the main objectives, provides limitations, and 

describes the execution as well as the structure of the thesis. 

 

Chapter 2 presents the relevant theory in a form of literature review. Both main subjects 

covering the thesis are discussed, that is, systems engineering and artificial intelligence. The 

object is to provide the context of the thesis and to better understand the topics. However, 

interesting topics related to the main subjects are mentioned broadening the knowledge in 

these areas. Chapter 3 discusses the methods and data collection used in this thesis as well 

as trustworthiness of the study. It starts with representing the data collection which includes 

the exact documents and the amount of requirements utilized. The chapter demonstrates the 

overall way of developing the algorithm applicable also for this study. 

 

The development project including each phase and the related results is thoroughly explained 

in Chapter 4. Most importantly, each finding is deliberated on, such as requirements 

classification and hierarchy as well as the model accuracies. In Chapter 5, relevant 

discussions are examined related to the present results and future possibilities. The 

discussions are based on interviews of the core team and other Fortum experts consulted 

during the project. Finally, Chapter 6 summarizes the study and the results accomplished 

through this project.  
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2 Literature Review 

The two major disciplines employed in this study, namely systems engineering and artificial 

intelligence, are discussed in this chapter. Their theory will be reviewed focusing only on 

the relevant parts from the thesis point of view. 

 

2.1 Systems Engineering  

The aim of this subchapter is to emphasize the suitable theory of systems engineering which 

concerns designing and managing complex systems over the whole life cycle. The 

International Organization for Standardization (ISO) has established the ISO 15288 Standard 

Systems and software engineering ï System life cycle processes, which defines Systems 

Engineering (SE) as an interdisciplinary approach enabling the realization of successful 

systems, more specifically ñgoverning the total technical and managerial effort required to 

transform a set of stakeholder needs, expectations, and constraints into a solution and to 

support that solution throughout its lifeò (ISO/IEC/IEEE, 2015, p. 10). The standard 

continues to describe that SE integrates all the disciplines and specialty groups forming a 

structured development process proceeding from concept to production to operation. 

 

In systems engineering, the concept of a system is defined as a ñcombination of interacting 

elements organized to achieve one or more stated purposesò (ISO/IEC/IEEE, 2015, p. 9). As 

mentioned in the same document, systems are defined by their functions, which are processes 

transforming resources from one state to another (ISO/IEC/IEEE, 2015). Figure 4 below 

represents a simplified hierarchy within a system in which the system acts as a boundary in 

order to achieve one or more stated purposes while the interacting system elements create 

the system. The schematic diagram shown in Figure 4 can already be called a system-of-

interest (SOI). The related ISO Standard defines the concept of system-of-interest as a 

ñsystem whose life cycle is under consideration [é]ò (ISO/IEC/IEEE, 2015, p. 9). 

 

There may also be elements that are not part of the system but in which there is interaction. 

According to the INCOSE Systems Engineering Handbook (hereinafter referred to as the 

INCOSE Handbook), this collection of elements is called the operating environment or 

context and can include the users (or operators) of the system. The concept of a system 

boundary has been developed due to the system being visible from both the inside and 

outside. This boundary separates the system from its greater context, clearly defining the 

content forming part of the system. As the information traversing the subsystem boundary 

needs to be known, the same principle also appears in the interfaces of the subsystems 

(INCOSE, 2015). ISO 42010 Standard states that the environment of a system includes 

developmental, technological, political, legal, regulatory and ecological influences 

(ISO/IEC/IEEE, 2011b). 

 

 

Figure 4 Hierarchy within a system (Adapted by the author from ISO/IEC/IEEE, 2015) 
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Each element can be either individual or at a much higher-level, acting more like a system 

itself. At any given level, a system can be formed by grouping the elements into distinct 

subsets. These subsets of elements are further subordinated to a higher-level system as 

illustrated in Figure 5 (INCOSE, 2015). ISO/IEC/IEEE 15288 (2015) describes the concept 

of a system hierarchy in Paragraph 5.2.2 as follows: ñThe system life cycle processes [é] 

are described in relation to a system that is composed of a set of interacting system elements, 

each of which can be implemented to fulfill its respective specified requirementsò.  

 

The ISO Standard 15288 also extends the idea of system-of-interest and represents a 

schematic diagram for more complex systems-of-interest as shown in Figure 5. As can be 

seen, the system-of-interest may consist of several different systems with some system 

elements even being considered to be new systems within systems. However, this is only a 

hierarchical relationship, while increasingly, systems are only partly hierarchical. Currently, 

networks and other distributed systems are examples of the concept of a system of systems 

(SoS), which is an SOI whose elements are managed and/or operated independently 

(ISO/IEC/IEEE, 2015).  

 

 

Figure 5 System-of-interest structure (ISO/IEC/IEEE, 2015) 

 

To facilitate the life cycle activities of the SOI, enabling systems have been defined. They 

provide services needed by the SOI during any life cycle stage, although they are not directly 

part of the operational environment. The INCOSE Handbook provides examples of enabling 

systems, such as collaboration development systems, production systems, and logistics 

support systems. The enabling system may interact in conjunction with the SOI, or the SOI 

receives the desired services once needed (INCOSE, 2015). The SOI may simultaneously 

interact with various enabling systems while also interacting with systems comprising the 

operational environment (ISO/IEC/IEEE, 2015). 

 

ISO 15288 Standard states that every system has a life cycle which consists of the 

conceptualization of a need of the system, its realization, utilization, evolution and disposal. 

In the context of a project, the life cycle includes the phases connecting the commencement 

of the project to its end (American National Standards Institute, 2004). From this point of 

view, both systems and projects can be seen as sharing similar characteristics. By way of 

processes used for execution of these actions, people performing and managing actions in 

organizations enable a system to progress through its life cycle. As system features, such as 

nature, purpose, use, and prevailing circumstances affect life cycles, they must be considered 

when planning and executing the system life cycle (ISO/IEC/IEEE, 2015). 



  

 

11 

 

2.1.1 System Life Cycle  

ISO 15288 Standard states that every system has a life cycle which ñcan be described using 

an abstract functional model that represents the conceptualization of a need for the system, 

its realization, utilization, evolution and disposalò (ISO/IEC/IEEE, 2015, p. 14). There are 

many ways to determine a life cycle depending on the nature, purpose, use, and prevailing 

circumstances of the system. During planning and execution of the system life cycle, each 

stage is considered due to a distinct purpose and contribution to the whole life cycle 

(ISO/IEC/IEEE, 2015).  

 

ISO 24748 Standard Systems and Software Engineering ï Life Cycle Management lists 

typical life cycle stages: concept, development, production, utilization, support and 

retirement (ISO/IEC/IEEE, 2016). Product lifecycle management (PLM) defines life cycle 

stages particularly from a product point of view. Saaksvuori and Immonen (2008, p. 3) 

describes PLM as ña systematic, controlled concept for managing and developing products 

and product related informationò offering ñmanagement and control of the product process 

and the order-delivery processò, otherwise known as product development, productizing and 

product marketing (Saaksvuori and Immonen, 2008). 

 

The life cycle stages identified by ISO 24748 and the related purposes are presented below 

in Table 5. Generally, the stages are sequential, but overlaps may exist. In contrast, 

Utilization and Support stages run in parallel during the operational life of the system-of-

interest as Gray et al. (2017) state. As ISO 15288 specifies, each stage has a distinct purpose 

and contribution to the whole life cycle. The major life cycle periods are represented by the 

stages concerning ñthe state of the system description or the system itselfò (ISO/IEC/IEEE, 

2015, p. 14). The major progress and achievement milestones of the system are expressed 

by the stages which also generate the primary decision gates of the life cycle.  

 

Table 5 Life cycle stages in a purpose-driven life cycle model (ISO/IEC/IEEE, 2016) 

Life Cycle Stages Purpose Decision Gates 

Concept 

- Identify stakeholdersô needs 

- Explore concepts 

- Propose viable solutions 

Decision Options: 

 

- Execute next stage 

- Continue this stage 

- Return to a preceding stage 

- Put a hold on project activity 

- Terminate project 

Development 

- Refine system requirements 

- Create solution description 

- Build system 

- Verify and validate system 

Production 
- Produce systems 

- Inspect and verify 

Utilization  
- Operate system to satisfy 

usersô needs 

Support 
- Provide sustained system 

capability 

Retirement 
- Store, archive or dispose of 

system 
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2.1.2 System Life Cycle Processes  

ISO 15288 defines four process groups, each of them including specific activities to be 

performed during the life cycle of a system, if necessary. It should be noted that performing 

a life cycle may not only be limited to the recognized processes but also any other processes 

may be utilized if considered useful (ISO/IEC/IEEE, 2015). The four process groups and the 

related processes are represented in Figure 6. 

 

 

Figure 6 System life cycle processes defined by ISO 15288. This figure has been captured from the 

INCOSE Systems Engineering Handbook, originally being excerpted from ISO/IEC/IEEE 

15288:2015, Figure 4 on page 16. 

 

Technical actions are performed by technical processes throughout the life cycle. As 

stakeholders state their needs, they have to be considered and fulfilled in a product or service. 

This is ensured by using technical processes in the transformation. In addition, technical 

processes are implemented to establish and use a system. The processes can be utilized at 

any level in a hierarchy of the system structure and at any stage in the life cycle 

(ISO/IEC/IEEE, 2015). Product engineering is defined to involve ñthe technical processes 

to define, design, and construct or assemble a productò (ISO/IEC/IEEE, 2010, p. 273). 

 

Technical management is stated to be ñthe application of technical and administrative 

resources to plan, organize, and control engineering functionsò (ISO/IEC/IEEE, 2010, p. 

366). Technical management processes manage the resources and assets of individual 

projects allocated by organization management. Thereafter, they are applied to fulfill  the 

agreements into which the organization(s) enter. The technical effort of projects, especially 

planning of cost, timescales and achievements, are dependent on these processes. ISO 15288 

amplifies their usage as follows: ñto establish and perform technical plans for the project, 

manage information across the technical tasks through to completion, and to aid in the 

decision-making processò (ISO/IEC/IEEE, 2015). 
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Agreement processes are described as processes utilizing agreements for acquiring and 

supplying products or services; that is, conducting business with a supplier and agreeing that 

something is delivered to the acquirer. Since organizations are producers and users of 

systems, there is always at least one acting as an acquirer tasking another (acting as a 

supplier) for products or services. Organizations can simultaneously or successively act as 

both acquirers and suppliers of systems (ISO/IEC/IEEE, 2015). The acquirer establishes an 

agreement with the supplier and manage supplier performance by using the acquisition 

process (Electronic Industries Alliance, 1999). IAEA states that ñthe licensing process may 

also include agreements and commitments made between the regulatory body and the 

applicantò (IAEA, 2010, p. 5). For this reason, the licensing process may also be seen as an 

agreement process. 

 

The outcomes of the business processes of the organization affect a project conducted in the 

particular context. The essential resources are provided by organizational project-enabling 

processes facilitating ñthe project to meet the needs and expectations of the organizationôs 

interested partiesò (ISO/IEC/IEEE, 2015, p. 17). For instance, employees are needed to 

manage the project which may require certain facilities. The organizationôs capability to 

acquire and supply products or services at each project phase is partly ensured by these 

processes. They are not adequate to operate a business but ñstate the minimum set of 

dependencies that the project places upon the organizationò (ISO/IEC/IEEE, 2015, p. 14). 
 

2.1.3 System Life Cycle Models  

Generally, systems may be defined as a sequential, single pass through the processes. 

However, an exchange of valuable information and insight should be enabled to effectively 

and efficiently meet the mission or business needs. It is essential to ensure that the 

information flows in every direction between the processes, thus, better facilitating the 

ñincorporation of learning from further analysis and process applicationò (INCOSE, 2015, 

p. 32). 

 

Life cycle approaches that attempt to facilitate the exchange of information have been 

recognized, such as the Waterfall (Royce, 1970), Spiral (Boehm, 1988) and Vee (Forsberg 

and Mooz, 1991). They can be used to define the beginning, ending and appropriate process 

activities (INCOSE, 2015). Next, two important life cycle models relevant to the thesis are 

presented, namely the Vee Model (also referred to as V-Model) and the Waterfall Model. 
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2.1.3.1 Waterfall Model  

Originally in 1970, Winston Royce proposed the use of a waterfall model when managing 

large software projects. The model, originally aimed at software manufacturing, includes 

three important parts to improve the project management. Especially, it is stated that in a 

complex development project, there shall be several upper-level steps. This is illustrated in 

Figure 7 (Royce, 1970). 

 

With respect to software industry, analysis and coding are the most important phases when 

developing a large-scale program, but not enough alone to manage and control the 

development process. Therefore, supplement steps are introduced: system requirements 

definition, software requirements definition, program design and testing. The left-side 

approach of Figure 7 is dependent upon the iterative interaction between the various phases. 

In practice, in an implementation of the approach, possible failures, such as timing, storage 

and input/output transfers are experienced only in the testing phase at the end of the 

development cycle. This means the product improvement returns to either the software 

requirements (modify the requirements) or the program design (substantial change has to be 

made) being a time-consuming and expensive process. Inserting a preliminary program 

design, as shown in the right-side approach of Figure 7, enhances abilities to observe 

possible failures early enough to be able to easily modify the design. According to Royce, 

to further improve the overall development process, documentation should also be current 

and complete. Hence, the preliminary program design phase includes documenting system 

overview, designing data base and processors, allocating subroutine storage as well as 

execution time, and describing operating procedures. In addition to the required 

documentation, the stage includes preliminary design, analysis, program design, coding, 

testing and usage. That implies the job is performed twice (Royce, 1970).  

 

 

Figure 7 The large-scale system approach with and without a preliminary program design (Adapted 

by the author from Royce, 1970) 
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While the original Waterfall model is based on the iterative interactions, an incremental 

model has been recognized in software development resulting in a ñmulti-waterfallò cycle. 

Multiple development cycles occur in the incremental model as designing, implementing 

and testing are incrementally performed. The product is divided into builds to separately 

create and test sections of the project. By defining several smaller baselines facilitates the 

finding of errors in user requirements. This is because of soliciting feedback for each stage, 

and testing the current version instantly it has been finished. The flexibility in changing 

scope and requirements is also considered one of the advantages of this approach (Mandal, 

Kandar, and Ray, 2011; Singh, Thakur, and Chaudhary, 2015). 

 

Lutz and Huitt (2003, p. 2) describes that the interaction of new information with stored 

information is usually demonstrated with a bottom-up or top-down system, or a combination 

of the two. The latter approach is also known as Both-Ends-against-the-Middle (BEATM) 

design. The primitive implementation steps to develop a large computer program presented 

by Winston Royce (1970) exemplify a top-down (also called as an allocation and flow-down) 

design which begins with a view of an important problem that needs a solution. The design 

focuses on high-level requirements which are further decomposed into lower and lower-level 

structures and specifications. Finally, the physical implementation layer, existing also in the 

V-model and ADLAS® methodology, is reached (INCOSE, 2015; Keyes, 2015). The 

bottom-up design focuses on the potential of available real-world physical technology, 

implementing solutions to which the technology is most suited. Both the bottom-up and top-

down designs have specific questions to which they attempt to respond, respectively. These 

questions are listed below. Keyes (2015, p. 13) specifies that the BEATM design 

immediately focuses at both ends of the design process flow: ña top down view of the 

solution requirements, and a bottom-up view of the available technology that may offer 

promise of an efficient solutionò. 

 

- ñWhat can we most efficiently do with this technology?ò (Bottom-up) 

- ñWhat is the most valuable thing to do?ò (Top-down) 

 

From a psychology point of view, a bottom-up system sees new information ñas an initiator 

which the brain attempts to match with existing concepts to break down characteristics or 

defining attributesò (Lutz and Huitt, 2003, p. 2). Conversely, the existing information is 

stated to be utilized as the initiator in a top-down system (Lutz and Huitt, 2003). That is, 

initial knowledge essential to form user requirements might exist, which has to be considered 

in order to adequately define the requirements at the beginning of the project (Forsberg and 

Mooz, 1991, p. 6). 

 

As discussed, the BEATM design process simultaneously initiates from both ends 

attempting to find an optimum merging. It has been recognized that some of the successive 

exploitations of the two separate processes are due to an intuitive, yet unconscious use of the 

BEATM methodology (Keyes, 2015). The Waterfall Model established for software 

development is also applied to the ADLAS® methodology with the Vee Model. The Vee 

Model will be discussed in the following subchapter, whereas the ADLAS® is later 

described in Chapter 2.2. 
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2.1.3.2 V-Model 

In 1991, Forsberg and Mooz visualized the technical aspect of the project cycle as a ñVeeò, 

in which there are user needs on the upper left and a user-validated system on the upper right, 

the cycle starting and ending respectively (Forsberg and Mooz, 1991). The model was further 

introduced by Forsberg, Mooz, and Cotterman (2005) as they described the model in more 

detail. The architecture of the V-Model is shown below in Figure 8. The word ñarchitectureò 

is generally used to describe the way of which the subsystems join together to form the 

system (Department of Defense, 2001, p. 6). According to SFS-EN 61508-4 Standard, an 

architecture is defined as a ñspecific configuration of hardware and software elements in a 

systemò, indicating that the meaning of architecture is dependent on the definition of the 

system-of-interest (SFS, 2010). 

 

The left side of the Vee reflects the well-established Waterfall Model for the project cycle. 

The system definition (top-down branch) is conducted by successive levels of 

decomposition, each of them corresponding to the physical architecture of systems and 

system elements. There is no limit in the amount of levels in the decomposition. For instance, 

the INCOSE Handbook defines seven decomposition levels. In contrast, the integration 

(bottom-up branch) forms the opposite way in which each level is separately and sequentially 

composed starting from the bottom (Forsberg and Mooz, 1991; Forsberg et al., 2005). 

 

 

Figure 8 Vee Model (Captured from INCOSE, 2015, originally being excerpted from Forsberg et al., 

2005) 

 

Forsberg et al. (2005) emphasize that the activities on the left and right sides of the Vee are 

connected with each other. The verification and validation methods to be used on the right 

are already determined in the definition stage. As Figure 8 illustrates, there is a direct 

correlation between activities. Both the defined system and systems elements belong to 

system definition side including requirements and design characteristics. The design is 

verified against the realized system and systems elements. Verified products form a realized 

system which completes the final product in the system realization branch (INCOSE, 2015). 
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2.1.4 Requirement s Analy sis  

In successful projects, the needs and requirements of the stakeholders have to be met 

throughout the life cycle. Systemôs development is governed by the stakeholder 

requirements, thus, being used in further definition or clarification of the scope of the 

development project. System definition is based on the systems requirements which are 

established from the defined stakeholder requirements. A complete but minimum set of 

requirements should be defined due to a cost of each requirement (INCOSE, 2015). 

Requirement can be defined as ña condition or capability that must be met or possessed by 

a system, product, service, result, or component to satisfy a contract, standard, specification, 

or other formally imposed documentsò (American National Standards Institute, 2004, p. 

371). The same document also highlights that the quantified and documented needs, wants, 

and expectations of any stakeholder can be considered requirements (American National 

Standards Institute, 2004). 

 

ISO 15288 Standard describes the Stakeholder Needs and Requirements Definition Process 

which aims to define the requirements for a system necessary in providing the needed 

services. In addition to the identification of stakeholders or stakeholder classes as well as 

their needs, expectations and desires, the process ñanalyzes and transforms these into a 

common set of stakeholder requirements that express the intended interaction the system 

will have with its operational environment and that are the reference against which each 

resulting operational service is validatedò (ISO/IEC/IEEE, 2015, p. 51). Similarly, system 

requirements are defined and analyzed as a part of System Requirements Definition Process 

of which purpose is to transform prerequisites of the stakeholder into a technical view of a 

solution satisfying the operational needs of the user (ISO/IEC/IEEE, 2015). These processes 

constitute requirements analysis process, also referred to requirements engineering, being a 

part of requirements management, which is a subset of systems engineering. The 

requirements analysis process aims to ñprovide an understanding of the interactions between 

the various functions and to obtain a balanced set of requirements based on user objectivesò, 

according to the INCOSE Handbook (INCOSE, 2015, p. 60). As seen in Figure 9, 

requirements analysis is the first stage in the systems engineering process (ISO/IEC/IEEE, 

2011a; INCOSE, 2015). 

 

Requirements analysis, or requirements engineering, is defined to focus on ñdiscovering, 

developing, tracing, analyzing, qualifying, communicating and managing requirements that 

define the system at successive levels of abstractionò (Hull, Jackson, and Dick, 2011, p. 8). 

Regarding to systems engineering, Figure 9 illustrates the importance of requirements 

analysis in systems engineering process. The processô primary purpose is stated to be 

transforming the requirements into designs. Other fundamental systems engineering 

activities include functional analysis and allocation as well as design synthesis. The activities 

which represent a perception of the second party, namely Department of Defense, are 

balanced by techniques and tools collectively called system analysis and control, which 

together with other activities refer to system life cycle processes introduced in Chapter 2.1.2 

(Department of Defense, 2001; Hull et al., 2011). 

 

Nine characteristics of individual requirements are outlined in ISO 29148 Standard, four of 

which are influential from the perspective of the thesis and highlighted as follows: 

unambiguous, singular, traceable and verifiable. ñUnambiguousò means that the requirement 

can easily be understood, and in only one way. ñSingularò refers to the statement with only 

one requirement and without any conjunction. ñTraceableò is based on the idea that ñall 
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parent-child relationships for the requirement are identified in tracing such that the 

requirement traces to its source and implementationò. Finally, ñverifiableò indicates that it 

shall be feasible to justify the conformity of the system. To facilitate the employment of 

good requirements characteristics, requirement language criteria have been published in ISO 

29148, stating that it is more important to know the needs for the system-of-interest rather 

than any design decisions for it. For this reason, neither vague and general terms nor 

ambiguous terms should be used in requirements (ISO/IEC/IEEE, 2011a, pp. 11ï12). These 

characteristics of requirements are considered later when evaluating the research results. 

 

 

Figure 9 Systems Engineering Process (Department of Defense, 2001) 

 

Descriptive attributes should be defined to facilitate understanding and management of the 

requirements. Definition of the attributes is performed to support requirements analysis as 

the attribute information should be associated with the requirements. ISO 29148 Standard 

describes important examples of requirements attributes, two of which are the most essential 

regarding to this research, namely identification and type. Each requirement should be 

uniquely identified by using a unique identifier (i.e., number, name tag, mnemonic) which 

assists in requirements tracing. The label shall permanently remain unchanged. Defining the 

type for each requirement facilitates the collection task of grouping requirements into 

determined categories for analysis and allocation, because the requirements include 

divergent intents and properties. From the list of examples of the requirements type attribute, 

two important requirements type attributes are emphasized; functional and process 

requirements (ISO/IEC/IEEE, 2011a). According to the standard, ñfunctional requirements 

describe the system or system element functions or tasks to be performedò, while process 

requirements ñare stakeholder [é] requirements imposed through the contract or statement 

of workò (ISO/IEC/IEEE, 2011a, p. 14). Similar types will be utilized in this study, but only 

the contents of the categories are differently specified. 
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Various development stages and the related testing phases were represented in Figure 8. To 

highlight the importance of requirements engineering at every stage of development, Figure 

10 demonstrates how the defined requirements are exploited in testing as everything is tested 

with respect to requirements. Stakeholder requirements reflect the results according to which 

the product is validated, system requirements define the functions for the system(s), 

subsystem requirements aim to optimize the cost-benefits and finally, the component 

requirements are allocated to each component. Beginning from the component or product 

stage, testing proceeds stage by stage until it is confirmed that the product fulfills the set 

requirements, especially the stakeholder requirements. Again, both the top-down and 

bottom-up designs can be performed in eliciting requirements, and to manage changes, 

traceability and impact analysis may be utilized. Requirements tracing is important, since in 

the matter of changing the design of a product, the requirements reflecting that change have 

to be updated (Hull et al., 2011; INCOSE, 2015). 

 

According to Hull et al. (2011, p. 78), one of the key capabilities required for requirements 

is the ñability to elaborate a requirement in multiple ways by providing performance 

information, quantification, test criteria, rationale and commentsò. Elaboration consists of 

eliciting and analyzing requirements to profoundly understand the needs of the stakeholders 

to support the architecture definition and design definition processes. Leffingwell and 

Widrig (1999) introduced natural identification scheme for hierarchical requirements in 

which child-requirements are identified following parent requirementôs identification. The 

parent-child relationship is viewed ñas an amplification of the specificity expressed in a 

parent requirementò (Leffingwell and Widrig, 1999, p. 185). A uniquely identified item 

(child) is associated with the next higher-level of assembly having a hierarchical relationship 

to its parent. That is, the lower-level item of the parent-child relationship is indicated as the 

child, whereas the parent is the higher-level item of a parent-child relationship. In addition 

to elaboration, there are many other tasks to be performed, such as identification, 

classification, tracking status, tracing, placing in context and retrieving. Hence the 

importance of expressing and organizing requirements is highlighted to enhance the usability 

of requirements sets (Leffingwell and Widrig, 1999; Hull et al., 2011; INCOSE, 2015). 

 

 

Figure 10 Requirements and the corresponding V&V activities in the V-Model (Hull et al., 2011)  










































































































































































