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### Abstract

Rigid allocation policies can no longer satisfy the growing demand for spectrum. There is a great need for flexible and efficient use of spectral resources. Spectrum sharing between different wireless systems is one approach to solve this problem. This requires that the systems are fully adaptive and cognitive. Consequently, these can take advantage of their operational environment knowledge such as the state of the radio spectrum. For such demanding task, multicarrier waveforms provide a convenient and flexible way of generating and designing waveforms. Thanks to their multiple degrees of freedom in time, frequency and code domain, multicarrier waveforms allow for performance optimization as well. In this thesis, theories, methods and justifications for coexistence and spectrum sharing among radar and wireless communication systems are developed.

A generalized multicarrier radar (GMR) model is proposed to enable the required flexible use of spectrum and adaptation to different target scenarios and operational environments. It allows for conveniently representing most of the known radar waveforms as well as designing and optimizing new ones. Using the developed model novel multicarrier waveforms are proposed. These waveforms relax the subcarrier orthogonality constraint for an improved ambiguity function and consequently better radar performance. Constrained radar waveform optimization using the GMR model and a mutual information (MI) based objective function is proposed. Several examples of waveforms employing fast frequency hopping, which are special cases of the GMR model, are also provided.

The problems of radar waveform optimization and adaptation are addressed in the coexistence context using multicarrier waveforms, in particular OFDM. The optimization problems are formulated for different radar tasks, i.e. target characterization, target detection and target parameter estimation. The optimization is performed using information theoretic criteria such as mutual information (MI) or criteria stemming from detection and estimation theory, for example, Neyman-Pearson (NP) criterion or Cramer-Rao bound (CRB). The optimization problems proposed in this thesis are formulated by imposing constraints on the total transmitted radar power and an interference mask provided by the communication system. This interference mask ensures that a desired rate for the communication users can be achieved. The solutions to the optimization problems represent power allocations over the available subcarriers. The performance of the proposed optimized waveforms in this thesis is evaluated in simulations using receiver operating characteristic or root mean squared error plots, for the detection and estimation tasks respectively. Recommendations on which optimization objective functions produce the best performing waveforms are given. It is also demonstrated that exploiting the communication signal reflected off the target can improve the radar performance for all considered tasks.
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This thesis consists of an overview and of the following publications which are referred to in the text by their Roman numerals.


<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>5G</td>
<td>5th Generation Mobile Networks</td>
</tr>
<tr>
<td>ADC</td>
<td>Analog to Digital Conversion</td>
</tr>
<tr>
<td>ADSL</td>
<td>Asymmetric Digital Subscriber Lines</td>
</tr>
<tr>
<td>AF</td>
<td>Ambiguity Function</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
</tr>
<tr>
<td>CBRS</td>
<td>Citizens Broadband Radio Service</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>COCS</td>
<td>Consecutive Ordered Cyclic Shift</td>
</tr>
<tr>
<td>CP</td>
<td>Cyclic Prefix</td>
</tr>
<tr>
<td>CRB</td>
<td>Cramér-Rao Bound</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>DAB</td>
<td>Digital Audio Broadcast</td>
</tr>
<tr>
<td>DAC</td>
<td>Digital to Analog Conversion</td>
</tr>
<tr>
<td>DMT</td>
<td>Discrete Multitone</td>
</tr>
<tr>
<td>DSL</td>
<td>Digital Subscriber Line</td>
</tr>
<tr>
<td>DVB</td>
<td>Digital Video Broadcast</td>
</tr>
<tr>
<td>DVB-T</td>
<td>Digital Video Broadcast-Terrestrial</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>FDRW</td>
<td>Frequency Diversity Radar Waveform</td>
</tr>
<tr>
<td>FFH</td>
<td>Fast Frequency Hopping</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FH</td>
<td>Frequency Hopping</td>
</tr>
<tr>
<td>FI</td>
<td>Fisher Information</td>
</tr>
<tr>
<td>GLRT</td>
<td>Generalized Likelihood Ratio Test</td>
</tr>
<tr>
<td>GMR</td>
<td>Generalized Multicarrier Radar</td>
</tr>
<tr>
<td>IA</td>
<td>Interference Alignment</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent Component Analysis</td>
</tr>
<tr>
<td>ICI</td>
<td>Inter-Carrier Interference</td>
</tr>
<tr>
<td>IDFT</td>
<td>Inverse Discrete Fourier Transform</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>IS</td>
<td>Identical Sequence</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-Symbol Interference</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush-Kuhn-Tucker</td>
</tr>
<tr>
<td>LFM</td>
<td>Linear Frequency Modulated</td>
</tr>
<tr>
<td>LTE</td>
<td>Long-Term Evolution</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time-Invariant</td>
</tr>
<tr>
<td>MC-CDMA</td>
<td>Multicarrier CDMA</td>
</tr>
<tr>
<td>MC-DS-CDMA</td>
<td>Multicarrier Direct Sequence CDMA</td>
</tr>
<tr>
<td>MCPC</td>
<td>Multicarrier Phase Coded</td>
</tr>
<tr>
<td>MI</td>
<td>Mutual Information</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum Likelihood Estimator</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MT-CDMA</td>
<td>Multitone CDMA</td>
</tr>
<tr>
<td>NP</td>
<td>Neyman-Pearson</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>PAPR</td>
<td>Peak to Average Power Ratio</td>
</tr>
<tr>
<td>PLC</td>
<td>Power Line Communication</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PMEPR</td>
<td>Peak to Mean Envelope Power Ratio</td>
</tr>
<tr>
<td>PRT</td>
<td>Pulse Repetition Time</td>
</tr>
<tr>
<td>PSLL</td>
<td>Peak Sidelobe Level</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
<tr>
<td>SFW</td>
<td>Stepped-Frequency Waveform</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference and Noise Ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SPR</td>
<td>Subcarrier Power Ratio</td>
</tr>
<tr>
<td>TDRW</td>
<td>Time Diversity Radar Waveform</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$a$</td>
<td>Phase shift due to the target delay</td>
</tr>
<tr>
<td>$A$</td>
<td>Diagonal matrix containing the phase shifts of each subcarrier due to target delay</td>
</tr>
<tr>
<td>$a_c$</td>
<td>Vector containing the phase shifts due to the target delay for each subcarrier of the communications signal</td>
</tr>
<tr>
<td>$A_c$</td>
<td>Matrix containing the phase shifts due to the target delay for each subcarrier and channel tap for the communications signal</td>
</tr>
<tr>
<td>$a_r$</td>
<td>Vector containing the phase shifts due to the target delay for each subcarrier of the radar signal</td>
</tr>
<tr>
<td>$A_r$</td>
<td>Matrix containing the phase shifts due to the target delay for each subcarrier and channel tap for the radar signal</td>
</tr>
<tr>
<td>$b_c$</td>
<td>Vector containing the amplitudes of the target impulse response corresponding to the communications signal</td>
</tr>
<tr>
<td>$b_r$</td>
<td>Vector containing the amplitudes of the target impulse response corresponding to the radar signal</td>
</tr>
<tr>
<td>$B_{RX}$</td>
<td>IDFT matrix unaffected by delay and Doppler effects scaling</td>
</tr>
<tr>
<td>$B_{RX}$</td>
<td>IDFT matrix affected by delay and Doppler effects scaling</td>
</tr>
<tr>
<td>$c$</td>
<td>Vector of transmitted communications symbols</td>
</tr>
<tr>
<td>$C$</td>
<td>Matrix of transmitted frequency domain chips or symbols</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Vector of transmitted frequency domain chips or symbols</td>
</tr>
<tr>
<td>$d$</td>
<td>Range of the target</td>
</tr>
<tr>
<td>$\det(\cdot)$</td>
<td>Determinant</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Carrier frequency</td>
</tr>
<tr>
<td>$F^{-1}$</td>
<td>IDFT matrix</td>
</tr>
<tr>
<td>$G$</td>
<td>Matrix representing the target scattering</td>
</tr>
<tr>
<td>$h_c$</td>
<td>Target impulse response for the communications channel</td>
</tr>
<tr>
<td>$h_d$</td>
<td>Impulse response for the direct path channel between the radar and BS</td>
</tr>
</tbody>
</table>
List of Symbols

\( h_c \) Impulse response for the channel between the radar and the communications receiver
\( h_r \) Target impulse response for the radar channel
\( h_s \) Impulse response for the channel between the communications transmitter and receiver
\( H(\cdot) \) Differential entropy
\( H_0 \) Null hypothesis
\( H_1 \) Alternative hypothesis
\( I(\cdot, \cdot) \) Mutual Information
\( \mathbf{I} \) Identity matrix
\( \mathbf{I}_N \) Identity matrix of size \( N \times N \)
\( j \) Imaginary unit
\( J(\cdot) \) Operator reshaping a matrix of size \( N \times N \) to a matrix of size \( pN \times N/p \)
\( K(\cdot) \) Operator reshaping a matrix of size \( N \times N \) to a matrix of size \( N \times pN \)
\( M \) Number of chips in a modulating code
\( \mathbf{n} \) Vector containing the time domain noise samples
\( N \) Number of subcarriers
\( L(\cdot) \) Likelihood ratio test
\( p(\cdot) \) Probability Density Function
\( P_{FA} \) Probability of false alarm
\( P_D \) Probability of detection
\( P_T \) Total transmitted radar power
\( \mathbf{r} \) Vector of transmitted time domain radar symbols
\( s \) Speed of light
\( s_{\text{target}} \) Speed of the target
\( T(\cdot) \) Test statistic
\( T_c \) Chip duration
\( t_k \) Minimum data rate for \( k \)th subcarrier
\( \mathbf{U} \) Selection matrix for active/inactive subcarriers
\( \mathbf{v}_c \) Vector containing the error for the communications measurements
\( \mathbf{v}_r \) Vector containing the error for the radar measurements
\( \mathbf{W} \) Diagonal matrix containing the weights of the subcarriers
\( w_n \) Weight of the \( n \)th subcarrier
\( \mathbf{y} \) Vector of received time domain samples
\( \mathbf{y}_r \) Vector of received time domain radar samples
\( a \) Maximum allowed probability of false alarm
\( \gamma \) Doppler shift at passband carrier frequency
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>Matrix containing the Doppler shift introduced by the target</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>Intercarrier spacing</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Detection threshold</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Target complex scattering amplitude</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>Target scattering coefficient for the communications signal</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>Target scattering coefficient for the radar signal</td>
</tr>
<tr>
<td>$\sigma_n^2$</td>
<td>Noise variance</td>
</tr>
<tr>
<td>$\sigma_c^2$</td>
<td>Variance of the noise and clutter</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>Covariance matrix of the received signal</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Target time delay</td>
</tr>
<tr>
<td>$\hat{\tau}_{ML}$</td>
<td>Maximum Likelihood estimate of the target time delay</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Phase shift due to the distance traveled by the echo</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Covariance matrix of the received signal under $\mathcal{H}_0$</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$(\cdot)^F$</td>
<td>Frequency domain</td>
</tr>
<tr>
<td>$(\cdot)^H$</td>
<td>Complex Conjugate Transpose (Hermitian)</td>
</tr>
<tr>
<td>$\odot$</td>
<td>Element-wise (Hadamard) product</td>
</tr>
</tbody>
</table>
1. Introduction

Radars can perform various tasks. Target detection and target parameter estimation are the most important ones. Other important radar tasks are target characterization and target recognition. Radars have many applications both for military and civilian use. Radar applications include: air defense, for target detection, recognition or missile guiding, air and sea navigation as well as remote sensing, to mention only a few. New areas for radar applications such as the automotive industry, building security, medical devices, civil engineering or geophysics are emerging as well. Recent applications of high interest are vital signs monitoring as well as hand gesture recognition for computer interaction. As radar systems have become more precise and affordable it is expected that their applications and numbers will keep growing massively in the near future.

An important part of radar research efforts is aimed at waveform design and, more recently, waveform optimization and adaptation. In recent years, the popular multicarrier waveforms, which have known great success in modern communications systems, are proposed for radar use as well [1,2]. These waveforms become attractive to radar use thanks to their many degrees of freedom in time, frequency or code domains. The available degrees of freedom allow the radar to avoid jammers, unintentional interference, as well as adapt its waveform for optimal performance according to target characteristics, task at hand as well as radar channel and propagation environment.

Nowadays there are new and emerging civilian applications for radars, including automotive radars and health applications. Automotive industry has seen a great impact from radar technology. Radars are a key component in improving the safety of modern vehicles. Millions of devices are currently manufactured and a huge growth is predicted for automotive radars. This, combined with the ever growing demand for spectrum in modern communications systems, contribute to the critical problem of spectral congestion. One important solution is the use of new frequencies, however some higher frequencies may not be as applicable to radar as lower frequencies. Another solution for the spectral congestion is the sharing of spectrum among different wireless systems in an adaptive and smart way. Recent requirements for communications systems of larger bandwidth and the shift towards higher frequency communications
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are threatening the traditionally privileged position of the radars in terms of spectral allocation. Proposals for spectrum sharing among radar and wireless communications have been made and authorities in the US for example are releasing 100 MHz in the 3.5 GHz band for shared access of wireless broadband in industrial applications with already existing satellite systems and S-band radars [3, 4].

In this thesis the focus is on two timely radar research topics. Multicarrier radar waveforms are developed for their spectral efficiency, frequency and waveform diversity as well as many degrees of freedom. The problem of spectrum sharing and coexistence among radar and communications systems is addressed as well. Multicarrier radar waveforms allow for the flexibility and adaptability of a radar system which is needed in a coexistence scenario with other wireless systems. As it is shown in this thesis, multicarrier radar waveforms are a great candidate for spectral sharing among radar and communications systems. In part, this is also thanks to the fact that modern communications systems utilize the same multicarrier waveforms. Multicarrier radar and communications systems could also use similar transceiver structures and benefit from the cost-efficient development and evolution of wireless systems. Thus, the two topics of this thesis complement each other and provide a potential foundation for future radar systems.

1.1 Objectives and Scope

This thesis focuses on several signal processing theories and methods in topics such as multicarrier radars and spectrum sharing among communications and radar systems. In multicarrier radar research the goal is to develop a generalized model that would describe most of the commonly used radar waveforms as well as novel ones. It is important to have a unifying model for the description, implementation, adaptation and customization in a very easy and computationally efficient manner of radar waveforms. This is achieved by developing a matrix model for multicarrier radars that can be used to represent most currently used radar waveforms. Such model allows for adapting the waveforms simply by filling in the matrices appropriately and designing new waveforms with desirable properties. The second objective is to develop, using the generalized model, novel multicarrier radar waveforms that would outperform other multicarrier radar waveforms proposed in the open literature. Many multicarrier radar waveforms in the literature provide several benefits such as Doppler sensitivity, spectral efficiency, waveform and frequency diversity and additional degrees of freedom for agile use of waveforms. However these can be further improved, for example, by relaxing the subcarrier orthogonality property in order to have a better ambiguity function (AF). Another objective is to provide examples of interesting special cases of multicarrier waveforms, for example, employing techniques such as fast frequency hopping (FFH) in order to illustrate the agility and flexibility
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in terms of waveform design, adaptation and optimization that the proposed

This thesis also focuses on radar waveform optimization techniques in sce-

narios involving spectrum sharing with communications systems. Traditionally

only the radar receiver is adaptive. However, there has been a major paradigm

shift in radar research since the transmitter parameters and the degrees of

freedom of the radar system may be adjusted based on the radar task and radar

spectrum and target scenario [5, 6]. Multiple input multiple output (MIMO)

radar employing spatial, frequency, polarization and waveform diversity meth-

ods are one example in this sense [7–10]. The optimization may be performed

using information theoretic criteria such as mutual information (MI) or criteria

stemming from detection and estimation theory, for example, Neyman-Pearson

(NP) criterion or Cramér-Rao bound (CRB). Such optimization techniques allow

adjusting waveforms, for example by allocating power to different subcarriers

in an optimal manner depending on the state of the radar spectrum or target

scenario. Furthermore, an important objective of this thesis is to demonstrate

that both radar and communications systems can benefit from the coexistence

to improve their performance. Communications systems benefit from spectrum

sharing, coexistence and cooperation with radar systems as these scenarios

facilitate interference management and achieving the desired rate despite the

spectrum being used by more systems. The radar can exploit the communi-
cations signals reflected off the target in a passive manner, with little to no

cooperation from the communications system. Such benefits are proven in this

thesis for both target detection and parameter estimation tasks in cooperative

scenarios. This should be a great incentive for spectrum sharing among the two

systems, which aims to solve the problem of spectral congestion.

1.2 Contributions

The contributions presented in this thesis have been included in one published

and one submitted journal papers and four peer-reviewed international confer-

cence articles. Contributions are made in signal processing theory and methods

for waveform design and optimization, target detection and target parameter

estimation. The contributions of this thesis can be summarized as follows:

1. A generalized multicarrier radar (GMR) model is first proposed in Publication

II and further improved in Publication I, which facilitates highly flexible use

of radar waveforms and different diversity methods just by appropriately

filling in the matrices in the model. Many widely used radar waveforms can

be described and easily generated using the proposed model. A few of these

are described in Publications I and II. The model facilitates designing and

optimizing waveforms. For example flexible allocation of power per subcarrier

and waveform optimization can be employed based on the radar task, as

well as target scenario and avoiding both unintentional and intentional
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interference, i.e. jamming. Frequency agility is discussed in Publication II, while optimal power allocation per subcarrier is discussed in Publication I. The proposed GMR model is an enabler for future cognitive radars.

2. Novel multicarrier radar waveforms which relax the orthogonality of the subcarriers are proposed in Publication I. The resulting design leads to an improved AF and consequently better radar performance. Subcarrier orthogonality is lost anyway in radar receiver because there are no waveforms that would be orthogonal with all delays and Doppler shifts. These novel multicarrier radar waveforms are described using the proposed GMR model. The first proposed waveform, the Time Diversity Radar Waveform (TDRW) considers spreading over time or frequency, similar to the well known Multicarrier Direct Sequence CDMA (MC-DS-CDMA) in communications systems. The second proposed waveform, the Frequency Diversity Radar Waveform (FDRW) considers spreading only over frequency, similar to the well known Multicarrier CDMA (MC-CDMA) in communications systems. The multicarrier phase coded (MCPC) waveform already proposed in the radar literature employs an orthogonal design. It is shown that the proposed TDRW can outperform the MCPC waveform in terms of lower peak sidelobe levels (PSLLs) of the AF and even better delay resolution compared to the MCPC waveform. The performance improvement can be obtained as long as the inter-carrier interference (ICI) is kept under control. The ICI is controlled by choosing the length of the spreading codes and the intercarrier spacing appropriately.

3. MI based criteria for radar waveform optimization in coexistence scenarios are proposed and investigated for best achievable detection performance in Publication IV. It is shown, using simulation results, that, as expected, a larger maximized MI between the received signal and the target channel impulse response does not guarantee an optimal detection performance in the NP sense. It is also shown that, in a cooperative radar and wireless communications scenario, it is important to exploit the communications signals reflected off the target. This is especially true for weak radar returns, when the communications signal return can improve the detection performance by providing spatial diversity.

4. A radar waveform optimization based on the NP detector which maximizes the probability of detection given a maximum allowed false alarm probability, a total transmitted radar power constraint and an interference mask is proposed in Publication V. The interference mask is considered in the cooperative spectrum sharing scenario in order to guarantee a minimum data rate for the communications system. The constrained optimization problem is solved numerically and its solution is shown to be a power allocation per subcarrier. It is shown that the NP based solution outperforms the MI based one for the radar detection performance, especially in low signal to noise ratio (SNR) regime and when considering lower maximum allowed false alarm probabili-
ties for the radar detector. Using simulations, it is shown that also in the case of NP based waveform optimization the communications signals reflected off the target can improve the detection performance. It is thus shown that the radar and the communications system can benefit from coexisting, not only through spectral efficiency but also improved radar performance and a minimum guaranteed communications data rate.

5. The problem of estimating target parameters in the context of radar and communications system coexistence is addressed. An estimator for target time delay is proposed in Publication VI. It is shown that the maximum likelihood estimator, which exploits the communications signals reflected off the target, achieves lower root mean squared error (RMSE) compared to the case when the radar operates alone. This is due to the additivity property of the Fisher information (FI). The performance gain is shown to depend on the SNR of the reflected communications signals. For a larger SNR the communications signal contributes to the estimation with better estimates.

6. The CRBs for target time delay estimation in cooperative radar and communications systems scenarios are derived. First the CRB derivation is developed in Publication VI for a point target model. The derivation is extended in Publication III for an extended target model. It is shown that exploiting the communications signals reflected off the target can lower the CRB for target time delay estimation. This is motivated by the additivity property of the FI. The larger the SNR of the communications signals reflected off the target the lower the obtained CRB is.

7. Radar waveform optimization for target parameter estimation task for cooperative radar and communications systems scenarios is proposed in Publication III. The objective function looks for a waveform that minimizes the CRB for target time delay estimation. Novel optimization problems with additional constraints on the subcarrier power ratio (SPR) are proposed. The SPR is a measure of how much the power of one subcarrier deviates from the average subcarrier power. The obtained solutions are shown to reduce ambiguities in the delay domain over the unconstrained ones. Furthermore, the unconstrained solution may not give a realizable waveform.

The author of this thesis is responsible for the derivations and simulations in the publications and this thesis, as well as the writing of the publications and this thesis. The co-authors have provided help by steering and planning the research as well as writing and revising the publications.

1.3 Thesis Structure

This thesis contains four chapters. Two main technical chapters address the topics of multicarrier radar waveforms and of spectral coexistence among radar
and wireless communications systems respectively. The analytical and simulation results presented in this thesis are based on the attached Publications I–VI. Detailed derivations are presented in the attached publications. Chapter 1 is this introduction of the thesis.

Chapter 2 deals with the topic of multicarrier radar waveforms. The state of the art research in the literature is reviewed first. The proposed GMR model is presented next. Many existing waveforms are special cases of the proposed model. The model allows for adapting, optimizing waveforms as well as developing new waveforms using the same compact notation. The two sets of equations for transmitter and receiver that build the proposed model are developed. Using the proposed GMR model the novel TDRW is described and its performance in terms of AF properties is presented. Examples of waveform optimization using the proposed GMR model based on MI are also presented.

Chapter 3 deals with the spectral coexistence among radars and wireless communications systems. Several radar waveform optimization examples using MI based objective function are presented and the detection performance of the optimized waveforms is investigated. The detection performance is compared to the case when radar operates alone. It is shown that benefits can be obtained from the cooperation among the two systems. Radar waveform optimization based on the coexistence model and NP detector is presented. The detection performance of the optimized waveforms is compared to radar waveforms optimized using the MI criterion. The estimation task is also considered in Chapter 3, where an estimator for target time delay in cooperative radar and communications scenarios is proposed. Waveform optimization based on minimizing the derived CRB for target time delay estimation in Publication III is proposed. The performance of the optimized waveforms is studied and compared to waveforms optimized for received SNR maximization. Also, the benefit of exploiting the communications signals reflected off the target is demonstrated.

The conclusions of this thesis are presented in Chapter 4. Future work is also discussed in this chapter.
2. Multicarrier Radar Waveforms

Multicarrier data transmission introduced in the 1960s [11, 12] started to get significant interest in the 1980s [13]. The appeal of multicarrier transmission is increased by the advances in digital circuitry as well as their deployment in most present and emerging wireless and wireline communications systems. Multicarrier transmission methods such as discrete multitone (DMT) are included in the digital subscriber line (DSL) systems implemented over telephone lines [14]. Multicarrier transmission methods used in digital communications such as orthogonal frequency division multiplexing (OFDM) are included nowadays in the digital television and radio systems (DVB [15] and DAB [16]), local area mobile wireless networks (WLAN [17,18]), wireless communications and cellular communications (WiMAX [19] and LTE [20]) [21]. Multicarrier waveforms will be used also in the emerging 5G wireless networks.

Orthogonal multicarrier systems transmit information in symbols. A block diagram for multicarrier transmitter and receiver, employing OFDM modulation, is presented in Fig. 2.1. The transmitted symbols are serial to parallel transformed and an inverse fast Fourier transform (IFFT) is applied. The obtained symbols are transformed to serial again and a cyclic prefix (CP) is added to the symbol. After digital to analog conversion the symbol is transmitted through the medium where it typically experiences a frequency selective channel and it is subject to additive noise. At the receiver, inverse operations are performed to recover the original data symbols. In a linear time-invariant (LTI) multipath channel intersymbol interference (ISI) is created by combining at the receiver contributions from multiple transmitted symbols. In order to mitigate ISI, the CP is used in multicarrier systems. The CP turns linear convolution to circular one and allows turning frequency selective channel to multiple frequency flat channels. The CP is discarded at the receiver. In order to effectively mitigate multipath effects, the length of the CP has to be longer than the channel length [21]. OFDM is the most common modulating technique nowadays which manages ICI via orthogonal subcarriers. It provides advantages such as high spectral efficiency, robustness against ISI and multipath propagation fading, efficient implementation and many others. The major benefit is that the broadband frequency selective channel is divided into multiple narrowband frequency flat channels,
which allows for only one tap equalization at the receiver. The use of OFDM also has disadvantages like Doppler sensitivity, efficiency loss due to the CP, which causes lower data rates, and high levels of peak to average power ratio (PAPR) due to the varying envelope. In addition to orthogonal multicarrier systems, multicarrier systems that employ spread spectrum such as Multicarrier CDMA (MC-CDMA), Multicarrier Direct Sequence CDMA (MC-DS-CDMA), Multitone CDMA (MT-CDMA), asymmetric digital subscriber lines (ADSL) [22], wireline systems such as power line communication (PLC) [23] and others [21, 24] are proposed in the literature. After this very brief introduction to OFDM for communications systems, in this thesis OFDM and multicarrier waveforms are considered in the context of radar.

Similar to communications systems, multicarrier waveforms provide several benefits for radar systems as well. Some of the key advantages that multicarrier waveforms bring to radar are:

- Spectral efficiency.
- Waveform and frequency diversity.
- Additional degrees of freedom for agile use of waveforms.
- Robustness against multipath propagation with the use of CP or guard intervals.
- Doppler sensitivity which allows for fast Doppler estimation.
- Easy implementation in digital domain.
- Easily available hardware.

Frequency diversity can be considered the most important advantage. For example, jamming and narrowband interference, as well as attenuation and non-intentional interference can be easily mitigated when frequency diversity is available. The channel state at the receiver that is subject to jamming or interference has to be known prior to adjusting the transmitter appropriately. Subcarriers that are subject to jamming or high attenuation are allocated zero transmit power, for example. When frequency diversity is available, the efficiency of jammers is nonetheless greatly reduced as the power is spread over a large
bandwidth, while narrowband interferers affect only a small portion of the spectrum. High power efficiency can be achieved by adaptive power allocation per subcarrier based on channel gain or attenuation. More power is allocated to subcarriers where the signal is attenuated very little. One drawback of achieving power efficiency is the non-constant envelope and consequently one may have a large PAPR. Also, frequency diversity allows for easy implementation of frequency hopping (FH) techniques and frequency agility in general.

Another important benefit of multicarrier waveforms is waveform diversity. Multiple degrees of freedom are available to design and optimize waveforms in time, frequency or code domains. This allows for optimization based on the radar task at hand, target scenario or channel and propagation conditions. Traditionally only the radar receiver has been adaptive and optimized. Multicarrier signal model facilitates using similar transceiver structures and circuitry as in commercial communications transceivers. Consequently, implementation of multicarrier radars can be made more cost efficient and the transceiver may even be software defined.

Drawbacks to the multicarrier waveforms have been identified as follows:

- Time-varying envelope that results in a high PAPR levels.
- Doppler sensitivity that might spoil the orthogonality of the subcarriers and cause ICI.

Accurate frequency synchronization is required when dealing with Doppler sensitive waveforms. Constant modulus is a desirable property for the radar waveform to ensure efficient use of power amplifiers. Plenty of research on mitigating this problem is available [2,25–27].

### 2.1 Generalized Multicarrier Radar Model

Most of the available multicarrier and single carrier radar waveforms can be easily implemented using the GMR model introduced in Publication I. In fact, they are special cases of this GMR model, obtained by choosing the dimensions of the system appropriately. The preliminary idea for a generalized model is presented in Publication II. An improved version is introduced in Publication I. The model is composed of two sets of equations, one for transmitter and one for receiver, both formulated using a matrix notation. The matrix formulation allows for easy implementation and customization of the waveforms as well as facilitates the use in simulation environments such as Matlab for example. The model can also be used for optimizing the transmitter or the receiver as well as agile use of waveforms in future cognitive radars.

Similar to the matrix formulation of the GMR model, the processing of the received MCPC waveform considered in [28] and the OFDM waveform in [29] is described using a matrix notation. Nevertheless, the matrix formulations of [28,29] are valid for the waveforms considered therein and consequently are not as general as the model in Publication I.
2.1.1 GMR Model Equations

The transmitter equation which describes the baseband transmitted signal is:

\[ r = \mathcal{K} (U \odot B_{\text{TX}} W) \mathcal{J} (C), \]

(2.1)

where the matrix of ones and zeros \( U \) selects the active and inactive subcarriers during each subpulse. Matrix \( B_{\text{TX}} \) is the IDFT matrix, matrix \( W \) is a diagonal matrix that contains the weights of each subcarrier on the main diagonal and matrix \( C \) is responsible for the coding operation in frequency, time or both domains. Different coding matrices lead to different time-frequency tilings of the transmitted signal. When coding in time domain is employed, matrix \( C \) is of size \( N \times M \), while, when coding in frequency domain is employed, matrix \( C \) may be replaced by vector \( c_0 = [c_0, c_1, \ldots, c_{N-1}]^T \), as \( M = 1 \) in this case. The operators \( \mathcal{K} \) and \( \mathcal{J} \) allow for the generation of TDRWs. Operator \( \mathcal{K} \) applied to an \( N \times N \) size \( Z \) matrix reshapes that matrix to a matrix of size \( N \times pN \) by partitioning matrix \( Z \) in blocks containing \( N/p \) rows and building a block diagonal matrix using these blocks. Operator \( \mathcal{J} \) applied to an \( N \times N \) size \( Z \) matrix reshapes that matrix to a matrix of size \( pN \times N/p \) by partitioning the matrix \( Z \) in blocks containing \( p \) columns and using the columns in each block to create a new column in the resulting matrix. It can be observed that when \( p = 1 \), reshaping operators \( \mathcal{K} \) and \( \mathcal{J} \) have no effect on the matrix that they are applied to. Consequently, if the model is used to generate MCPC waveforms or its particular forms like OFDM or even single carrier waveforms, the following simplified version of equation (2.1) can be used:

\[ r = U \odot B_{\text{TX}} WC. \]

(2.2)

The receiver equation which describes the baseband received signal in the absence of noise is:

\[ y_r = \mu \psi \Gamma_1 \mathcal{K} (U \odot B_{\text{RX}} W) \mathcal{J} (AC) \Gamma_2, \]

(2.3)

where \( \mu \) is the complex amplitude introduced by the target (here assumed frequency independent, however it can also be frequency dependent) and \( \psi = \exp ( -j2\pi f_c \Delta f T_c N^2 s^2 ) \) is the phase shift due to the distance traveled by the echo. Matrices \( \Gamma_1 \), of size \( N \times N \), and \( \Gamma_2 \), of size \( M \times M \), are described by \( \text{diag}\{\gamma^0, \gamma^1, \ldots, \gamma^{N-1}\} \) and \( \text{diag}\{\gamma^0, \gamma^N, \ldots, \gamma^{(M-1)N}\} \) respectively, with \( \gamma = \exp ( -j2\pi f_c T_c \frac{2\Delta f_{\text{target}}}{N} ) \) the Doppler shift at the passband carrier frequency due to the radial motion component between the target and the receiver. Matrices \( U \) and \( W \), of size \( N \times N \), and matrix \( C \), of size \( N \times M \), are the same as for the transmitter equations, while matrix \( B_{\text{RX}} \), of size \( N \times N \), has its \( n \)th and \( m \)th element given by \( [B_{\text{RX}}]_{nm} = \left[ \exp \left( j2\pi \Delta f T_c \frac{N^2 - 2\Delta f_{\text{target}}}{N} \right) \right] \). When \( \Delta f = \frac{1}{T_c} \), matrix \( B_{\text{RX}} \) can be seen as the IDFT matrix affected by the scaling factor due to the Doppler shift. Finally, matrix \( A \) is described by \( \text{diag}\{a^0, a^1, \ldots, a^{N-1}\} \), whose elements represent the phase shift of each subcarrier due to the distance traveled by the received echo.
$a = \exp(-j2\pi\Delta f \frac{2d}{s})$. As in the transmitter case, if the model is used for generating MCPC waveforms or its particular forms like OFDM and single carrier waveforms, equation (2.3) can be simplified to:

$$y_r = \mu \psi \Gamma_1 (U \circ B_{RX}) W A \Gamma_2,$$  \hspace{1cm} (2.4)

or, when coding only in frequency domain is employed, to:

$$y_r = \mu \psi \Gamma_1 (U \circ B_{RX}) W A c_0.$$  \hspace{1cm} (2.5)

### 2.1.2 GMR Model Waveform Generation Examples

It is stated in Publication I that a variety of commonly used radar waveforms can be implemented using the proposed model. For example, both OFDM and MCPC waveforms as well as chirp approximations, pseudo and random FH waveforms can be generated using equation (2.2). MCPC and OFDM waveforms have all the subcarriers active at all time instances, thus matrix $U$ has only elements with value 1. The weighting matrix $W$ associated with power allocation for different subcarriers is an identity matrix of size $N$, unless different powers are allocated to different subcarriers. In such case, the values on the main diagonal of $W$ are chosen accordingly, such that $0 \leq w_n \leq 1$. Both OFDM and MCPC waveforms require orthogonality among the subcarriers, so the carrier frequencies have to be chosen accordingly. Matrix $B_{TX}$ is just the IDFT matrix. Examples of codes that may be used for the generation of MCPC waveforms are the polyphase P3 and P4 codes [25]. Consequently, the coding matrix $C$ for an MCPC waveform contains on its rows the codes that modulate each subcarrier. For an OFDM signal phase coding could be done in frequency domain and matrix $C$ becomes a vector $c_0$ of dimension $N \times 1$. If no coding is employed for OFDM, then vector $c_0$ is a vector of all ones. It can also be a vector of data symbols, if both communications and radar purposes are desired simultaneously.

Other waveforms that can be easily implemented using the GMR model are approximations of linear frequency modulated (LFM) waveform. For the multicarrier radar, a stepwise approximation of a LFM waveform can be done by exciting a different subcarrier in increasing or decreasing order, depending on whether up-chirp or down-chirp is approximated, at different time instances, like illustrated in Fig. 2.2. This stepwise approximation of an up-chirp or down-chirp pulse can be considered to be a FH technique which excites the bands in monotonically increasing or decreasing order. The generation of such a waveform involves the matrix $U$ which selects the active/inactive subcarriers at each sampling instance.

Waveforms employing FFH patterns, similar to the ones in Publication II or [30] and [28], where the hopping patterns considered for an MCPC waveform are on a pulse-by-pulse basis, can also be generated. The hopping pattern is implemented using matrix $U$ while the width of matrix $C$ controls the number of available pulses/symbols. The number of patterns and waveforms that can
be implemented using the GMR model is not limited to the presented examples, these only show the flexibility and the multitude of available options in designing radar waveforms.

2.2 Review of Multicarrier Radar Waveforms

The use of multicarrier waveforms for radar is proposed by Levanon [1, 25]. The MCPC waveform is introduced, in which each subcarrier is modulated by a code sequence of a specific length. It is a generalization of the OFDM waveform in the sense that after the time domain modulation of each subcarrier is performed, the subcarriers remain orthogonal. Consequently, the intercarrier spacing for an MCPC waveform needs to accommodate the spreading in frequency domain due to the modulation in time domain. The modulation of each subcarrier is done using phase codes, for example, P3 or P4 polyphase codes [1, 25]. The acronym MCPC is used for multifrequency complementary phase coded in [1, 25, 26], whereas it stands for multicarrier phase coded in [2, 27]. The essential difference between the two is that for the former it is assumed that the phase codes modulating each subcarrier form a complementary set, while in the latter case there is no such restriction. A complementary set is built from finite sequences, each called complementary sequence, with the property that the sum of their autocorrelation functions is zero except for the zero shift [2]. The complementary sets are first introduced in [31].

The introduction of the MCPC waveform inspired other researchers to propose the use of OFDM waveforms for radar. It is claimed in [28] that for radar applications the use of CP is not necessary for OFDM waveforms. However a CP is used in [32, 33] for example. Even before using OFDM waveforms for active sensing these waveforms show up in proposals for passive radar [34].

After the MCPC waveform is proposed for radar, the OFDM waveform is also considered for radar use. It is observed that in the literature several sources use the term OFDM when referring to an MCPC waveform. Representative examples include [35, 36] as well as [30, 37–40]. In this thesis it is referred to
an MCPC or OFDM waveform by its mathematical description presented in
the respective source. Precisely, an orthogonal waveform which employs time
domain coding on each subcarrier is an MCPC waveform, while an orthogonal
waveform which does not employ time domain coding on the subcarriers is
an OFDM waveform. Both MCPC and OFDM radar waveforms found in the
literature are special cases of the proposed GMR model.

Another type of multicarrier radar waveforms is proposed in Publications I
and II, which relaxes the orthogonality constraint of the OFDM and MCPC
waveforms. The orthogonality constraint can be relaxed as the received wave-
forms are not orthogonal with all delays and Doppler shifts nonetheless. These
proposed waveforms are the FDRW and the TDRW, generalizations of the OFDM
and MCPC waveforms respectively. FDRWs and TDRWs relax the orthogonality
constraint of OFDM and MCPC waveforms for radar performance improvement,
while employing frequency or both frequency and time domain coding respec-
tively. Also these novel radar waveforms are special cases of the proposed GMR
model.

Table 2.1 summarizes the characteristics of the multicarrier waveforms consid-
ered for radar. The criteria considered for characterization are: orthogonality of
the subcarriers and possible coding domain. It can be observed that the MCPC
waveform and the TDRW employ coding both in time and frequency domain,
while the OFDM waveform and the FDRW perform coding only in frequency
domain.

<table>
<thead>
<tr>
<th>Waveform</th>
<th>Orthogonal</th>
<th>Non-Orthogonal</th>
<th>Time Coding</th>
<th>Frequency Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCPC</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>OFDM</td>
<td>×</td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>TDRW</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>FDRW</td>
<td>×</td>
<td></td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

The research on multicarrier radar waveforms can be divided in three main
application domains:
• active radar [1, 30, 35],
• passive radar [34, 41, 42],
• joint radar and communications areas [43–48].

When considering multicarrier radar waveforms these can be either continuous
[29, 45, 49] or pulsed [30, 37, 50] waveforms. Also, waveforms using the CP and
ignoring it have been reported in the literature [28, 45]. It is claimed in [28]
that CP is not necessary in radar applications in contrast to communications
applications, where it transforms convolution to a circular one and facilitates
1-tap equalization.

Various designs are proposed for multicarrier radar waveforms in the liter-
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Pulse-to-pulse frequency agility is introduced in [30]. The waveform contains a burst of MCPC pulses, each of which takes advantage of the available frequency diversity by exciting only certain subcarriers among available ones. A wideband OFDM system for joint radar and communications designed to take advantage of pulse-to-pulse waveform diversity capabilities is described in [47]. Stepped-frequency waveforms (SFWs) are considered in [28] in order to obtain both range and Doppler information from the target. The SFW contains a set of pulses, each pulse being an MCPC pulse with a different set of active frequencies. The subset of active subcarriers changes from pulse to pulse according to a Costas code. Similar to the SFW in [28], Publications I and II introduce multicarrier radar waveforms employing FH patterns. The difference is that the frequency agility pattern is considered for one subcarrier at a time and not for a block of subcarriers as in [28].

The main drawback of multicarrier waveforms in general is the time-varying envelope which affects the achieved peak to mean envelope power ratio (PMEPR) or PAPR. The PMEPR is an approximation for the PAPR (which can be lower), mostly used for baseband signals [2]. Such effects are caused by the fact that a sum of signals is transmitted which can cause great variations depending on their instantaneous amplitude and phase. This causes the power amplifiers to function inefficiently and, especially for radar systems which try to use the amplifiers at almost full power, this is highly detrimental. Consequently, efforts in lowering the PMEPR of the multicarrier waveforms have been reported in [2, 27]. In [35] frequency and phase modulation for MCPC waveforms is introduced in order to produce a constant envelope. MCPC waveforms with constrained PMEPR at 3 dB are proposed in [51] based on Golay codes. In [39] a waveform optimization based on a genetic algorithm is proposed in order to lower the PMEPR. Genetic algorithms require huge amount of computation in general and may not be preferred as optimization algorithms. It is shown in Publication I that the proposed TDRWs can provide a lower PAPR than MCPC waveforms just by relaxing the orthogonality constraint of the subcarriers and spreading the available power more uniformly in the spectrum. It is however noted in Publication I that for multicarrier waveforms employing phase coding, like MCPC and TDRW, the achieved PAPRs depend on the type of used codes [2], thus TDRWs might not provide lower PAPRs for every waveform design. Consequently, analyzing the PAPR for a waveform design is recommended.

The AF plays an important role in the radar performance studies through the insight that it provides on the performance under different delays and Doppler shifts. Also, multicarrier waveforms are analyzed using the AF for their ambiguity properties and the achieved delay and Doppler domains resolution. Such analysis is provided for MCPC waveforms in [1,2]. Moreover, AF is used for the design and analysis of the MCPC and OFDM radar waveforms [30,36,52]. In Publication I, plots of the AF are used to compare the achieved PSLLs and resolution in both delay and Doppler domains for the TDRWs and MCPC waveforms. Similarly in Publication II, the AF is used to compare multicarrier
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waveforms employing different types of FFH patterns.

The most basic radar tasks are to estimate target’s range and velocity. As multicarrier waveforms are candidates for future radar systems, researchers investigate the ability of such waveforms to extract delay and Doppler information from the target. A Doppler processing technique for pulsed MCPC waveforms is presented in [30] for the case of frequency agile waveforms. In [37] the Doppler processing technique is extended for a burst of pulses in both narrowband and wideband cases. A processing technique that solves the Doppler ambiguity for random phase-coded OFDM signals is proposed in [49] and [29]. A processing technique for both range and Doppler information for wideband OFDM radar waveforms is presented in [45]. A compressed sensing approach to process frequency agile MCPC waveforms is proposed in [53] which eliminates the need for matched filtering and allows for obtaining the range profile. A technique to resolve both range and Doppler information using a stepped MCPC waveform is proposed in [28]. A technique to compress MCPC waveforms with low sample rate is introduced in [54].

Other radar tasks are considered in the literature as well. For example in [50] an approach to characterize scattering centers from their radar return using flat spectra OFDM is introduced. The task of target recognition is considered in [40], where symbols matching known target responses are used for target recognition. The utilized waveform in [40] is an MCPC waveform built from a concatenation of symbols matching different targets, the number of symbols being equal to the number of different targets desired to be recognized. A sparsity based multi-target tracking algorithm using an OFDM radar is proposed in [55]. The target tracking task for a single target in a low-grazing angle scenario is considered in [48] using an OFDM waveform. Target characterization is considered in Publication I by proposing multicarrier waveforms that maximize the amount of information from the target at the radar receiver. Such waveforms are obtained by optimizing an information theoretic based objective function.

The multitude of degrees of freedom brought by multicarrier waveforms allow for the optimization of the transmitted waveform. Various objective functions can be considered for the optimization. For example, optimization based on the desirable AF is considered in [36, 52]. As pointed out earlier, the PMEPR is very important for the radar transmitter and the optimization aimed at minimizing the PMEPR value is proposed in [39]. Waveform optimization is also considered for several radar tasks, including target detection [56, 57], target tracking [48] or target recognition [40]. An information theoretic approach to multicarrier waveform optimization is proposed in Publication I. The goal of the optimization problem is to maximize the MI between the received waveform and the target impulse response, which maximizes the amount of information about the target that is delivered at the receiver.

The multicarrier radar waveforms considered in the literature are very similar to each other and can be considered special cases of the GMR model. The relationship among the multicarrier radar waveforms available in the literature
Multicarrier Radar Waveforms

is illustrated in Fig. 2.3. It can be observed that the FDRW and the MCPC waveform are special cases of the more general TDRW. Also, the OFDM waveform is a special case of both FDRW and MCPC waveform. All these multicarrier radar waveforms can be obtained from the GMR model by appropriately choosing the dimensions of the matrices and specific parametrization.

### 2.2.1 Orthogonal Multicarrier Radar Waveforms

The first multicarrier waveform introduced for radar systems is the MCPC waveform [1]. The most general version of an MCPC waveform contains \( N \) subcarriers which are modulated using sequences of phase codes of length \( M \). Each element in the modulating sequence corresponds to a chip. The intercarrier spacing is chosen to accommodate the spreading due to the time domain coding and ensure orthogonality among subcarriers. Precisely, the intercarrier spacing has to be equal with the inverse of the chip duration. A block diagram for generating an MCPC pulse containing \( N \) subcarriers modulated by code sequences of length \( M \) is presented in Fig. 2.4. Although the length of the codes \( M \) can be smaller or larger than the number of subcarriers \( N \), it is common in the literature to consider codes of length equal to the number of subcarriers. This way a complementary set can be obtained. For a chip
duration $T_c$, a modulating sequence of length $M$ has a total duration of $T = MT_c$. Similarly, the M CPC pulse described in Fig. 2.4 for example contains $M$ symbols, each of duration $T_c$, with a total duration of $T = MT_c$. Given the chip duration of $T_c$, the intercarrier spacing is chosen as $\Delta f = 1/T_c$. The overall bandwidth occupied by an M CPC pulse is $B = N\Delta f = N/T_c$. The $M$ symbols contained in the M CPC pulse are basically OFDM symbols. Consequently, an M CPC pulse contains a number of OFDM symbols, the first symbol contains the chip on each subcarrier, the second symbol contains the second chip on each subcarrier and so on. The number of OFDM symbols is equal to the length of the modulating sequence, $M$ for example.

The modulating sequences on each subcarrier are phase codes. Commonly employed phase codes are the P3 and P4 polyphase codes [1, 2]. These code sequences are ideal sequences. An ideal sequence is a sequence that has zero autocorrelation sidelobes. The modulating sequences can be identical on each subcarrier or can be different cyclic shifts of the same sequence. Other codes are proposed in [25] based on Barker codes that also have ideal periodic autocorrelation function. While a Barker code contains phases $0^\circ$ and $180^\circ$, the codes proposed in [25] contain phases $0^\circ$ and $138.59^\circ (=\arccos(-3/4))$. The phases are chosen such that the out of phase autocorrelation is zero. Different ways of finding such codes are presented in [58].

The complex envelope of an $N \times M$ M CPC is given by [2]:

$$g(t) = \sum_{n=1}^{N} \sum_{m=1}^{M} w_n a_{n,m} s(t-(m-1)T_c) \exp \left[ 2\pi f \left( n - \frac{N+1}{2} \right) \frac{t}{T_c} \right], \quad 0 \leq t \leq MT_c$$

(2.6)

where $a_{n,m}$ is the $m$th element of the sequence modulating the $n$th subcarrier, $w_n$ is the complex weight associated with the $n$th subcarrier and $s(t) = 1$ for $0 \leq t \leq T_c$ and zero elsewhere. The complex weight $w_n$ can be used for amplitude modulation of the subcarriers, which can be useful in PMEPR reduction or power allocation based on channel gain in each subcarrier for example. The overall duration of such M CPC pulse is $MT_c$, with the duration of one chip of $T_c$. The intercarrier spacing is $1/T_c$ and the effective bandwidth is $N/T_c$ (without weighting). The spectrum of an M CPC pulse is relatively flat. The autocorrelation main lobe width of such signal is $T_c/N$, while the AF main lobe width in Doppler domain is $1/T$. The main lobe width for an M CPC waveform is comparable to the main lobe width of a single-frequency pulse-compression radar waveform, employing for example a P4 polyphase code of length $M^2$, and the same overall duration [1, 25]. The nulls in the autocorrelation function of an M CPC waveform are present at multiples of phase element duration $T_c$. These are a result of the orthogonality of the subcarriers with $1/T_c$ spacing and the utilized complementary set.

The major drawback of an M CPC waveform, similarly to OFDM and other multicarrier waveforms in general, is its time-varying envelope. Two solutions proposed to overcome this are based on the choice of the modulating sequences on
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each subcarrier. One option is based on the use of identical sequences (ISs) [2,27], which uses the same ideal sequence to modulate all subcarriers. Lowering the PMEPR then becomes a problem of amplitude and phase modulation of each subcarrier using the complex weights $w_n$. The advantage of this method is that closed-form solutions are available for a varying number of subcarriers. Their common disadvantage is that the resulting PMEPR is low, but not really close to the optimum value achievable [2]. Closed form solutions of carrier initial phase that lower the level of PMEPR are given in [2, 27]. An ideal PMEPR value is 1 (0 dB), i.e. constant modulus waveform. A carrier phasing design that takes into account carrier weighting achieves a PMEPR of 1.9 dB in an example presented in [2]. This example is for a $N = 15$ carrier setup with amplitude modulation over the carriers that follow a square root of Hamming window rule. Further reduction of PMEPR is possible through iterative algorithms. An example of such algorithm is the time-frequency switching and clipping approach described in [59]. This approach offers a PMEPR level of 0.86 dB for the example presented in [2]. More such iterative algorithms are presented in [60] which offer even lower PMEPR levels. The advantage of such iterative algorithms is that they provide the best possible phases for the lowest achieved PMEPR level, however the provided solutions might be local ones or their solutions depend on the chosen initialization values for the phases.

Another option is to use the so called consecutive ordered cyclic shifts (COCSs) of an ideal sequence [2, 25, 26], which means that an ideal sequence based on P3 or P4 codes for example is generated and on each subcarrier a cyclic shifted version of it is used for modulation. When $N = M$ the COCS method creates a complementary set, which guarantees nulls in the autocorrelation function at multiples of chip duration. Also carrier amplitude and phase modulation can be used in conjunction with the COCS method. For large compression ratios, when $N$ takes large values close to $M$, the PMEPR using COCS of P4 codes is reported in [2] to be close to 2.67 dB. With carrier modulation and optimal selection of $N$ ($N = M$), the COCS method can achieve a PMEPR level of around 1.76 dB [2].

Frequency agile patterns for MCPC waveforms can be generated by applying an IDFT over a matrix containing different phase codes such as the polyphase P3 or P4 codes. Nulls are placed in the matrix of codes where the corresponding subcarriers are inactive. For the waveform proposed in [30], different Doppler processing techniques are investigated in [37]. The processing techniques are based on fast Fourier transform (FFT). If the pulse shift is negligible with respect to the time resolution, the complex samples corresponding to one range gate can be processed using an FFT over the samples spaced at the pulse repetition time (PRT). Another Doppler processing method is proposed in [30]. First, the received MCPC symbols are transformed from time to frequency domain using an FFT and then the change in frequency of the subcarriers is observed over the available symbols. The Doppler frequency is obtained by using another FFT operation over the considered symbols. The signals presented in [30, 37] are wideband. This means that each subcarrier may experience a different Doppler
shift. Consequently, Doppler frequency may be estimated from one pulse only.

The OFDM waveform is another orthogonal multicarrier waveform employed in radar applications. OFDM is also common in passive radar systems employing DVB-T or DAB signals, for example. It can be considered a special case of an MCPC waveform, without the coding on each subcarrier. If one considers an MCPC waveform with bandwidth \( B = N_{MCPC} \Delta f_{MCPC} \), where \( \Delta f_{MCPC} = 1/T_c \), and overall duration \( T = MT_c \), an OFDM waveform can be defined with the same bandwidth and duration. The following relationships between the two waveforms exist:

\[
\begin{align*}
N_{OFDM} \Delta f_{OFDM} &= N_{MCPC} \Delta f_{MCPC} \\
\frac{1}{N_{OFDM} T_c} &= \frac{1}{N_{MCPC} T_c} \\
N_{OFDM} &= MN_{MCPC}.
\end{align*}
\]  

(2.7)

Thus, the difference between an MCPC and an OFDM waveform with equal bandwidth and duration is in the number of subcarriers and the intercarrier spacing. To be more specific, the MCPC waveform has an \( M \) times larger intercarrier spacing and \( M \) times less subcarriers. As it also suffers from the time-varying envelope, all the techniques to reduce the PMEPR of the MCPC waveform that use only carrier modulation can be employed for the OFDM waveform as well.

A considerable research effort has been made in the area of coexistence among radar and communications systems. It is of particular interest to design waveforms for both radar and communications purposes, as well as systems capable of performing both tasks simultaneously. The OFDM waveforms are considered an attractive candidate for such applications. Among the first proposals of an OFDM waveform for simultaneous radar and communications tasks is made in [32]. A technique to resolve both range and radial velocity is also proposed in [32]. The technique is based on FFT and is independent of the phase coding. A similar processing technique which allows for both radar and communications operations simultaneously is proposed in [61] and tested in [62]. The processing method consists of using the transmitted information and received information at the output of the OFDM de-multiplexer before the channel equalization and decoding. This way the distortion from the channel is fully contained in the complex modulation symbols of received data. The frequency domain channel transfer function can be easily obtained through an element-wise division:

\[
I_{\text{div}}(n) = \frac{I_{RX}(n)}{I_{TX}(n)},
\]

(2.8)

where \( I_{RX}(n) \) is the received information and \( I_{TX}(n) \) is the transmitted information at the \( n \)th subcarrier. The performance of the method proposed in [61] is evaluated in [33]. It is found that target speed and distance estimation for OFDM radars works very well above an SNR threshold of \(-36.7 \text{ dB}\) and rapidly degrades under this threshold [33]. The SNR threshold is found through simulations that utilize the same target at different distances.
2.2.2 Novel Non-Orthogonal Multicarrier Radar Waveforms

Generalized versions of OFDM and MCPC waveforms are proposed in Publications I and II as FDRW and TDRW respectively. Both relax the orthogonality constraint of OFDM and MCPC waveforms for radar performance improvement. Similar to the OFDM and MCPC waveforms, these are special cases of the GMR model. Resolution as well as PSLLs in both delay and Doppler domains are considered for performance evaluation and are obtained from the AF. The design of such waveforms is justified by the fact that the orthogonality of the subcarriers is lost anyway at the receiver due to the delay and Doppler effects introduced by the target. There is no waveform that would be orthogonal in all delays and Doppler shifts. It is demonstrated in Publication I that the TDRW achieves lower PSLLs and even better delay resolution compared to the MCPC waveform. It is also shown in Publication I that the Doppler shift induces a lower ICI for a TDRW compared to an MCPC waveform. The TDRW waveform allows for the use of longer modulating codes on the subcarriers. It is demonstrated in Publication I that this may lead to lower PAPR levels due to spreading the power on each subcarrier over a larger bandwidth.

The proposed TDRW and FDRW can be presented in relation to the well known MCPC and OFDM waveforms. First, in this thesis when waveforms are compared it is assumed these use the same amount of resources, i.e. have the same total power, occupy the same bandwidth and have the same duration. The FDRW is a generalized version of the OFDM waveform which employs coding in frequency domain over subcarriers and subcarrier orthogonality relaxation. As a consequence of the orthogonality relaxation, in contrast to OFDM waveforms, FDRWs have an intercarrier spacing which is smaller or larger. Consequently, FDRWs have a number of subcarriers which is larger or smaller respectively. The TDRW is a generalization of the MCPC waveform which relaxes the orthogonality of the subcarriers. In terms of orthogonality relaxation the TDRW has two degrees of freedom. This can be achieved by either increasing or decreasing the intercarrier spacing or by increasing or decreasing the length of the codes modulating each subcarrier. The proposed GMR model accounts for all the different ways of generating the FDRWs and TDRWs.

2.2.3 Performance of Novel Multicarrier Radar Waveforms

The novel TDRWs proposed in Publication I using the GMR model relax the orthogonality constraint for improved radar performance. Their performance is compared against the MCPC waveforms. The AF plots are used to evaluate the performance which is established in terms of delay and Doppler resolution as well as PSLLs in both delay and Doppler domains. The delay and Doppler resolutions are determined by the width of the main lobe in the respective domain cut. The width of the main lobe is determined by the first null in the respective plot. Noise free scenarios are considered when comparing the
two waveforms which are constrained to use equal amount of resources, i.e. they occupy the same bandwidth and have the same total power and duration. The performed simulations indicate that a TDRW can offer a better radar performance than the MCPC waveform proposed in [1, 2, 25].

The simulation results in Publication I reveal that a TDRW with more subcarriers or longer modulation codes than a similar MCPC waveform can benefit from lower PSLLs in both delay and Doppler domains of the AF. However the level of ICI needs to be kept under control for the TDRW. Having lower PSLLs reduces the ambiguities when dealing with target detection. In Fig. 2.5 the AF plots for the $N = 8, M = 8$ MCPC waveform is compared to an $N = 15, M = 32$ TDRW. Lower overall sidelobes are also experienced for TDRWs with longer modulating codes of $M = 16$ or $M = 32$. Simulation results in Publication I reveal that increasing the code length for TDRW decreases the PSLL in delay domain and increases the PSLL in Doppler domain. However, the PSLL in Doppler domain is still smaller than the one for the MCPC waveform with equal use of resources.

![AF plots for MCPC waveform (N = 8, M = 8, P3 code) and TDRW (N = 15, M = 32, P3 code). The sidelobes in both delay and Doppler domain corresponding to the TDRW are much reduced compared to the sidelobes corresponding to the MCPC waveform. Copyright 2016 IEEE.](image)

A better delay resolution is obtained for the TDRW with lower number of subcarriers than the MCPC waveform. This may be observed for example when comparing an $N = 5, M = 5$ MCPC waveform and an $N = 3, M = 20$ TDRW. The chip duration $T_c$ for TDRW is 4 times smaller than for the MCPC waveform in this case. Such result can be justified by the difference in the effective bandwidth between the two waveforms, which is larger for the considered TDRW than for the MCPC. It is shown in [63] that the theoretical bound on delay estimation variance depends on the effective bandwidth of the transmitted waveform.

The proposed TDRWs also provide lower PAPR levels compared to the MCPC waveforms. TDRWs employing both P3 and P4 codes are compared with equivalent MCPC waveforms in Publication I and it is shown that the additional spreading for the TDRWs facilitates reducing the PAPR significantly. A TDRW
with a PAPR level as low as 2.32 dB is obtained for codes of length $M = 32$, while a PAPR level of 4.64 dB is obtained for an MCPC waveform with codes of length $M = 8$. It is important to note that the PAPR values depend on the employed codes, the cyclic shifts and initial phase of the ideal sequence for both TDRW and MCPC waveforms [2]. Consequently, low PAPR values may not be always achieved and special consideration is needed when designing low PAPR multicarrier radar signals.

Received radar signals are typically subject to Doppler shifts caused by the radial velocity component of the target. A direct consequence of the Doppler shift experienced by multicarrier radar signals is ICI at the receiver and loss of orthogonality. This ICI affects all multicarrier radar signals and has to be taken into account when analyzing the performance of these special radar waveforms. Another source of ICI is the orthogonality constraint relaxation, which is employed in TDRW design. The ICI can be strong if very long codes or nonstandard subcarrier spacing are considered for the TDRW. It is concluded in Publication I that the TDRWs are less sensitive to Doppler shifts than an MCPC waveform, which makes them the preferred option for certain radar applications. For reasonable code lengths, the longer the spreading codes for the TDRW the better tolerance for Doppler shifts is achieved. The increased ICI of TDRWs does not impact the radar performance in a significant manner as long as it is kept under certain levels through careful waveform design.

Multicarrier waveforms facilitate taking advantage of frequency diversity. In case of narrowband jammers or high attenuation for certain parts of the frequency band occupied by the signal, one can adaptively allocate less or no power to subcarriers affected by such phenomena. This way the power resources are not wasted on subcarriers experiencing severe jamming or challenging propagation conditions. A simulation study performed in Publication II establishes how nulling some of the subcarriers of TDRWs and MCPC waveforms impacts the radar performance in terms of AF properties. It is found that the delay and Doppler resolutions of the respective waveforms are not impacted by the subcarrier nulling. On the other hand the PSLLs in both delay and Doppler domains experience degradations. For example, a TDRW with codes of length $M = 32$ has reduced PSLL in delay domain compared to an MCPC, as it can be observed in Fig. 2.6. Also, in Doppler domain, lower PSLLs are experienced for the TDRW with codes of length $M = 32$ in more cases rather than for the MCPC waveform.

### 2.3 Waveform Optimization

Waveform optimization is extremely important for radar as it allows for adapting the transmitted waveform to the radio environment, target properties and radar task at hand. Exploiting situational awareness and agile use of waveforms are key concepts in cognitive radars [5]. The awareness may be provided, for example
from the receiver back to the transmitter. The transmitted waveform can be dynamically optimized over time provided the scene does not change faster than the time it takes to acquire the awareness and perform the optimization at the transmitter.

It is mentioned in [6] that one of the earliest efforts in optimizing the input signal for a known channel can be tracked to [64]. In late the 1980s and the early 1990s a considerable research effort is made in waveform adaptation for maximizing the response of weak targets [6]. There is plenty of research literature available on the topic of waveform design in radar. The interest in this chapter is on waveform optimization for multicarrier waveforms in order to take advantage of the various degrees of freedom that these waveforms provide.

### 2.3.1 Waveform Optimization for Multicarrier Radar

The multitude of degrees of freedom brought by multicarrier waveforms facilitate adjusting and optimizing the transmitted waveforms. In [36] for example, a phase-matching iterative method to obtain MCPC waveforms with an AF as close to the ideal one as possible is presented. Also based on the AF, an optimization technique for obtaining the desired spectrum of an OFDM waveform, such that the delay resolution is improved, is presented in [52]. The optimization procedure takes into account the scattering characteristics of the target. An algorithm to optimally design the OFDM waveform for the detection of a moving target in a multipath scenario is proposed in [56]. The detection problem is formulated as a statistical hypothesis test and a generalized likelihood ratio test (GLRT) is employed for deciding the presence of the target at a particular range cell. The design of an OFDM radar waveform using a multiobjective
optimization technique is proposed in [57] for the detection of a moving target. Two objective functions are employed, one that minimizes the upper bound on the estimation error of the sparse vector for the scattering coefficients and one that maximizes the Mahalanobis distance to increase the performance of the underlying detection problem. The sparsity of multiple paths and the knowledge of the environment at a particular range cell are exploited to estimate the paths for the target response. The symbols composing the waveform used for target recognition in [40] are obtained through a genetic algorithm based optimization method to be as close as possible to the true responses of the targets. In [39], two waveform optimization strategies are proposed for an MCPC waveform. One single-objective optimization based on a genetic algorithm considers the reduction of the PMEPR, while a dual-objective optimization considers the reduction of both PMEPR and autocorrelation sidelobes.

The use of information theory to design radar waveforms for the measurement of extended radar targets is considered in [65]. Although considering classical single carrier radar waveforms, [65] introduces the maximization of the MI between the target ensemble and the received radar waveform for the first time. Another information theoretic approach, this time for OFDM waveform optimization for target tracking in a co-located MIMO system, is proposed in [48]. Degrees of freedom in frequency and polarization are used for richer target information and resolving of multipath components respectively. The optimization maximizes the MI between the state and measurement vectors at the next pulse by making use of all the measurement history up to the current pulse. Another information theoretic approach to multicarrier radar waveform optimization is considered in Publication I. The goal of the optimization problem is to maximize the MI between the received multicarrier waveform and the target impulse response. This maximizes the amount of information about the target that is delivered at the receiver.

### 2.3.2 Information-Theoretic Waveform Optimization Using the GMR Model

The GMR model that is introduced in Publication I is very convenient since it facilitates optimizing the degrees of freedom and waveforms. For example, power allocation per subcarrier can be done in an adaptive manner, based on the quality of the signal in each subcarrier observed at the radar receiver. The quality of the channel may be hampered by properties of target radar cross section, jamming, unintentional interference, propagation conditions or transceiver nonidealities. One way to model the optimization problem is to use a MI based criterion from information theory, which is first proposed in [65].

A simple and intuitive example of multicarrier waveform optimization is provided in Publication I for an OFDM waveform. Using the GMR model particularized for an OFDM signal and a stationary target the equation for the
received baseband signal is given by:

\[ y = y_r + n = F^{-1}(\mu \psi A) c_0 + n = F^{-1} G c_0 + n, \]  

where \( F^{-1} \) is the IDFT matrix, \( G = \mu \psi A \) is an \( N \times N \) diagonal matrix with \( g_i = \mu \psi \left[ \exp \left(-j 2\pi \Delta f_2 d_i \right) \right]^i \), \( i = 0 \ldots N-1 \), \( d \) is the distance to the target and \( s \) is the speed of light. Matrix \( G \) represents the target scattering composed of the complex amplitude introduced by the target \( \mu \) and the delays introduced by the target, \( \psi \), at passband carrier frequency, and \( A \), at subcarrier level in baseband. The conditional MI maximization between the received samples \( y \) and the radar target scattering, described by impulse response \( G \), given the knowledge of the transmitted waveform \( r \) provides the optimum power allocation among subcarriers. The greater the MI between the received signal at the radar and the target scattering, the better the radar is able to estimate the target parameters. Matrix \( G \) is estimated at the receiver and fed back to the transmitter, where the MI based optimization takes place. The MI can be expressed as:

\[ I(y, G|r) = H(y|r) - H(y|G, r) = H(y|r) - H(n), \]  

where \( H() \) denotes the differential entropy, and can be further written as:

\[ I(y, G|r) = \log_2 \left[ \frac{ \det \Sigma \det (\sigma_n^2 I_N) }{ \det (\sigma_n^2 I_N) } \right]. \]  

Maximizing the MI is done under a constraint on the total transmitted radar power \( P_T \). This constraint ensures the radar follows regulatory constraints regarding energy emission.

The optimization problem is solved in closed form in Publication I using the method of Lagrange multipliers. In the considered setup, the MI objective is a concave function of the transmitted radar powers on each subcarrier. Adding the linear constraint on the total transmitted radar power results in a convex problem, which can be solved using its Lagrangian form and the Karush-Kuhn-Tucker (KKT) conditions. As the problem is convex, KKT conditions are sufficient for finding the optimal solution \cite{66}. The obtained solution is a water filling solution which allocates power to subcarriers that give higher quality radar returns, i.e. are not subject to large noise, or get strong returns from the target, or is not severely attenuated on its way from the transmitter to the target and to the radar receiver. An example of power allocation per subchannel is presented in Fig. 2.7, where an OFDM radar waveform with \( N = 32 \) subcarriers is considered. It can be observed that power is allocated only to subcarriers where the receiver is experiencing high channel gain and/or low noise.

A similar optimization problem, this time for an MCPC waveform, is also presented and solved in closed form in Publication I. The solution to this optimization problem is a set of \( M \) power allocations per subcarrier, corresponding to each OFDM symbol in the MCPC waveform.

The waveform optimization examples provided in Publication I show that the GMR model can take advantage of the diversity and awareness of the state of the spectrum by using an information theoretic objective function based on MI.
Figure 2.7. Example of power allocation per subchannel based on channel quality for an OFDM type of radar waveform with $N = 32$ subcarriers. The limited power is allocated to subcarriers experiencing strong target returns or low attenuation, whereas subcarriers that have low channel gain and/or large noise are allocated little or no power. Copyright 2016 IEEE.

2.4 Discussion

The success and the wide spread of multicarrier systems for communications in the past forty years have impacted the radar research community as well. Many of the benefits, as well as their drawbacks, are applicable to radar as well, although traditionally the two systems have different goals. Multicarrier waveforms efficiently make use of several degrees of freedom in frequency, code or time domain. This allows for waveform adaptation to the changing state of the spectrum, target scenario and radar task at hand. Drawbacks such as high PAPR levels are easy to overcome as, in contrast to communications systems, the transmitted waveform can be anything as long as it has the desired properties. This way, amplitude modulation and coding over subcarriers is able to reduce the PAPR.

A GMR model is introduced in this thesis. The model can be used to describe and implement most common radar waveforms as well as novel ones such as TDRW or FDRW. Two sets of equations, one for transmitter and one for receiver, are introduced. The model is formulated using matrix notations, which facilitates agile design and generation of waveforms in simulation environment using a simple matrix model. Moreover, it facilitates easy hardware implementation. The flexibility of the proposed GMR model may allow for the design and generation of new waveforms that can outperform the existing ones presented in this thesis. Traditionally only the receiver is optimized, however, the advent of cognitive radar [5, 6] brings fully adaptive transmitter and receiver and the use of channel and spectrum knowledge in agile design of both the transmitter and receiver. The GMR model, with its multiple degrees of freedom for optimization,
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is an enabler for cognitive radar. Also, for the more recent topic of spectrum sharing/coexistence between radar and communications systems, the GMR model is an attractive choice. It allows for exploiting various degrees of freedom in designing radar or communications waveforms for dual-use, interference-avoidance from one system or the other and even co-design strategies. Examples of information-theoretic based waveform optimization are provided in this thesis, in particular waveform optimization examples for OFDM and MCPC waveforms. Such optimizations provide the best possible power allocation per subcarrier for the given target characteristics and propagation conditions.

The MCPC waveform is the first multicarrier waveform proposed for radar in the literature. It is a special case of the proposed GMR model and a generalized version of the OFDM radar waveform, also proposed later in the literature. The MCPC waveform employs time domain coding over each subcarrier while satisfying the orthogonality condition at the same time. Various designs and processing techniques are proposed in the literature for both waveforms. Due to the mathematical simplicity, subcarrier orthogonality and fast and easy Fourier based implementation, these waveforms allow for very simple processing techniques. The MCPC waveforms benefit from frequency diversity, similarly to the OFDM waveform, as well as code diversity and high compression gains. The high compression gain of the MCPC waveform allows for a thumbtack AF, a desirable property, that offers the MCPC waveform high delay resolution and reduced ambiguities. Both OFDM and MCPC waveforms suffer however from a time-varying envelope due to the inherent properties of the transmitted signal which is a sum of possibly scaled orthogonal sinusoidal signals. Plenty of research is available on reducing the PMEPR of these multicarrier signals. Few of the pros and cons of the MCPC and OFDM waveforms are presented in Table 2.2.

Subcarrier orthogonality is a key property of both OFDM and MCPC waveforms. In this thesis, waveforms that relax the orthogonality constraint are proposed and at the same time are able to improve the radar performance. These are also special cases of the proposed GMR model. However, the ICI caused by the orthogonality loss has to be kept under control in order to ensure the improved radar performance. In essence, the orthogonality relaxation is not a significant issue as anyway at the radar receiver the subcarriers are not orthogonal after the delay and Doppler effects introduced by the target. Benefits of the orthogonality relaxation are presented in this thesis, such as: lower PSLLs in both delay and Doppler domains and even improved delay resolution for some particular designs. The radar performance of the TDRW is compared with the MCPC waveform and it is shown that the advantages of relaxing the orthogonality property allows the TDRW to outperform the MCPC waveform. Other novel multicarrier waveforms employing FFH on a chip-by-chip basis at subcarrier level, different than the SFWs in [28] on a pulse-by-pulse basis at block of subcarriers level, are shown to provide low PSLLs in both delay and Doppler domains. Such FFH technique can also be combined in the future with the
orthogonality relaxation of the TDRW for potential additional gains. The benefit of frequency diversity, which allows for efficient power utilization in cases of attenuation, jamming or interference, is available to all multicarrier waveforms. It is demonstrated by simulations in this thesis that the TDRW provides lower PSLLs compared to the MCPC waveform when some of the subcarriers receive no power due to such unfavorable propagation conditions. A brief comparison of the main pros and cons that TDRWs, OFDM and MCPC waveforms have are presented in Table 2.2.

Table 2.2. Comparison between multicarrier radar waveforms.

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
<th>MCPC</th>
<th>OFDM</th>
<th>TDRW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat Spectrum</td>
<td>High PSLLs</td>
<td>Flat Spectrum</td>
<td>Flat Spectrum</td>
<td>Flat Spectrum</td>
</tr>
<tr>
<td>Frequency Agility</td>
<td>Doppler sensitivity</td>
<td>Frequency Agility</td>
<td>Frequency Agility</td>
<td>Lower PSLLs</td>
</tr>
<tr>
<td>Low PAPR</td>
<td>Higher PAPR</td>
<td></td>
<td></td>
<td>Improved Doppler tolerance</td>
</tr>
<tr>
<td>Thumbtack AF</td>
<td>Out of band emissions for boundary subcarriers(^1)</td>
<td></td>
<td></td>
<td>Thumbtack AF</td>
</tr>
</tbody>
</table>

\(^1\)This can be handled with proper power allocation to boundary subcarriers, which leaks less power to the other bands.
In this chapter, the problem of coexistence and spectrum sharing among radar and wireless communications systems is treated from the radar point of view. Traditionally, the two systems are designed independently. However, the changes in spectrum regulation [67] are forcing a paradigm shift. Traditionally, radars have been allocated a variety of frequencies with exclusive use. New emerging wireless communications systems and the need for higher rates have led to a situation where the systems are required to share the spectrum and coexist so that both systems get their desired performance while managing the interference caused to the other systems. New regulations are such that spectrum is allocated in larger chunks but a number of radio systems are sharing it.

Nowadays, a considerable increase in the number of radar devices is experienced, especially in the automotive industry. This trend makes the topic of spectral coexistence among radar and communications systems even more timely. Although the spectral coexistence among radar and communications systems is the topic of this chapter, the need for such methods and techniques extends beyond this particular case to a considerable number of wireless systems that operate in the same spectral band, such as LTE, 5G, WLAN, and S-band radars.

The need for spectrum sharing and coexistence among radar and wireless communications systems is pointed out, for example, in [67] and proposals by US spectrum regulator Federal Communications Commission (FCC) are made already [3]. The coexistence problem has received a lot of attention from the research community in the recent years [68]. In the following chapter, key contributions in the existing literature are presented.

3.1 Coexistence Models

A first step in investigating the radar and communications system coexistence problem is to characterize the interference that one system can cause to the other. Some of the recent results are presented in [69–71]. A variety of techniques for mitigating the interference between the two systems, as well as joint design of the two systems or systems capable of both communications and radar tasks are
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present throughout the literature [68].

Different system configurations for spectrum sharing among radar and wireless communications systems are available in the literature. It is referred to coexistence when the two systems operate in the same bandwidth. The systems can be in the same or different locations [72]. Also, various modes of operation for the two systems are identified, ranging from interference mitigation to joint design. All of these are enabled through waveform design and optimization or system design. One of the most futuristic approaches to the coexistence problem in general is proposed in [72], where the system elements are dynamic and adapt to the task at hand (communications or radar task, for example). Based on the relative locations of the two systems, two categories emerge from the existing literature: co-located and distributed systems. These two topologies are illustrated in Fig. 3.1. Co-located systems where the same hardware is capable of performing both radar and communications tasks are proposed in [68,73–75] for example. This category also includes dual-use waveforms described for example in [61,62,76]. Distributed systems are considered for example in [77–80] and Publications III–VI. Under this configuration the two systems are located in different locations close enough that mutual interference could be experienced.

![Figure 3.1. Commonly found coexistence configurations in the literature. In the distributed configuration the two systems are separated in space. In the co-located configuration several systems are found: a system capable of both radar and communications tasks using different waveforms, a system with a dual-use waveform, or a passive opportunistic radar system.](image)

In terms of the relationship between the two systems, the following categories are identified: passive, competitive, coexisting, cooperative. The passive class is represented by passive radar systems that exploit other systems’ transmissions without transmitting anything themselves. See for example [34,81–83] for more details. In the passive class the sub-class of opportunistic systems is identified. This sub-class contains radar systems that are an evolution of passive radars, for example the ones considered in [84–86]. Such radar systems contain one or more receivers and make use of the waveform of another system from which certain information is received. Consequently, having access to various information from the communications system differentiates opportunistic systems from typical
passive systems. For example, azimuth, timing or even the transmitted data could be available at the opportunistic passive radar system [85]. Also friendly or adversary radars can be used as illuminators of opportunity whose location can be known or estimated respectively by the opportunistic radar [87]. A competitive relationship between the two systems is observed in legacy systems, designed in isolation and separated in frequency domain or far away from each other in order to minimize the mutual interference. Coexisting radar and communications systems are designed by taking into account the other systems and managing the interference caused to the other systems sharing the spectrum. Few examples are found in [78, 79], where the radar waveform is designed to fill spectral gaps available between the spectrum allocated for the communications systems. Also in [88–96] precoders are designed for the two systems in order to avoid mutual interference. Another coexistence example can be found in [97, 98], where coexistence is possible through dynamic spectrum access, using the concept of Licensed Shared Access/Authorized Shared Access. Cooperative radar and communications systems exchange certain information for their mutual benefit. Few examples of cooperative systems can be found in [72, 77, 96, 99] as well as Publications III–VI. For example, channel state information (CSI) is shared with the radar in [96]. In [99] the MI between the communications receiver and transmitter, which quantifies the amount of conveyed information, is shared with the radar. The purpose is to build a NP based cooperative joint risk that can be used to find the cooperative optimal point of operation for both systems. In [72] information regarding the communications system that would help with forward error correction and spectral shaping is shared with the radar system with the goal of removing the incoming communications signal from the observed waveform. In [77] and Publications III–VI the communications system shares an interference mask with the radar system, which ensures a minimum desired rate for the communications systems can be achieved.

For the distributed configuration illustrated in Fig. 3.1a several situations are encountered. The communications signals arrive at the radar through a direct path as well as indirect path reflected off a target. In a plain coexistence scenario, both communications returns act as interference to the radar. Alternatively, in a cooperative scenario, the communications signal reflected off the target can be exploited for improving the estimation or detection performance as demonstrated in Publications III and V, respectively. At the same time, the direct path between the two systems can be used for decoding the transmitted communications signal, interference cancellation, or for exchanging useful information. Consequently, the communications signal reflected off the target can be considered as interference or useful energy, as in Publication IV.

At the system level various configurations are identified in the literature. Both single input single output (SISO) [77, 78, 80] and MIMO [48, 76, 92, 98] systems are proposed, either for the radar or for the communications systems. Also in Publications III–VI a SISO system is considered for both coexisting systems. The
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Waveforms utilized by the two systems can be single carrier [78–80], multicarrier [42, 52, 61, 70, 77, 91] or frequency hopping type of waveforms [100, 101]. In particular, in Publications III–VI the multicarrier waveform such as OFDM is employed for both the radar and the communications systems. Proposals for integrated radar and communications systems have been made, where the same hardware is capable of performing both radar and communications tasks [68, 73–75]. Techniques based on dual-use waveforms are proposed as well [61, 62, 76].

3.2 Waveform Optimization in Coexistence/Cooperative Scenarios

Radars have a variety of tasks and different waveforms may be needed for different tasks. Target detection is the most important task. This task is performed first, before the parameter estimation/tracking or target characterization tasks can take place. It is common for radars to adapt or optimize the transmitted waveforms in order to improve the performance of the radar task at hand. The optimization or adaptation is done based on acquired awareness, such as channel state information or SINR, obtained through sensing and feedback from the receiver. Such approach is considered also in the coexistence/cooperative scenarios with communications systems addressed in this thesis.

As it can be observed from the existing literature available on coexistence among radar and wireless communications systems, waveform design plays a central role in facilitating the coexistence. When considering different waveforms for the radar and the communications tasks, the optimization of either waveform or both waveforms has been proposed in the literature. The proposals can be categorized as: radar-centric [77, 102, 103] when optimizing the radar waveform, communications-centric [96, 98, 104, 105] when optimizing the communications waveform, or co-design when both waveforms are optimized jointly [106, 107].

Considering the coexistence among radar and communications systems, many propose the optimization of either the transmitted radar waveform or the communications waveform in order to control the interference between the two systems. Another objective is to take advantage of the non-contiguous spectral allocation and non-continuous use of spectrum (e.g. carrier aggregation) by the communications systems. A radar-centric approach to the optimization is taken for example in [78, 102, 103], as well as in Publications III–VI. A communications centric approach is taken in [96–98, 104, 105] for example. Various objective functions are used for the proposed radar-centric optimization problems. Most of these are focused on SNR or signal to interference and noise ratio (SINR) maximization [78, 79, 108], probability of detection [102], interference at the radar [97], or, in a multiobjective optimization, the probability of detection and the communications user throughput [97]. Another interesting objective function used for optimizing the radar waveform for target characterization task is the MI used in [77] and Publications I and IV. In [77] the MI between the
received radar signal and the target channel impulse response is maximized. This ensures that the information about the target at the receiver is maximized. The focus of Publication IV is to evaluate various MI criteria possible in a coexistence scenario and find the one that provides the best possible waveform design. MI as an objective function is introduced for a traditional radar setting by the seminal work in [65]. The paper introduces maximizing the MI between the Gaussian distributed target impulse response and the received signal at the radar for target channel estimation. The intuition behind this is to capture as much information about the target at the radar receiver. The work in [65] is extended in others such as [109–111]. A connection between information theoretic measures and estimation theoretic measures, namely MI and minimum mean square error (MMSE), is established for MIMO radars in [110]. Also in [112] connections between information theory and estimation theory are presented in terms of estimation information and integrated MMSE respectively.

Several other information-theoretic measures have been used for radar waveform design as well [57, 113–116], however not in a coexistence setting. Such measures are the relative entropy, also known as Kullback-Leibler (KL) divergence, and J-divergence [115–117], as well as Bhattacharyya distance [116,118] and squared Mahalanobis distance [57] between the two densities under hypotheses $H_0$ and $H_1$. According to Stein’s lemma [119], for a fixed probability of false alarm or a fixed probability of detection, the maximization of the corresponding KL divergence ($D(f_0||f_1)$ or $D(f_1||f_0)$ — $f_0$ and $f_1$ the densities under hypotheses $H_0$ and $H_1$ respectively) leads to an asymptotic maximization of the probability of detection or minimization of the probability of false alarm respectively [116]. The Bhattacharyya distance simultaneously provides an upper bound on the probability of false alarm and a lower bound on the probability of detection [119]. It is claimed in [120] that the Bhattacharyya distance is a better optimization metric than the J-divergence for detection performance. It has been proven in [107] that maximizing the J-divergence (which is in fact the sum of the two KL divergences — $D(f_0||f_1)$ and $D(f_1||f_0)$) is equivalent to maximizing the SINR. In [121], based on [122], it is mentioned that MI maximization is related both to the ability to estimate unknown characteristics of the target and also to the maximization of the probability of detection for a fixed probability of false alarm. The latter connects MI maximization with KL divergence (precisely with $D(f_0||f_1)$). The radar waveform optimization problem that maximizes the MI between the received signal and the target channel impulse response in coexisting radar and communications systems scenario is considered in [77] for the first time. The optimization is done under constraints on total transmitted power for the radar and interference caused to the communications system. Although radars have plenty of power available these have to obey regulatory levels in shared spectrum. Therefore a constraint on the total transmitted radar power is employed. Moreover, they may wish to use low probability of detection waveforms to avoid jamming. As the two systems considered in [77] are in close proximity and share the same frequency band, interference is likely to happen.
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It is considered in [77], as well as in this thesis, that a minimum data rate for the communications system is guaranteed and a certain SINR value is needed for that. This can be expressed by using the interference constraint in the optimization problem. The radar is cognitive in the sense that it uses the target and channel information to adjust its transmitted waveform. The cooperation between the two systems enables the formulation of the interference constraint. This can be formulated for example by using knowledge of the second order statistics of the communications signal \(c(t)\) and the channel between the radar and the communications receiver \(h_r(t)\), as well as the knowledge of the channel between the communications transmitter and the communications receiver \(h_s(t)\). The objective function to be maximized is the MI between the received radar signal \(y(t)\) and the target impulse response \(h_r(t)\) conditioned on the transmitted radar signal \(r(t)\) [77]:

\[
I(y; h_r|r) = H(y|r) - H(y|h_r,r).
\] (3.1)

The optimization problem for a single base station (BS), when both the radar and the communications systems use OFDM waveforms, may be written as [77]:

\[
\begin{align*}
\max_{\|r_F[k]\|^2} & \quad \sum_{k=0}^{N-1} \log \left(1 + \frac{\sigma_{h_r[k]}^2}{\sigma_{h_s[k]}^2 + \sigma_n^2} \right) \\
\text{s.t.} & \quad \log \left(1 + \frac{\sigma_{h_d[k]}^2}{\sigma_{h_s[k]}^2 + \sigma_n^2} \right) \geq t_k, \quad \forall k \\
& \quad \sum_{k=0}^{N-1} |r_F[k]|^2 \leq P_T.
\end{align*}
\] (3.2)

The second term in the logarithm of the objective function is the SINR at the radar receiver, where the communications signal through channel \(h_d\) acts as interference. The first constraint in the optimization problem is a capacity constraint per subcarrier \(k\) at the communications receiver. Also here, the second term in the logarithm is the SINR at the communications receiver, where the radar signal through channel \(h_s\) acts as interference. The last constraint in the optimization problem is the total transmitted power constraint on the radar signal. It is assumed in [77] that the second order statistics of the channels \(h_r\), \(h_s\), as well as of the communications signal and the noise are known. The radar signals and channels \(h_d\) and \(h_s\) are assumed to be known and deterministic. The optimization problem in (3.2) is convex and it is solved in closed form using the technique of Lagrange multipliers. The obtained solution is a water-filling type of solution and represents a power allocation per subcarrier of the transmitted radar signal.

Radars have a variety of tasks and different waveforms may be needed for different tasks. Two main tasks are the detection and the target parameter estimation tasks. Target detection is the most important radar task. This was also the main function of the radar in its early times, before evolution and the multitude of purposes of the modern day radars. It is also needed for target tracking in most cases. A common approach to target detection is the hypothesis
testing, which tries to distinguish between two hypotheses:

\[
\begin{align*}
\mathcal{H}_0 & : \text{no target present} \\
\mathcal{H}_1 & : \text{target present.}
\end{align*}
\]  

(3.3)

The optimal way, based on the NP theorem, to build such hypothesis testing is through the likelihood ratio test. In such test, the ratio between the likelihoods associated with hypotheses \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) respectively is compared against a threshold. If the ratio is larger than the threshold then hypothesis \( \mathcal{H}_1 \) is decided, otherwise hypothesis \( \mathcal{H}_0 \) is decided. Based on the received samples, the likelihood ratio test can be defined as:

\[
L(y) = \frac{p(y; \mathcal{H}_1)}{p(y; \mathcal{H}_0)} \geq \eta,
\]  

(3.4)

where \( p(y; \mathcal{H}_1) \) is the likelihood associated with hypothesis \( \mathcal{H}_1 \), \( p(y; \mathcal{H}_0) \) is the likelihood associated with hypothesis \( \mathcal{H}_0 \) and \( \eta \) is the threshold deciding which hypothesis is in place. When one has multiple measurements that are independent and identically distributed (i.i.d.), the likelihoods associated with either hypotheses \( \mathcal{H}_i \) \((i = 0, 1)\) can be written as:

\[
p(y; \mathcal{H}_i) = \prod_k p(y[k]; \mathcal{H}_i),
\]  

(3.5)

with \( p(y[k]; \mathcal{H}_i) \) the probability density function (PDF) of sample \( y[k] \) under hypothesis \( \mathcal{H}_i \). It is common that instead of the likelihood ratio test \( L(y) \) a test statistic \( T(y) \), which is a monotonic function of \( L(y) \), is used without affecting the optimality of the test.

Besides choosing from different waveforms for the task at hand, waveform optimization can be employed with the aim of exploiting the awareness and the available degrees of freedom for improved performance. Radar waveform optimization in coexistence scenario for improved or best possible detection performance is proposed in several works \([74, 79, 97, 98, 102, 108, 123] \) as well as Publication V. In \([102] \) the problem of optimum radar code design is addressed. The detection probability is maximized under constraints on the amount of interference caused to the communications system, as well as energy and similarity constraints. The role of the similarity constraint is to make sure the optimized code has ambiguity and resolution properties close to a reference code or desired ideal AF. The same problem of radar code design in a similar setup is considered in \([79] \), this time with the radar SINR as a figure of merit. It is assumed in \([79, 102] \) that the radar has access to a radio environment map. The false alarm probability constraint is not considered in the optimization problems proposed in \([102] \). In \([108] \) the optimal power spectral density of a radar waveform is proposed via radar SINR maximization. It is assumed that the communications system interferes with the radar. The radar tolerates this interference for the sake of coexistence and tries to cause as little interference as possible to the communications system. The detection performance of the designed waveforms
and the performance of the communications system are investigated in [108]. Although it is shown that the optimization method proposed in [108] reduces the interference to the communications system, no interference limitation to the communications system or probability of false alarm constraints are considered in the optimization. In [123] algorithms for radar precoder design are proposed for coexistence with communications systems. The detection performance of the optimized radar waveforms is investigated for different probability of false alarm values. The precoder is designed with coexistence as a goal and does not take into account the false alarm probability. In [97, 98] a beamformer and a precoder respectively are designed for the communications system coexisting with a radar system. While in [97] the probability of detection is considered in the precoder design, in [98] the detection performance is investigated after designing the optimum beamformer that minimizes the interference at the radar. In [124] a precoder-decoder design based on interference alignment (IA) is proposed for a radar coexisting with a communications system. The design in [124] is extended in [125] for MIMO systems and its performance is tested using the derived GLRT for target detection and ML estimator for target direction. Also in [124, 125] the probability of detection or false alarm is not employed in the proposed precoder-decoder designs. The radar waveform optimization proposed in Publication V in a cooperative scenario maximizes the probability of detection under a constraint on maximum allowed false alarm probability and a constraint on the total transmitted radar power and the interference caused to the communications system. It is demonstrated in Publication V that cooperation between the two systems can improve the detection performance.

Not much effort addressing target parameter estimation in coexistence scenarios is found in the literature. Bounds on estimation rates for a radar system in a joint design with a coexisting communications system operating in the same spectral band are introduced in [126]. The available bandwidth is split between the radar and the communications systems, with a fraction of the bandwidth for shared use. As such, a joint system is considered in [126]. A different approach is considered in Publication VI, where, for systems in different locations, target time delay parameter estimation bound as well as a time delay estimator are derived. Radar waveform optimization for target time delay estimation in coexistence scenarios is addressed for the first time in Publication III. Similar to Publication VI, the coexisting systems are assumed to be in different locations and share the same spectral resources. The communications system shares an interference mask with the radar system, which ensures a minimum desired rate for the communications systems can be achieved.

Earlier works in the field of satellite positioning propose waveform optimization based on the CRB minimization, for example [63, 127, 128]. It is observed that without other constraints this is equivalent to maximizing the Gabor bandwidth of the signal, which is defined in [63] as:

\[
\int_{-B}^{+B} f^2 |G(f)|^2 df. \tag{3.6}
\]
Figure 3.2. System model for spectrum sharing among radar and communications systems. Active sensing done by the radar is illustrated using blue color, passive sensing is illustrated using black, while red is used for interference. Dashed lines symbolize reflections off the target. Signals from the communications BS act as interference, passive illumination as well as communications inside the cell. Multiple communications systems/BSs can be considered and these are illustrated using higher transparency.

Thus, the solution to the optimization problem allocates all the available energy on the edges of the frequency band. Such solution does not correspond to any realizable finite energy pulse [63]. A trade-off between allocating power based on channel gain or towards the edges of the available spectrum is shown for the optimization proposed in Publication III.

3.2.1 Information-Theoretic Optimization

MI based radar waveform optimization in a cooperative setting with wireless communications systems is considered in Publication IV also. This builds upon [77] and looks at various MI criteria to be maximized in a coexistence scenario and proposes radar waveform optimization problems based on such criteria. The considered cooperative scenario is illustrated in Fig. 3.2 and it consists of a monostatic radar and several communications BSs, either from the same system or from different systems. It is assumed both systems use OFDM waveforms occupying the same spectral band. Different than [77], in Publication IV it is considered that the communications signal reflected off the target arrives at the radar receiver. Consequently, the communications signals are received by the radar both reflected off the target and on a direct line of sight. The latter can be considered as interference or a reference copy of the communications signal that is not affected by the target channel. Similarly to [77], the solutions to the optimization problems in Publication IV are power allocations over the available subcarriers.

The reflected communications signal off the target can be considered as useful energy, as interference, or can be ignored altogether. In each of these cases a different MI criterion can be established for the radar waveform optimization. These are illustrated in the Venn diagram of Fig. 3.3, where it is assumed that there is some common information about the target in the channels $h_r$ and $h_c$. 
Communications signal as useful energy. For the case when the reflected communications signal off the target is considered as useful energy, the objective function to be maximized is formulated as:

$$I(\mathbf{y}; \mathbf{h}_r, \mathbf{h}_c) = H(\mathbf{y}) - H(\mathbf{y}|\mathbf{h}_r, \mathbf{h}_c),$$  \hspace{1cm} (3.7)

where $\mathbf{y}$ is the vector corresponding to the signal at the radar receiver, $\mathbf{h}_r$ is the vector corresponding to the target impulse response experienced by the radar signal and $\mathbf{h}_c$ is the vector corresponding to the target impulse response experienced by the communications signal. In this case the MI between the received signal and jointly the two target impulse responses corresponding to the radar and the communications signals is maximized. The optimization problem is formulated as:

$$\max_{|r^F[k]|^2} \sum_{k=0}^{N-1} \log \left( 1 + \frac{|r^F[k]|^2 \sigma^2_{h_r}[k] + |c^F[k]|^2 \sigma^2_{h_c}[k]}{|c^F[k]|^2 \sigma^2_{h_r}[k] + \sigma^2_{v}[k]} \right),$$

s.t.  \hspace{1cm} \log \left( 1 + \frac{|c^F[k]|^2 \sigma^2_{h_c}[k]}{|r^F[k]|^2 \sigma^2_{h_r}[k] + \sigma^2_{v}[k]} \right) \geq t_k \quad \sum_{k=0}^{N-1} |r^F[k]|^2 \leq P_T,  \hspace{1cm} (3.8)

where $|r^F[k]|^2$ and $|c^F[k]|^2$ are the power of the radar and the communications signals, respectively, for the $k$th subcarrier and $\sigma^2_{h_r}[k]$, $\sigma^2_{h_c}[k]$, $\sigma^2_{h_d}[k]$, $\sigma^2_{h_a}[k]$, $\sigma^2_{h_n}[k]$ and $\sigma^2_{v}[k]$ are the power of the corresponding channels and the noise and clutter, respectively, for the $k$th subcarrier. The SINR term in the objective shows that the communications signal reflected off the target is considered as useful energy, in contrast to (3.2) where it is ignored. This optimization problem is solved using the technique of Lagrange multipliers and a closed form power allocation solution is provided in Publication IV.

Communications signal as interference. For the case when the reflected communications signal off the target is considered as interference, the objective function to be maximized is formulated as:

$$I(\mathbf{y}; \mathbf{h}_r) = H(\mathbf{y}) - H(\mathbf{y}|\mathbf{h}_r),$$  \hspace{1cm} (3.9)
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(a) Maximized $I(y; h_r, h_c)$, $I(y; h_r)$, $I(y; h_r; h_c)$, and the sum of max $I(y; h_r; h_c)$ and max $I(y; h_r)$. It is observed that max $I(y; h_r, h_c) >$ max $I(y; h_r; h_c) >$ max $I(y; h_r)$. Probability of false alarm (P FA)

(b) ROC curves achieved with radar waveforms that maximize $I(y; h_r, h_c)$, $I(y; h_r)$ or $I(y; h_r; h_c)$. The radar waveforms that maximize $I(y; h_r, h_c)$ or $I(y; h_r)$ provide better detection performance.

Figure 3.4. Although max $I(y; h_r; h_c) >$ max $I(y; h_r)$, a better detection performance is obtained when using the maximization of $I(y; h_r)$ as the objective function. Thus, a larger maximized MI does not guarantee an optimal detection performance. Copyright 2016 IEEE.

which replaces the objective function in the optimization problem in (3.8) with

$$
\sum_{k=0}^{N-1} \log \left( 1 + \frac{|rF[k]|^2 \sigma_h^2[k]}{|cF[k]|^2 \sigma_h^2[k] + |cF[k]|^2 \sigma_c^2[k] + \sigma_v^2[k]} \right) \tag{3.10}
$$

The SINR term in the objective shows that the communications signal reflected off the target is considered as interference. A closed form solution to the optimization problem is provided in Publication IV.

**Communications signal is ignored.** This case corresponds to the one in (3.2) and presented in [77]. When the reflected communications signal off the target is not considered at the radar receiver (however, it is present), the objective function to be maximized is formulated as:

$$
I(y; h_r, h_c) = H(y|h_c) - H(y|h_r, h_c), \tag{3.11}
$$

which also replaces the objective function in the optimization problem in (3.8)
Figure 3.5. ROC curves achieved with waveforms that maximize $I(y; h_r, h_c)$ for different cases. The detection capability decreases considerably when the communications signals reflected off the target are not considered and it becomes much lower when the radar is also dealing with weak returns. Copyright 2016 IEEE.

The discrete values of the maximized MI for the considered criteria are shown in Fig. 3.4a. It is observed that $\max I(y; h_r, h_c) > \max I(y; h_r) > \max I(y; h_c)$. This ordering is due to the fact that the maximized MIs are functions of the optimized radar waveform and the SINR. It is observed from the SINR term of the objective functions of (3.8), (3.10) and (3.12) that the reflected communications signal contributes to the signal part in (3.8), to the noise, clutter and interference part in (3.10) and to none of the terms in (3.12). Similar ordering can be established among the SINRs, which justifies the ordering of the maximized MIs.

Exploiting the communications signals reflected off the target at the radar receiver is demonstrated in Publication V to improve target detection in the case of a NP detector. It is also shown that, for example in the case of a low observable target, when the radar direction backscattered energy is weak, considering the communications signal in the optimization of the radar waveform can be beneficial for the detection task since it can take advantage of spatial diversity.

The detection performance loss for a low observable target is shown in Fig. 3.5 when considering the communications signals and when not. The detection performance is greatly decreased when the communications signals are not considered in the radar waveform design.
3.2.2 Detection-Theoretic Optimization

One of the first works to consider the detection task in a cooperative setting with a communications system is the one in Publication V. Radar waveform optimization is proposed based on the probability of detection maximization for a maximum allowed false alarm probability. The detection performance of the proposed waveforms is compared against the detection performance of other waveforms optimized using MI. Also, the importance of exploiting the energy of the communications signals in a passive way is emphasized and demonstrated in simulation results.

The same system model presented in Fig. 3.2 is considered in Publication V. The target detector is based on the NP approach by posing a binary hypothesis testing problem using the following hypotheses:

\[
\begin{align*}
\mathcal{H}_0 : y &= y_d + v \\
\mathcal{H}_1 : y &= y_r + y_c + y_d + v,
\end{align*}
\]  

(3.13)

where \(y_d\) is the vector containing the samples corresponding to the communications signals arriving through direct links to the radar receiver, \(y_r + y_c\) is the vector containing the samples corresponding to the echoes off the target, due to both radar and communications signals, and \(v\) is the vector of noise and clutter samples.

For a zero mean i.i.d. Gaussian distributed data under both hypotheses, with covariance matrix \(\Omega + \sigma^2_v I\) for \(\mathcal{H}_0\) and covariance matrix \(\Sigma + \sigma^2_v I\) for \(\mathcal{H}_1\), the likelihood ratio test is written as:

\[
L(y) = \frac{\frac{1}{\pi^N \det(\Sigma + \sigma^2_v I)} \exp \left( -y^H (\Sigma + \sigma^2_v I)^{-1} y \right)}{\frac{1}{\pi^N \det(\Omega + \sigma^2_v I)} \exp \left( -y^H (\Omega + \sigma^2_v I)^{-1} y \right)} \gtrless \eta. \tag{3.14}
\]

The test statistic as well as the probability of false alarm \(P_{FA}\) and the probability of detection \(P_D\) can be obtained from (3.14) as in Publication V. The radar waveform optimization problem is stated as:

\[
\max_{\{\|r[k]\|^2, \eta\}} P_D \quad \text{s.t.} \quad P_{FA} \leq \alpha
\]

\[
\log \left( 1 + \frac{\sigma^2_h[k] |\mathcal{H}_F[k]|^2}{\|r[k]\|^2 \sigma^2_s[k] + \sigma^2_v} \right) \geq t_k, \quad \forall k
\]

\[
N-1 \sum_{k=0} |r_F[k]|^2 \leq P_T,
\]

(3.15)

which provides the radar waveform that maximizes the probability of detection \(P_D\) given a maximum allowed probability of false alarm \(\alpha\) and the same constraints as in Publication IV on the interference to the communications system and maximum allowed transmitted power. The optimization problem in (3.15) is non-convex. However it may be solved numerically by employing an interior point method that finds several local minima and selects the smallest one. The
obtained solution is essentially a power allocation across the different carriers. An example of optimized power allocation is illustrated in Fig. 3.6 for 11 subcarriers and the maximum allowed $P_{FA}$ of $\alpha = 0.01$. It can be observed that the radar power is allocated to the channels with a larger gain. Also the radar power in each channel satisfies the capacity constraint imposed by the communications system.

The detection performance of radar waveforms optimized based on MI in [77] and on NP detector in Publication V is compared. The power allocation solutions obtained by MI based optimization are employed in the derived NP detector and the probability of detection is obtained. The results in Publication V show that, as expected, the NP based solutions provide better detection probability in low SNR regime and for lower values of maximum allowed $P_{FA}$ in comparison to the MI maximization based solutions.

The benefit of taking also the communications signal into account in target detection is demonstrated in Fig. 3.7. The receiver operating characteristic (ROC) curves for the NP based and MI based optimized radar waveforms respectively, with and without communications signals reflected off the target at the radar receiver are presented in Fig. 3.7. When considering the NP detector, the detection performance is greatly improved if the communications signals reflected off the target are exploited at the radar receiver. The same conclusion is valid when considering MI as a criteria for optimization.

### 3.2.3 Estimation-Theoretic Optimization

A method of estimating the target time delay in a cooperative radar and communications scenario is investigated in Publication VI. Similar to the detection task
considered in Publication V which can benefit from the communications signals reflected off the target, it is shown that the estimation performance can also benefit from the communications signals. Both CRB and RMSE of a proposed estimator are shown to improve in a cooperative scenario in Publication VI. It is desirable for the radar in a cooperative scenario to use an optimal waveform for the estimation task. Thus, in Publication III radar waveform optimization is proposed that minimizes the CRB for the target time delay estimation. The optimization is proposed subject to power constraints due to the interference caused to the communications system and maximum allowed emissions. Publication III is an extension of Publication VI in few regards. First, the target model considered in Publication III is an extended target model, which is a generalization of the point target model considered in Publication VI. As the considered extended target model is similar to a dense multipath channel, two cases are considered in Publication III: one where the channel tap amplitudes are known and another one where they need to be estimated. The channel amplitudes can be assumed known for example when dealing with a cognitive radar that is continuously learning about the target and spectrum environments [5]. Second, the independence assumption on the error terms in (3.17) considered in Publication VI is generalized in Publication III to a dependence assumption. These terms result from the processing steps employed for exploiting the communications signals reflected off the target. As expected, similar results are reported in Publications III and VI.

For the cooperation scenario considered in Publications III and VI the system model is presented in Fig. 3.8, which is based on the model in Fig. 3.2 with certain particularities. It is assumed that the radar is capable of beamforming
in two directions, one required for target surveillance and one for receiving the reference communications signal along the direct path. Beamforming also rejects interferences from other angles. It is assumed that the communications system provides the radar with an interference mask aimed at guaranteeing a minimum data rate for its users. This is one way of cooperating between the radar and the communications system. Consequently, the radar receives the following signals:

$$
\begin{align*}
    y_{\text{surv}}(t) &= y_{\text{rad}}(t) + y_{\text{com}}(t) + n(t) \\
    y_{\text{ref}}(t) &= y_d(t) + n(t),
\end{align*}
$$

where $y_{\text{surv}}(t)$ and $y_{\text{ref}}(t)$ are the received signals on the surveillance and reference channels respectively. In addition, $y_{\text{rad}}(t)$ is the radar target return, $y_{\text{com}}(t)$ is the communications signal reflected off the target and $y_d(t)$ is the reference communications signal arriving on the direct path, while $n(t)$ accounts for the receiver noise.

In order to exploit the common information about the target that the two received signals contain it is important to separate them. One way of achieving the separation is to use the technique of successive interference cancellation (SIC), as presented in [126, 129]. This technique involves removing the radar or the communications signal (the strongest one) from the observed signal in order to obtain the communications or the radar return, respectively, free of interference. This approach is applicable if the transmitted communications and radar signals are digital, with the radar symbols drawn from a finite alphabet, for example polyphase P3 and P4 codes. For analog modulated radar and communications signals, source separation techniques, such as blind source separation or independent component analysis (ICA) can be used instead, as long as the signals are statistically independent [130]. In Publications III and VI, it is assumed that SIC is used for separating the radar and communications signals since both of them use digital (discrete-time) waveforms.

Two different approaches are taken in Publications III and VI for the target model, however both consider frequency domain models. The frequency domain
measurement models for the separated radar and communications returns in Publication VI are given by:

\[
\begin{align*}
\mathbf{y}_r^F &= \mu_r \mathbf{a}_r + \mathbf{v}_r^F, \\
\mathbf{y}_c^F &= \mu_c \mathbf{a}_c + \mathbf{v}_c^F,
\end{align*}
\] (3.17)

where scalars \(\mu_r\) and \(\mu_c\) denote the scattering coefficients introduced by the target for the radar and communications signals respectively, vectors \(\mathbf{a}_r\) and \(\mathbf{a}_c\) contain the phase shifts due to the target delay for each subcarrier of the radar and the communications signals respectively, while vectors \(\mathbf{v}_r^F\) and \(\mathbf{v}_c^F\) contain the errors for the radar and communications measurements respectively.

The frequency domain measurement models for the separated radar and communications returns in Publication III are given by:

\[
\begin{align*}
\mathbf{y}_r^F &= \mathbf{R}_{\mathbf{a}_r} \mathbf{b}_r + \mathbf{v}_r^F, \\
\mathbf{y}_c^F &= \mathbf{C}_{\mathbf{a}_c} \mathbf{b}_c + \mathbf{v}_c^F,
\end{align*}
\] (3.18)

where \(\mathbf{R} = \text{diag}(\mathbf{r}^F)\) and \(\mathbf{C} = \text{diag}(\mathbf{c}^F)\) are \(N \times N\) diagonal matrices containing the frequency domain radar and communications transmitted symbols respectively on the main diagonal. The elements of matrices \(\mathbf{A}_r\) and \(\mathbf{A}_c\) of size \(N \times L\) are given by \([\mathbf{A}_r]_{k,l} = \exp(-j2\pi k \Delta f \tau)\) and \([\mathbf{A}_c]_{k,l} = \exp(-j2\pi k \Delta f \tau/2)\) respectively, for \(k = -N/2, \ldots, N/2-1\) and \(l = 0, \ldots, L-1\). The measurements in both equation (3.17) and (3.18) can be used to build the measurements vector

\[
\mathbf{y}^F = \begin{bmatrix} \mathbf{y}_r^F \\ \mathbf{y}_c^F \end{bmatrix},
\] (3.19)

which is used to compute the FI and CRB as presented in Publications III and VI. An example of plots for the square root of CRB, as presented in Publication III, is illustrated in Fig. 3.9. It is observed that in the cooperative case, the CRB is always lower, both when target channel amplitudes are assumed known and when they need to be estimated. The strength of the communications signal reflected off the target impacts the improvement obtained in the cooperative case. The better the communications signal quality, the smaller the CRB is. Nevertheless, the greatest improvement is obtained when the SNR for the radar signal is smaller than the one for the communications signal. Lowering the CRB in the cooperative scenario suggests the fact that exploiting the communications signal reflected off the target can improve the estimation performance. This is shown to be true in both Publications III and VI, for optimized and unoptimized radar waveforms respectively.

A maximum likelihood estimator (MLE) for target time delay in cooperative scenarios is proposed in Publication VI. The proposed estimator exploits also the communications signal received at the radar receiver in a passive way. Given
Figure 3.9. Square root of CRB for the cooperative and the radar-only cases with and without known amplitudes. For the cooperative case it is considered the $\text{SNR}_{\text{com}} = 6 \text{ dB}$, which is visible on the CRB plots for the cooperative case as the point where SIC removes first the communications and then the radar return. As the CRBs are lower, it is always beneficial to use cooperation and the communications signal. Also, when the channel amplitudes are estimated, the estimation performance is degraded compared to the case when the channel amplitudes are known.

the likelihood of the measurements $L(y_F^r; \tau)$, the MLE for $\tau$ can be obtained as:

$$\hat{\tau}_{\text{ML}} = \arg \max_{\tau} L(y_F^r; \tau), \quad (3.20)$$

however it is not trivial. Consequently, a simple approach is proposed in Publication VI for finding the value of $\tau$, which essentially is a discrete grid search. A clear disadvantage of such estimation method is that its performance is limited by the search resolution. In practice, finding the parameter of interest $\tau$, as presented in Publication VI, can be done using a bank of two matched filters on the measurements $y_F^r$ and $y_F^c$. A similar estimator based on a discretized delay is employed also in Publication III for the evaluation of the estimation performance using the optimized waveforms.

It is demonstrated in Publication VI that by exploiting the communications signal in a passive way at the radar receiver the CRB can be considerably lowered. This happens in a regime where the SNR of the received radar signal is smaller than the SNR of the received communications signal. In this cooperative scenario, however, the CRB is generally found to be lower than the CRB for the case when the radar operates alone. Thus, an estimator that can take advantage of the information available in the communications signal reflected off the target at the radar receiver can outperform one that does not.

Optimizing the radar waveform based on CRB minimization is proposed in Publication III. The optimization is performed with constraints on the total power transmitted by the radar, as well as an interference power mask, which is imposed by the communications system. The interference mask is provided at the radar by the communications system under the cooperative framework. The optimization problems presented in Publication III are non-convex due to the objective function, however a local solution can be obtained by solving the problem numerically using interior point methods. The solutions to the optimization problems are power allocations over the subcarriers. An example
Figure 3.10. Optimized power allocations using fmincon for the cooperative case with unknown channel amplitudes. The trade-off between allocating power based on channel gain or subcarrier index is observed.

Figure 3.11. Autocorrelation function for different SPR constraints. It is observed that the SPR constraint can decrease the ambiguities in the delay domain.

of optimized power allocation over subcarriers is illustrated in Fig. 3.10 for different constraints on the total transmitted radar power. The trade-off between allocating power based on channel gain and edge of the available spectrum, or subcarrier index for the considered OFDM waveform, is observed.

It is known that such waveforms, optimized based on the CRB, suffer from high ambiguities. Consequently, a constraint on the SPR is proposed in Publication III, which reduces the ambiguities. The SPR is a measure of how much the power of one subcarrier deviates from the average subcarrier power. Naturally, this constraint forces a more uniform power distribution over the available subcarriers and, in consequence, reduces delay domain ambiguities of the optimized waveforms. This is illustrated in Fig. 3.11 for different SPR values.

The estimation performance of the optimized waveforms is investigated in Publication III and shown to be improved over the case when the radar operates alone as well as over the case when the radar waveform is optimized for receiver SNR maximization. These results are presented in Fig. 3.12. It is observed that the optimized waveform greatly improves the target delay estimation performance, despite the local nature of the solution to the optimization problem. Also, it is once more demonstrated the benefit of exploiting the communications signal reflected off the target for target parameter estimation at the radar receiver.
3.3 Discussion

The ever growing demand for spectrum has pushed the research community to find ways for meeting such demands. Spectral sharing among radar and communications systems is proposed as a way of solving the spectral congestion in scenarios where different radio systems need to coexist in the same frequency bands. The methods for spectral coexistence among radar and communications systems presented in this thesis are applicable to other systems that are sharing radio spectrum as well.

A key enabling method for the coexistence among radar and communications systems is waveform optimization and adaptation. Three categories are identified:

- radar-centric, when the radar waveform alone is optimized
- communications-centric, when the communications waveform alone is optimized
- co-design, when both waveforms are optimized jointly.

The third category can be considered as a future scenario where the two systems
converge in a single dynamic one that is able to perform multiple tasks. The first two categories include solutions which more or less can be applied to the current wireless systems such as 4G, 5G, WiFi and citizens broadband radio service (CBRS) as well as new emerging systems such as cognitive radios and radars. Within these categories many approaches are identified, depending on the spatial configurations of the two systems, MIMO or SISO configurations, dual-use waveforms, precoder design and waveform optimization. Different radar tasks are also considered in the literature: detection, estimation or target tracking. Another important aspect is the relationship between the two systems. The existing literature can be divided into four categories:

- passive, when the radar system exploits the transmissions of the communications systems
- competitive, when the two systems compete for the available resources
- coexisting, when either system takes into account the existence of the other one
- cooperative, when the two systems exchange certain information for their mutual benefit.

In the cooperative case, the systems know waveforms such as pilot signals or information that can help with forward error correction. Also, these can share CSI, the achieved communications rate or interference masks that tell how much interference can be tolerated for example.

In this thesis, contributions to coexistence among radar and communications systems were presented. The considered configuration is a distributed one, in which the radar and the communications systems are in different locations. It is assumed that both systems utilize SISO configurations and multicarrier waveforms such as OFDM, occupying the same spectral band. Also, it is assumed that the two systems are in a cooperative relationship and share information. For example, the communications system provides the radar with an interference mask, which tells the radar how much power it can use in each subcarrier so that it does not cause too much interference to the communications users. The communications users wish to maintain their minimum desired data rate despite the spectrum sharing. A radar-centric approach is proposed to the coexistence problem, where the radar waveform is optimized using different objectives and constraints on the total transmitted power and the interference caused to the communications system.

It can be observed in the contributions made by this thesis that the radar system can benefit from the cooperation with the communications system and improve its estimation or detection performance. This is conditioned on the radar being cognitive and sensing the environment or cooperation with the communications system. Nevertheless, the cognitive function of the radar plays an important role in the optimization methods presented in this thesis, which allows the radar to optimize and adjust the waveforms for the target and radio spectrum environment in which it operates.

MI between the received signal at the radar and target impulse response
corresponding to the radar or the communications signal is one objective which is proposed in this thesis for the optimization of the radar waveforms. The MI criteria which provide optimal radar waveforms with improved detection performance are introduced. Using simulation results it is demonstrated that a larger maximized MI does not guarantee an optimal detection performance in the NP sense where detection probability is maximized under false alarm level constraint. Also, it is shown that the detection performance can be improved by exploiting the communications signals reflected off the target.

For the target detection task, radar waveform optimization based on the NP detector is proposed. Although the optimization problem is not convex it can be solved numerically and it is shown that the solution provides improved detection performance compared to optimal waveforms in the MI sense. It is observed that the improvement is more significant in low SNR regime and when a lower maximum allowed false alarm probability level is required. Also for the NP based waveform optimization it is shown that the detection performance benefits from the energy provided by the communications system in a passive manner, similarly to the MI based optimization.

Radar waveform design that minimizes the CRB for the target time delay estimation is proposed for cooperative scenarios. This is motivated by the additivity property of the FI. Analytical derivations for the FI and CRB are provided. Such optimization is considered for the first time in this setting and the trade-off between allocating power towards the edge of the available spectrum and based on channel gain is pointed out. It is shown that by exploiting the communications signals in a passive manner the estimation performance can be improved over the radar-only case. Also, the RMSE of the estimation performed with the optimized waveforms is demonstrated to be lower than the one corresponding to a waveform optimized for receiver SNR maximization.

One limitation of the contributions provided in this thesis is the considered radar-centric approach. It is thus assumed that only the radar waveform can be optimized, while the communications waveform remains unaltered, however achieves the desired minimum rate. The potential benefits for the cooperative radar and communications systems scenarios is much larger if a joint design approach is considered. Both theoretical bounds and actual estimation errors could be considerably lowered by optimizing and adapting also the communications signal. The choice of such approach is justified by the difficulty in impacting standardization and introducing changes that may cause marginal capacity losses to a profit driven industry. Regulatory authorities can however impose such requirements eventually, however meanwhile the contributions of this thesis can be considered as new enabling technologies and valuable intermediate steps in spectrum sharing and cognitive radar and radio systems.
4. Conclusions

Future radar systems need to be fully adaptive and cognitive and take advantage of all available degrees of freedom for optimizing their performance. For such demanding task, multicarrier waveforms provide a convenient and flexible way of generating and designing waveforms. Moreover, many of the technical solutions and transceiver structures developed for multicarrier communications systems can be utilized in radars as well. Radio spectrum is becoming more and more scarce and a valuable resource. Proposals for more flexible and efficient use of spectral resources as well as changes in regulation have been made already [3, 4, 67]. Spectral sharing and coexistence among radar and communications systems is one approach for solving the problem of congested spectrum use and inefficiency caused by rigid regulation of spectrum use. This requires that both radar and communications systems are adaptive and can take advantage of their operational environment knowledge such as the state of the radio spectrum. Multicarrier waveforms allow the radar systems to fulfill such requirements by using the available degrees of freedom in frequency and code domains in a flexible manner. Moreover, a convenient generalized multicarrier model that allows for representing most of the commonly known radar waveforms as well as designing and optimizing new waveforms is needed.

4.1 Multicarrier Radar Waveforms

In this thesis, a GMR waveform model is proposed. It is used to optimize radar waveforms based on spectral awareness as well as for designing new waveforms with desirable properties for different radar tasks. The flexibility of the proposed GMR model and multicarrier radar waveforms is first demonstrated and then multicarrier waveforms are employed in the context of coexistence among radars and communications systems. The choice of multicarrier waveforms for the radar systems is justified not only by the available degrees of freedom but also by the fact that modern communications systems utilize similar waveforms. Therefore, similar transceiver structures may be used for both purposes.

This thesis is comprised of six publications which contribute towards future
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radar systems that are fully adaptive and cognitive. A GMR model is proposed which is able to describe and generate the most common single and multicarrier radar waveforms in a convenient way. The model provides a unifying framework for multicarrier radars which also allows for designing new multicarrier waveforms as well as adjusting waveforms to different radar spectrum and target scenarios. Based on the well-known OFDM and MCPC waveforms a relaxation of the subcarrier orthogonality constraint is proposed and the novel TDRW and FDRW are introduced. The orthogonality of the subcarriers is anyway lost at the receiver due to the various delays and Doppler shifts that a target can introduce. There exists no radar waveform that would be orthogonal with all delays and Doppler shifts. The relaxation is introduced with the benefit of improved AF properties and consequently better radar performance. It is shown that in general this allows for lower PSLLs in both delay and Doppler domains and also improves delay resolution in comparison to the MCPC waveforms for example. Besides generating and describing radar waveforms, the GMR model is also capable of exploiting the degrees of freedom that the multicarrier waveforms provide in a flexible manner. For example, waveforms employing FFH patterns are generated by filling in the matrices of the GMR model appropriately and their performance is evaluated using the AF. Also, frequency diversity may be conveniently exploited using the GMR model for avoiding and mitigating jamming and unintentional interference. If one or several subcarriers experience such effects these would not be allocated any power. A comparison between TDRWs and MCPC waveforms is performed in such scenario. It is shown that the former performs better in terms of the PSLLs in both delay and Doppler domains for various code lengths.

The proposed model is written using a compact matrix formulation which allows for easy waveform customization and generation just by filling in the matrices of the model appropriately. It is also shown that it can be used for radar waveform optimization and examples for OFDM and MCPC waveforms are provided. The proposed constrained optimization problems employ an information theoretic MI criterion and allow the radar to adapt to target characteristics, propagation environment and state of the spectrum. Consequently, the proposed GMR model can be considered an important enabler for future cognitive and fully adaptive radar systems.

4.2 Coexistence among Radar and Communications Systems

The spectral coexistence among radars and communications systems accounts for a significant portion of this thesis. The multicarrier radar model is particularly suitable for coexistence scenarios that require flexible use of spectrum and adaptation to different target scenarios and operational environments. In this thesis, the problems of waveform optimization and adaptation are addressed using multicarrier waveforms, in particular OFDM. Several radar waveform
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Optimization criteria are proposed in coexistence scenarios: MI maximization, probability of detection maximization under probability of false alarm constraint (NP sense) and CRB minimization. The waveforms are optimized for different radar tasks, i.e. target characterization and detection and target parameter estimation. The optimization problems proposed in this thesis are formulated by imposing constraints on the total transmitted radar power and an interference mask provided by the communications system. This interference mask tells the radar how much power it can allocate to certain subcarriers such that a tolerable interference level is experienced by the communications system and consequently, a desired rate can be achieved. Also, the coexistence scenarios considered in this thesis assume some degree of cooperation among the two systems, for example through the exchange of an interference mask. In the considered setup, the MI objective is a concave function of the transmitted radar powers on each subcarrier. Adding the linear constraint on the total transmitted radar power results in a convex problem, which can be solved using its Lagrangian form and the KKT conditions [66]. The solutions to the optimization problems represent power allocations over the available subcarriers. Some of these solutions can be obtained in a closed form, while other require numerical optimization.

The performance of the proposed optimized waveforms in this thesis is evaluated in simulations using ROC or RMSE plots, for the detection and estimation tasks respectively. Recommendations on which optimization objective functions produce the best performing waveforms are given. It is demonstrated that exploiting the communications signal reflected off the target can improve the radar performance for all considered tasks.

This thesis provides theory, methods and justifications for spectrum sharing among radar and communications systems. The methods proposed in this thesis are steps towards future fully adaptive radars where both the transmitter and receiver can be adapted and cognitive radars that learn and exploit knowledge of their operational environments. There is also more immediate need for spectrum sharing because many wireless systems such as 5G, WiFi and 4G evolution and CBRS occupy the same frequency bands as S-band radars, for example. As such, spectrum sharing is proven to be possible with little to no change in the existing radar and communications systems, with the extra benefit of improved performance.

4.3 Future Work

Few objective functions have been employed for the radar waveform optimization problems presented in this thesis. The use of other information-theoretic measures can be explored as well. For example, the KL divergence, J-divergence, as well as Bhattacharyya distance between the two densities under hypotheses $H_0$ and $H_1$. 
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It would be interesting to employ the methods proposed in this thesis for a co-design approach, where also the communications waveform is optimized and adjusted to local channel and interference conditions. With this design approach there is potential for further performance improvement in both systems. Also, different configurations for the distributed configuration considered in this thesis can be examined. For example, the BS is able to receive the radar signals reflected off the target and help the monostatic radar. If digital waveforms are used the BS can employ SIC to separate the radar signal from the communications signals as described in [129] or Publication III.

Another improvement to the efforts presented in this thesis is addressing the performance of the communications system directly. It is assumed in this thesis that a minimum data rate for the communications users is guaranteed, by limiting the interference from the radar and ensuring sufficiently high SINR at the communications receiver. However, the actual performance of the communications users is not investigated in the proposed scenarios.

More realistic scenarios and assumptions can be employed. The idealistic nature of operational environments and scenarios employed in this thesis serves the purpose of demonstrating the potential benefit of spectrum sharing, as well as the possibility for coexistence in itself. However, real world radio and target environments may be significantly more complicated and change rapidly.

A significant future contribution to the research presented in this thesis is to consider a dynamic target and environment. Doppler effect increases the modeling complexity and can also be a parameter of interest for the radar. Another interesting future research topic is addressing the target tracking task. The added complexity due to constantly changing environment and target state make this particularly interesting, also from a cognitive, fully adaptive radar point of view. New cooperation methods need to be developed in such scenarios for the mutual benefit of the systems sharing the spectrum.

The automotive industry will likely be revolutionized by autonomous vehicles [131]. When legislation regarding such vehicles will be in place there will be a significant number of vehicles equipped with one or several radars, communications devices as well as numerous other sensors. These sensors are responsible for example with the collection of information on weather conditions, blind spot detection, traffic light advisories, parking assistance, optimized cruise control, lane change and access to vehicular wireless networks among others [132]. All these sensors will be required to share the spectrum and cooperate for their mutual benefit and avoid the potential high level of interference. More research efforts in accommodating such a large number of active devices and cooperation methods are needed.

The health industry is another field where radars are experiencing an increased use. Few examples are vital signs monitoring [133–135] and detection in emergency situations [136, 137]. As these medical and consumer monitoring devices based on radar technology become prevalent, spectrum sharing techniques for such applications are also needed.
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The ever-increasing demand for radio spectrum requires future wireless systems to share this limited available physical resource. Extensive adaptability of both systems and a new design paradigm are expected. Coexistence among radar and communications systems is proposed in this thesis as a solution to the problem of congested spectrum use. The coexistence methods proposed in this thesis are based on waveform optimization and adaptation and are applicable also to other systems sharing radio spectrum. The need for future radar systems to be fully adaptive and cognitive and take advantage of all available degrees of freedom for optimizing their performance is met by multicarrier waveforms. A generalized multicarrier radar model able to describe most commonly used radar waveforms as well as novel ones in an easy and customizable way is proposed. Using such model novel multicarrier waveforms with improved radar performance are proposed. It is also shown that the radar system can improve its performance by cooperating with the coexisting communications systems.