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Augmented Reality Audio (ARA) can be de ned as the real audio environraegmented
with virtual sound objects. Everything the user hears is recorded with miaiaticrophones
integrated in the ARA headset earphones. The recorded audio is immedgikgdd back
directly to the ears of the user. Along with the recorded signal, arti cialrevipusly recorded
sounds can be added. Binaural processing is used to position the gowads in certain
directions related to the user. The virtual sound sources can be xec teetth environment
with binaural processing, if the position and orientation of the user arehkno

Several ARA applications have been implemented before, but so far obly tsed indoors|,
because of the limitations of applied tracking methods. The goal of the thesi®wasign and
implement a platform to be used outdoors. Inertial and magnetic trackinguserketogether
to track the orientation of the user, and Global Positioning System (GP3)sedgor position
tracking.

As a proof of concept, the Audiomemo application was implemented on the platfaun,
diomemo can be used to record everything the user hears, and to enabkethe browse
through previously recorded audio memories. The orientation and positamiation is saved
as metadata in the audio le to enable retrieval of the information afterwards.

The Audiomemo application was preliminarily tested and analyzed. The platfasrfaund
functional and a useful working base for ARA applications in outdoer us

Keywords: Augmented Reality Audio (ARA), Orientation tracking, Positionkiag, Binaural
hearing, Wav format, Ara-Wav
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Lisatyksi audiotodellisuudeksi (LAT) kutsutaan todellista &animaisemaan johtisatty virtu-
aalisia aaniobjekteja. Kayttajan kuulema aani tallenetaan LAT-kuulokkeisiigroithuilla mi-

niatyyrimikrofoneilla ja toistetaan taman jalkeen suoraan kayttajan korviin. diaihin sig-
naalin paalle kayttajalle voidaan toistaa keinotekoista tai aikaisemmin nauhoitetbaalsg
Binauraalisella prosessoinnilla lisatyt, virtuaaliset, aanilahteet voidaan sijoétatiuun suun-
taan. Virtuaaliset aanilahteet voidaan sitoa todelliseen &énikenttaan lailisella prosessoin
nilla, jos kayttajan sijainti ja orientaatio tunnetaan.

T

Kayttajan jaljittamiseen kaytettyjen menetelmien rajoituksista johtuen aikaisemmin toteutetut
LAT-sovellutukset on tarkoitettu vain sisakayttéon. Taman diplomityon tavoitedrsuunni-
tella ja toteuttaa alusta ulkona kaytettavid LAT-sovellutuksia varten. Seka aregitd maar
magneettikenttddn perustuvia menetelmia kaytettiin kayttajan orientaation ja satelliitiipaika
nusta (GPS) paikan méaarittamiseen.

Alustan toimivuuden osoittamiseksi toteutettiin aanimuistisovellus suunnitellulla alugtata
nimuistia kaytetaan tallentamaan kaikki kayttajan kuulema aani, paikka- ja otietitsolla
laajennettuna. Paikka- ja orientaatiotieto tallennettiin metatietona danitiedostoessautta-
Wav formaatissa, jotta tietoa voidaan kasitella myohemminkin.

Aanimuistisovellusta testattiin ja analysoitiin, minka pohjalta alusta todettiin toimivaksklahto
kohdaksi ulkokayttoon tarkoitettujen LAT-sovellusten toteuttamiseen.

Avainsanat: Lisatty audiotodellisuus (LAT), suunnan maaritys, paikagtmusuraalinen kuulo
Wav formaatti, Ara-Wav
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Chapter 1

Introduction

This thesis has been created as a part of KAMARA++ (Killer ApplicationsMobile
Augmented Reality Audio) project. KAMARA++ is continuation to a series of KARIA
projects carried out as a joint effort between Nokia Research CeMRC) and Helsinki
University of Technology Departments &ignal Processing and Acoustiesformerly
known asLaboratory of Acoustics and Audio Signhal ProcessiogAcoustics Lab- and
Media Technology formerly known agelecommunications and Software and Multimedia
Laboratory(TML).

1.1 KAMARA

A framework for all KAMARA projects have been introduced in [1]. Thask of the studies
is the idea of having real audio environment extended by virtual sourdsirng augmented
audio reality. KAMARA projects focus especially on Mobile Augmented Realityglidu
(MARA), rst introduced as WARA, Wearable Augmented Reality Audio iir] {@ith the
concept and a prototype system; a headset system with integrated mivesphas pre-
sented. The binaural audio recorded by the microphones could be imniigdiasyed
back to the user creating a pseudo-acoustic audio environment. Alsd giowads were
added to create an augmented audio environment. The application ideas fdARA
framework have been presented for example in [2, 1] and [3].

The rst stage of the KAMARA projects was carried out between 200d 2004, with
research concentrated on ideas and concepts of MARA, but alsoabysanof recorded
binaural signals; i.e. reverberation time estimation [4] and binaural positidw@entation
tracking [5]. After the rst stage the research has been continued byik&nder and S.
Vesa as doctoral students with academic funding. In autumn 2007 KAMAR#ject
started in cooperation with NRC, Acoustics Lab and TML with two subtasks; was
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to implement Augmented Reality Audio Mixer (ARA Mixer) and headset to be wgtdd
ARA applications [6], and the other one to implement Auditory Sticker applicatiovideo
based tracking [7].

1.2 Obijective and scope of the thesis

All the previous implementations of applications and research topics in KAMARjects
have been limited to be used indoors and within xed location. The aim with thigsthes
is to design and implement a platform for ARA applications to be used outdd®sa
proof of concept the Audiomemo application — an application to record awisierall the
audio the user is hearing — has been implemented. The platform is intended todbéoa
future application prototyping with a possibility to easily extend and improve thfopta.
The platform is not strictly tied with the current technology, but when thekingomethods
improve the used equipment can be updated accordingly.

1.3 Organization of the thesis

In Chapter 2 all the required theory to understand the decisions madeaidglemen-
tation of the platform is presented; the concept of Augmented Reality Audipisiaed
in more detail (Section 2.1), fundamentals of binaural hearing are pgesséBection 2.2),
different kinds of orientation and position tracking methods are introduedtion 2.4),
and saving audio information in Wav les is explained (Section 2.5).
In Chapter 3 the setup for the platform is chosen, on which the platformltsrb«Chap-

ter 4. Chapter 5 covers the Audiomemo application, which is tested and athalyZbapter
6. Conclusions with suggestions for future work are presented in Qtiépte



Chapter 2

Theory

In this chapter basic concepts required to build a platform for augmenidid asality
applications in outdoor use are presented.

2.1 Augmented audio reality

To understand the concept of augmented audio, real, virtual and gseodstic audio
environments are de ned rst. The characteristics of binaural heaanegan essential part
in generating virtual objects in virtual and augmented reality. Binauralrgpar described
in more detail in Section 2.2.

2.1.1 Realvs. virtual audio environment

The difference between real and virtual audio environments is visuafiZeéid./ 2.1. A real
audio environment is the default situation from everyday life when ther@amdditional
equipment to affect the natural perception of audio. In a virtual audiza@ment all the
sounds are originating from another environment or created arti ciajlgicglly the virtual
environment is auralized using binaural processing (explained in mdad de Section

2.2.3).[2,1]

2.1.2 Pseudo-acoustic environment

In a pseudo-acoustic environment (see Fig.| 2.2) the user is wearingaardirheadset
with a small microphone element integrated into each earphone (illustrated 2 B.
All the sound recorded with microphones is immediately played back to the@aphin
many applications it is desired to have the pseudo-acoustic environment asudentical
to the real environment as possible [1]. So basically the user hearsathenséronment,
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Figure 2.1: In a real audio environment audio is perceived naturallyrtdal environment
consists only of recorded or arti cial audio. [2]

but through the earphones and a bit colored. The reasons for thatmiy and ways to
compensate it, are described in more detail in Section 2.3.2.

2.1.3 Augmented reality audio environment

An Augmented Reality Audio (ARA) environment can be de ned as a regirenment
extended with virtual objects [8]. It is a combination of real and virtuahsbscenes mixed
so that the virtual elements are perceived as a part of the natural mménd. In most
cases the augmented audio environment is implemented by rst extendingaiheurcio
environment to pseudo-acoustic environment and thereafter addingl\idmponents to
create a real environment augmented with virtual contents. This is illustraféid.ir2.2.

[2]

2.1.4 ARA applications

Various possible use cases and applications for augmented audio reaétyoéen pro-
posed. Lokki et al.  [3] divide the applications by the way the virtual awlients are
connected to the real environment iffiteely oating andlocalized

Freely oating audiois not connected to any location in real environment, but the anchor

point is the head of the user. An example of this kind of applications is audiispjay for
mobile calendar proposed by Walker et al. [9]. Lokki et al. proposeapplications with
freely oating audio events could be used for other information servitsss(@.g. news or
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Figure 2.2: A pseudo-acoustic environment is a real-time replica of reabement (see
Fig.[2.1 a). An augmented reality audio environment consists of real sdweatd through
a pseudo-acoustic environment and completely virtual sound elements. [2]

announcements) and for entertainment purposes (e.g. listening to misic) [3

The purpose ofocalized audioevents is to connect audio to objects or locations in a
real environment. The Auditory Sticker application proposed by Lokkil.ef3] has been
implemented by Seppéanen [7]. When using the Auditory Sticker the useecardrmes-
sages and leave them to be listened to by other users. The messages$etaio lzecertain
location or attached to objects. It is kind of an auditory representationcerplent for the
yellow Post-it stickers. [3]

In some applications the virtual sounds are intentionally distinguishable fremet
environment (for example audio display for mobile calendar proposedabganet al. [9]).
But usually the augmented reality system should be able to accurately aligal wibjects
over the real perceived environment [10]. For that the global positimhorientation of the
user have to be known. Position and orientation tracking are describedrendatail in
Section 2.4.

2.2 Binaural hearing

Perceiving the environment is a learnt ability. The auditory system arsfysmistic envi-
ronment from the complex mixture of direct sound, re ections and resmtion arriving
from different directions with different delays. Information about thersunding audio
environment and directions of the sound events are processed frosigmals - signals to
the left and right ear. This is called binaural hearing. [11]

Localization of sound is mainly based on the following six cues:
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1. Interaural Time Difference (ITD)
2. Interaural Level Difference (ILD)
3. Monaural spectral cues

4. Effect of head rotation

5. Interaural Coherence (IC)

6. Visual cues

Interaural time difference (see Section 2.2.1) and interaural leverélifte (see Section
2.2.2) are the most signi cant cues for determining in which cone of caomrfughe sound
source is. Cone of confusion (Fig. 2.3) is de ned as a cone which f@msnstant an-
gle with the line connecting both ear canal entrances of the listener. Withirothe af
confusion the source generates the same ITD. Monaural spectsahelpedetermining the
location within the cone of confusion. Rotating the head changes ITD, hdnaonaural
spectrum. The change can be used as a cue of the source location. [12]

Figure 2.3: Cone of Confusion; the positions where the source creaesathe ITD and
ILD.

The coherence between the signals to the left and right ear is denotédrasiial coher-
ence. In reverberant environments and with multiple sources IC is an impotta. It has
been shown by Faller & Merimaa [13] that in time instances with IC over a cer&shold,
ITD and ILD are likely to represent the direction of one of the sources.

All the cues for localization are individual depending on the shape aed$ithe head,
pinnae and torso of the listener. The cues can be measured, or exfraotetie transfer-
functions called Head-Related Transfer Functions (HRTFs, see s@ci@®). [12]

To specify the location of a sound source relative to the listener, a pcopedinate sys-
tem should be used. An intuitive way to go is to use the middle point of the lineecting
the two ears as an origo, i.e. approximately in the middle of the head of the lisTEmeer
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median plane is de ned to be the vertical plane that divides the head symrigtnitathe

left and right halfs. The frontal plane is de ned as a vertical plane rabto the median
plane — which divides the head into front and back parts through the €aeshorizontal
plane is the plane at the ear level that is perpendicular to both the mediammatal planes.
The direction of the sound source can be unambiguously described withtaz’ , hori-
zontal angle) and elevation,(angle). Also the distance (r) has to be known to specify the
source location. Azimuth' () can be also referred as yaw, and elevationas pitch, see

Fig.[2.11. [11]

2.2.1 ITD - Interaural Time Difference

Sound signals propagate with a constant speed from the source tdwéndsars. Since the
ears are on different sides of the head, the signal has longer distatregel to reach the
ear on the other side of the head (illustrated in Fig! 2.4). This time differeraeiiml of
the sound signal is rst of the two most important cues to localize the soumatsdl1].
ITD is the main cue in low frequencies, with cut-off frequency of 1,3-2,& kidpending

on the source [14, 15].

Figure 2.4: Interaural Time Difference — ITD.

2.2.2 ILD - Interaural Level Difference

The second basic cue for spatial hearing is interaural level differeralso known as in-
teraural intensity difference (l1ID). The head acoustically "shaddivs'ear located on the
further side from the sound source, which results in different signalden each ear (il-
lustrated in Fig.[ 2.,5). The effect takes place in whole audio frequenuyerabut is the
dominant one at high frequencies where ITD loses its importance (f >.Qk342, depend-

ing on the source [14, 15]). [11, 16]
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Figure 2.5: Interaural Level Difference — ILD

2.2.3 HRTF - Head Related Transfer Function

If bone conduction is neglected, the binaural signal includes all the anfdionation the

listener can perceive. The head, upper torso and pinnae re ectizmland shadow the
signal differently depending on the direction of the source related to thadist&hese ef-
fects can be measured, analyzed and simulated with Head-Related Transtgons. The
HRTFs effectively consist of ITD and ILD, which can also be extradteth the measured
HRTFs. Since the human body is individual with different sizes and shapthe head,
upper torso and pinnae, HRTFs are individual. [14, 16]

HRTFs can be measured in free eld (e.g. in anechoic chamber) with gaatspeak-
ers and miniatyre microphones placed in listeners ears. The measuringaoibé at the
entrance of the open ear canal, at the entrance of the closed earigsidal the ear canal
or at the ear drum. Hammershgi & Mgller have shown that the ear canaHtselfuding
some millimeters outside of the ear canal — does not in uence the directiomaiviafion
of the signal [17]. Hammershgi & Mgller state that since the ear canal i$yhiggivid-
ual, more general results are achived by avoiding the ear canal ioeuby performing
the measurements with closed ear canal. Regardless of the microphonmagiaae the
measurements the in uences of measuring equipment have to be canceilesltl® mea-
surements with real listeners are laborious and the results are anywawisaniedividual,
it is often bene cial to use dummy heads for measurements. [11, 16]

2.2.4 Resolution in source localization

When using HRTFs it is also important to know the limits in capabilities of the auditory
system to notice differences in source direction. In psychophysics iimgust noticable
difference(JND) is used to de ne the smallest change needed in the localization cues — 0
in the location of the source — that results in a change of perceivedestngation [14].
Blauert uses the tertocalization blurof JND in a context of auditory source localization.



CHAPTER 2. THEORY 9

1 90°

180° —

«—(Q°

i Direction of the sound event

mo= Direction of the auditory event

T270°

Figure 2.6: Horizontal resolution of human auditory system with stimulus of widise
with duration of 100ms [11, 18].

According to Blauert the absolute lower limit to localization blulis but the actual value
varies greatly depending on stimulus and direction. [18]

The auditory system is most accurate on horizontal plane; with the souncesdirectly
in front of the listener the accuracy is almost at the lower limit of the localizatlan b
1 , whereas on the sides the localization blur is 3-10 times higher. On verticed fiie
resolution is substantially lower. At best the elevation localization is in frothefistener
— about4 - and signi cantly worse with sound source residing on top of the listener.
[11, 18].

The given numbers for angles are the best-case scenarios with ongoond source,
stationary listener and wideband stimulus. In real environments there aaéyuseveral
sound sources and room re ections present, which may result in lotiatizeues that do
not even correspond to any of the actual sound sources. Humanrgugyistem is however
remarkably able to distinguish sources from complex composites of sonrtkaldphone
listening ambiguous — con icting or nonrealistic — localization cues are usuatifilted
inside the heads of the listeners. This is calkdralization[14].

Precedence effect is an important factor in sound localization. Humatogudystem
tends to localize the sound source to the direction of the rst arriving dounless the
re ection arriving later is much louder. The sounds arriving within the $ta@ndow (30-
40 ms) after the rst sound, are perceived as one sound, wherea®timds arriving after
that are perceived as an echo or separate sounds. [18]

Visual resolution is two orders of magnitude higher than the auditory resol{tig).
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sound event
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Figure 2.7: Localization and localization blur in the median plane with differkeviagon
angles using the stimulus of continuous speech by familiar person [11, 18].

Often the visual cues are dominant over the auditory ones; this meandiathe auditory
cues point to the source location within a certain range, the visual cuese&#dnne and
X the perceived direction.

2.3 Spatial sound reproduction

To properly add virtual elements on top of a real audio environment, aaé&viproduce
the sound to the ears of the user is needed. Loudspeakers could éa phathe shoulders
of the user, or an earphone-based headset could be used. Phereabased system also
needs a mixing device to handle the signal equalization.

2.3.1 Loudspeakers on shoulders

Loudspeakers could be placed on the shoulders of the user, whiblegrlae user to hear
the natural environment freely and unaltered. However, the shouldeement of the
speakers reduces the quality of the sound and localization cues. It nmasisgprivacy
issues, and cause disturbance since all the audio is audible to other aempid the user.
[20]

Figure 2.8 presents an example of a shoulder-mounted device, NortadSsam Neck-
set, which has been used in Sawhneys Nomadic Radio [20, 19]. Theespaae placed on
each shoulder and microphone on top of the users chest.
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2.3.2 In-ear headset

Another option is to use miniature microphones integrated into each earplyganthe
recorded sound without any delay through the earphones. In mahgatmms the intention
is to make the pseudoacoustic environment sound as much like the realnemsitbas
possible.

The problem with in-ear earphones is that when placing the earplugs ineatreanal,
the entrance of the ear canal is blocked. When in normal situation (i.e. wéth -epn-
blocked — ear canal) the ear canal acts as a quarter-wavelengtlat@sannow acts as
a half-wave resonator, effectively doubling the main resonance drexyu This results in
a loss of normal quarter-wave resonance and emergence of the Hiemalia resonance.
These both have to be taken care of with two separate Iters; one to arti dialbst the
missing resonance frequency and one to attenuate the resonana lmatise blocking of
the ear canal. [6]

With earphones one of the most important factors in uencing on quality imdoe-
production is leakage through and around the earphone. With loose tfitigeohead-
or earphones the pressure chamber effect, which denotes the cavifyressure in phase
with the volume displacement of the transducer membrane and an amplitudetiomgdo
to it [21], does not occur. This is due to improper sealing of the system.eSdtithg must
be as tight as possible, but some leakage will always occur. [6]

2.3.3 ARA Headset + Mixer

With a headset consisting of earphones and microphones integrated tcath@ring de-
vice is required to reduce the effects mentioned in the previous sectiorR.Eig.llustrates

Figure 2.8: An example of a shoulder mounted device; Nortel SoundBesrksit [19].
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Figure 2.9: ARA Headset inserted into the ear canal entrance [6].

the use of the ARA mixer.

Since no commercial ARA headsets are available at the moment, V. Riikonémblas
mented an in-ear ARA headset within his masters thesis [6], see Fig. 2.9r&&ented
system consists of Philips SHN2500 earphones (Fig. | 2.10) with integratedphanes,
and a custom built mixer.

Cancelling the leakage of the earphone with a compensation Iter would typically
for digital implementation, but since the leaking sound is anyway passinglitimes the
Itering has to be done without any delays. Otherwise the leakage woulcedo the ear
of the users before the compensated pseudoacoustic signal. At lavefreigs the latency
is somewhat acceptable, so digital Iters could be used to some extent. ldgviRtikonen
has taken an approach to use only analog circuits to build the Iters. Thimapip provides
us ef cient Iters with no delays. [1, 6]

A rst-order highpass lter is used to compensate for the leaking low feggny sound.
There are also two parametric equalisation controls. The rst is a biquakinme lter
to make sure that the natural quarter-wave resonance occurs evgh tthe ear canal is
occluded. The range of the peak control is between 700 Hz and 3200Hézother one is
a notch lter designed to compensate for the peak posed by the occlusiba e&r canal.
The notch can be within the range of 1.8-8.5 kHz. [6]

2.4 Tracking

In order to create a truly immersive virtual — or augmented — environment, thrermemnt
of the user should have an in uence on the audio environment the usearng. The
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Figure 2.10: Philips SHN2500 earphones with integrated microphones emitr@| unit
[22].

virtual objects should sound like they have xed positions; i.e. if the usasthis head, the
panning of the virtual sound should be compensated to make the user &#idikirtual
object is stationary. This requires tracking of both position and orientafitireauser. [23]
Various position and orientation tracking methods have been presentexbrdig to
Sherman [23] there are three factors playing against each other in pdsitiing systems:

Accuracy and speed
Interfering media (e.g. metals, opaque objects)
Encumbrance (wires, mechanical linkage)

Currently there is no technology available, which provides optimal conditioadl three
areas, regardless of the price —which is often an important factor toweVéws, a reasonable
systems can be implemented by taking into account the limits and making optimal tsadeof
[23]

The terms 'tracking' and 'positioning’ can both be used in this context. Tteribe
difference, more speci c terms 'position tracking' and 'orientation trackiare used, along
with the term 'positioning'.

2.4.1 Degrees of freedom

A Degree of FreedonDOF) is a particular way an object can move in space. The differ-
ent ways of movements can be divided ittanslationalandrotational movementwvhere
translational movement represents sliding the object along straight linetatidnal move-
ment means rotating the object in question about its axes. The translationaltational
movement are visualized in Fig. 2/11. [23]

Object's movement without any mechanical linkages can be stated in termsieigizes
of freedom. Translational degrees are usually expressed simply d®toatong thex, y
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Figure 2.11: Translational (X,y,z), and rotational (yaw, pitch, roll) mouemé& hese six
degrees can de ne object's movement — location and orientation — freepaires|[24]

andz axes, i.e. position. The x, y and z axis are de ned to be orthogonal to ether
and all movements are considered from the user's point of view. Orienjatiaotational
degrees, are expressedral, pitch andyaw, which represent the rotation about the X, y
and z axes, respectively.

Some of the tracking systems report the complete 6-DOF position, but soroepaele
to report only a set of degrees. These subsets are for example JiDEation (for only
rotational movement) and 3-DOF location (for only translational movemerg). [2

2.4.2 Mechanical tracking

Mechanical tracking is probably conceptually the simplest method to track tkiememt
of the user. The arm of the tracking device is physically attached to thedfitaeluser. The
arm consists of two or more rigid mechanical pieces interconnected withategnetical
transducers (like potentiometers). When the user moves, the transhheades! in the joints
of the arm measure the movement and with the prior knowledge of the phgsiogsrties
of the arm the exact location and orientation can be calculated. Both rofaiochdinear
movements can be measured and calculated quickly, accurately and Ipr§2&e23]

On the pros side the mechanical arm can help carry the weight of the tyad&ince,
and the display if one exists. The mechanical arm also enables fordieafdeto the user,
since the same electromagnetic devices that are used to sense the positizo cenused



CHAPTER 2. THEORY 15

Figure 2.12: Mechanical tracking presented in/[27]. The head movedaighe user is
tracked with the mechanical arm. 3D glasses are used to provide visie gtege ac-
cordingly.

to provide forces. An example of such a device is Phantom by SensAblndlgies
[25, 26].

The tradeoff with the accurate and precise estimates on location and oriensatie
very limited range of usage. The device is xed on the location and typicallathea of
motion is only around one cubic meter [25]. An example of mechanical trackavige can
be seen in Fig 2.12, which is a system called shtank. The idea is to providestrewith
a small window to virtual environment by displaying 3D content in a regulakstation
display and make it more realistic by following the user's head position andtatien and
draw the virtual image on the display accordingly|[27].

2.4.3 Acoustic tracking

Acoustic tracking is based on sending and receiving a sound signalrsElimplementa-

tions of acoustic tracking were based on continuous signal and measueipdase shift
between the transmitted and the received signal. Measuring the phasesemap detect-
ing the relative distance changes within the cycle. There are problems igtscontinuous

signals; because walls and objects re ect the acoustic signal within tine, saonming the
direct and re ected signal, the amplitude and the phase vary drasticalgndam on the
receiver's position. Probably for this reason there have been reesfut implementations
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with continuous signal. [25]

All commercial acoustic tracking systems are based on timing of the ight durafia
brief ultrasonic pulse. With short pulses the multipath problem can be cirauet/since
the rst arriving pulse can be guaranteed to be the direct signal — sittesdirect path
is blocked [25]. Three transmitters and three receivers provide éndaiz to triangulate
the full 6-DOF position of the user [23]. If the transmitters are positionetheruser, and
receivers are located in the space, the system is called outside-in tradgkiagdownside
with outside-in tracking is that the information is processed at the recéiveit is often
needed at the user end. [5]

Another approach is to use binaural recording — i.e. microphones iteelgraearplugs
— and use the same cues humans normally do (speci cally ITD, but also3eB.Section
2.2). Surrounding reference sound sour@shors are used for positioning. Since the
positioning is done binaurally — and therefore the result is the position ofarse aot
some other part of the body — the resulting position information can be diredtied in
augmented reality applications. [5]

Multiple anchors are needed for practical positioning. Wider areas eaovered and
3D-positioning is possible. The anchor signals can be adjusted to avaihpwd each
other. The anchor signals can be transmitted imperceivably and ef ciepthging a high-
frequency carrier signal to modulate the low-pass reference sigipal. [5

The disadvantage in using acoustical tracking is the requirement of linehif aihthe

Figure 2.13: Logitech 3D Head Tracker. The triangle-shaped transmittethvee ultra-
sonic speakers at the corners is positioned on top of the monitor. Threepimicres to
receive the signals are located in this case in the 3D-glasses worn byeth¢2a3$
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Figure 2.14: Visual tracking can be done Outside-Looking-In pointen{i.e. the moving
user is tracked with xed camera, Fig a.) or Inside-Looking-Out (i.enfnasers point of
view, Fig b.) [29]

objects in the line between the transmitter and the receiver distract or blosktne af-
fecting it's measured travel time. The resulting resolution of the trackingsydépends on
the frequency used; the higher the frequency used, the shortetenwgtles, and therefore
higher resolution. But the higher the frequency is, the more frequdapgndent attenua-
tion of the sound in the air will happen. [25]

Other problems include unpredictability of the speed of the sound, whichpsndient
on the temperature, humidity and currents of the air [25], and the need fedaset of
sources, loudspeakers. There are locations, which may alreadyirctmidspeakers in
known, xed positions, like stores, vehicles and museums. These coulddukas anchors,
but the requirement of xed sources limits the range of usage to xed logat[6]. An
example of a smaller scale ultrasonic tracking system can be seenin Fig. 2.13.

2.4.4 Optical / visual tracking

Visual tracking can be performed with two approaches; Outside-Lodking Inside-
Looking-Out, visualized in Fig. 2.14. The difference is in the positioning efldmdmarks
to be tracked and sensors to perform the tracking. When using Outsimérg-In tracking,
the sensors have xed position and the moving user is tracked. With Ihsidking-Out
the camera — or other optical sensor — is located on head of the usergam/ttonment is
tracked from the user's point of view. [29]

Seppanen used a video camera attached to the ceiling to track the movemerms of th
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Figure 2.15: Electromagnetic transmitter has to have a xed location (Fig. #)tHe
receiver is rather small and can easily be connected to 3D-glassesay ohhelmet. [23]

user at oor level [7]. Retrore ective material was used to mark therudee users were
wearing caps covered with retrore ective material of different cado@ontrol commands
could be sent to the system by showing cards of certain colour. With a aattached to
the height of 3 meters, the tracked area was about 20and the tracking error was 4-40
mm. Elevating the camera did widen the area to be tracked, but with the cosjrailed
resolution and increased error. [7]

Another approach is to place a video camera on the head of the user andlyaea
recorded images of surrounding areas to locate landmarks and reaiolgnshapes, like
corners of the room. The position of the camera, and therefore also $iimpmf the user,
can be calculated from this information. Computationally this is quite demandingt, bu
can be eased by placing distinct landmarks at known locations. The lakslozar be made
distinct with colour and shape so that the computer vision algorithm can eatilygdiish
them from surrounding objects. [23]

With visual tracking the downside is the requirement for a line of sight. Blarkljects
prevent tracking to happen. With analog photosensors the situation isvevea; partial
occlusion results in plausible but incorrect positioning [29]. The visysiesns also have
high demands for constant lighting; there has to be enough light, and it Hahtdahe
tracked area equally well. [7]

2.4.5 Electromagnetic tracking

One method commonly used in virtual reality applications is electromagnetic tragketg
sented in Fig. 2.15. A transmitter is used to generate a low-level magnetic aidtfiree
orthogonally positioned coils. The receiver unit is placed on the heaceaighr and the
signal in each coil in the receiver is measured. The strength of the sigeath receiver
coil determines full 6-DOF position with respect to the position of the transmiBirce
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Figure 2.16: The 24 satellites orbiting the earth at the altitude of 11 000 nantiles
provide global position tracking around the globe. [30]

the position of the transmitter is known, the absolute position of the receneithas the
user, can be calculated. [23]

The magnetic eld of the earth can also be used in magnetic orientation trachirog,
it is already naturally existing and widely available. The earth is not a pgesfgeere, and
the shape of the magnetic eld varies depending on the location. The anomdépesd
on the area and look-up tables to correct the measurements are avaibl®fi2 has to
note that other magnetic elds and metals may interfere the measurement. [23]

The advantage with electromagnetic tracking over many other methods is thaf lanek
of sight restriction, and electromagnetical tracking devices can be impletheiredessly.
This reduces the restrictions to the area to be covered with the trackingliSduyantages
include the interference caused by metal in the tracking area. Also; witltiattield
sources — i.e. not the earths magnetic eld — the range of usage is rathigrremsonable
accuracy is achieved within only 1-3 m from the transmitters. [23]

2.4.6 Radio wave tracking

Radio wave tracking is based on triangulating the location from at leaststgyeals, which
are originated from known locations. Tk&obal Positioning System (GP8%es satellites
orbiting the earth as the signal sources. The satellites provide global pdas#iking, as
the acronym GPS suggest, visualised in Fig. 2.16. Each satellite is equippethaitbmic
clock to accurately keep the time. This time is sent along the signal and usedutata
the travelling time from satellite to the receiver. With the fact that electromagnetresv
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are travelling with the speed of light, the distance from the satellite can be daltulk

the distance from one satellite is known, the location is somewhere on theesoiffthe
sphere with the radius of the distance to the satellite. With known distances tatslides,
the location is somewhere in the line of intersection of two spheres with sepadiitef

distance to each satellite. Finally with three known distances, exact locatioa sp#te
can be calculated. [30]

Since radio wave methods are basically based on electromagnetic wavestlioels can
be used in much wider ranges than tracking systems based on quasi-stat&timagds
(introduced in Sectioh 2.4.5). The radiated energy attenuates in a eldinfsaas1=r?,
compared to the dipole eld with the strength gradient droppind=t$. The absorption
losses of the radio waves in the air, and the effects of wind and air temperate minimal
and can be neglected. [25]

With a radio wave tracking system only the location can be calculated diretityGPS
devices do provide direction and speed, but that information is calculateddequential
data points. The proper orientation tracking has to be handled with somenogtieods.
The GPS used/orld Geodetic System 1984 (WGS8&4 p system of coordinates [30], which
has to be remembered if a different coordinate system for mapping is used.

Outdoors and in large open spaces the system works well. But there ardidinstto
the use of GPS tracking. Radio waves are attenuated rapidly in water, wigiahs that
human body blocks the signal. Since the method is based on measuring thértrayéhe
re ections from walls indoors and between high buildings cause problemsalmultipath
distortions. [25]

2.4.7 Inertial tracking

Inertial trackers operate the same way the vestibular organs in the inmgereaives the
head orientation; the uid tries to stay stationary, while the structure aroumdves. The
difference and the changes between the uid and the moving structuteecased to calcu-
late the orientation and changes in orientation [25]. Gyroscopes anig@mueters can be
used to complement each other's tracking results. The accelerometeggrasdopes are
both present in groups of three, orthogonally positioned, one for@dshas visualized in
Fig. A

Inertial tracking provides tracking without the requirement for line of said there is
no need for complementary components xed to known locations, and it is imitiauak
kinds of interferences. This means that the range of usage is unlimitedialrieacking
devices work relatively quickly, and can be connected to the system gsigld needed.
(32,25, 31]

The problem with inertial tracking is the fact that it is not absolute, but nreagelative
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Figure 2.17: Schematic drawing of inertial tracker with tri-axis gyroscoypkaecelerome-
ter (Fig. A, [25]). An image of actual inertial tracking device, SHAKE (Fy [31])

change in orientation and position. Even small error per sample accumulatie$agt to
quite big errors. Good trackers, which still have reasonable size ft tracking, drift
about15 =hour without recalibration. The drifting can be compensated for example by
Itering the data with Kalman lIters. [32]

Inertial trackers can be used in combination with some other tracking methas to r
calibrate the orientation every now and then. SHAKE (Sensing Hardwecessory for
Kinesthetic Expression) inertial sensor pack is an example of device$ whkis tri-axis
accelerometers to measure quick changes in orientation, and tri-axis nagtet®to mea-
sure the absolute orientation and to recalibrate the possibly drifted vald&K{S-device
is visualized in Fig.[ 2.17 B). A triple-axis gyroscopic angular rate module tooal.
[33,31]

2.5 Audio les

Sound from microphones is ltered, sampled and quantizedutse Code Modulated
(PCM) signal (for more details e.g. [15]). The signal can be saved tke an various
formats — often lossless or lossy methods to compress audio are usedl(a@[F4] or
MP3, respectively) — but only saving the signal as raw PCM to WAV |e isganted.

25.1 Wav les

One of the most common ways to save the sound signal is to use MicrosofE\&@adio
le format. The base of the format is speci ed in the Micros&esource Interchange File
Format(RIFF). WAVE audio is a speci ¢ subtype of RIFF to contain audio dat&] [3

A RIFF le consists ofchunksthat contain elds for information about the le or the
chunk itself. Each chunk has to have a 4 byte long unique identi er (eng."'f space as a
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last character), and chunk data size (in 4 bytes). Since one byte is ibiteaximum size
of a chunk is(28)* = 4;294 967 296 = 4 GB. Since the background of the format lies
with Microsoft — and therefore also with Intel — all data values are stordidtlerendian
order (least signi cant byte rst). There are no other limitations to the contg86]

There are few required chunks, and unnumbered amount of othekghif the chunk
identi er is unknown to the program opening the le, the RIFF standard tellskip and
ignore the chunk. Each le has one RIFF chunk, which includes all therathunks as a
subchunk. In WAVE audio les 'RIFF' (container for the contents of the), 'fmt ' (for
format information) and ‘data’ (for actual audio data) chunks areiredu[35, 36]

Table 2.1: The structure of fmt -chunk (after [36]).

Offset | Size Description Value
[bytes]
0x00 | 4 Chunk ID "fmt " (Ox666D7420)
0x04 | 4 Chunk Data Size 16 + extra format bytes
0x08 | 2 Compression code e.g. 1 =uncompressed PCM
Ox0a | 2 Number of channels e.g. 2 = stereo
0x0c | 4 Sample rate e.g. 44100 (Hz)
0x10 | 4 Average bytes per second SampleRate BlockAlign
0x14 | 2 Block align SignificantBitsP erSample= 8 NumChannels
Ox16 | 2 Signi cant bits per sample e.g. 16 (bit)
0x18 | 2 Extra format bytes 0-65,535

Wave Format chunk

Format chunk (ChunkID 'fmt ") is a required chunk since it holds all tlasib information
to play back the actual contents of the le; the audio data. Possible eldiésaed in Table
2.1. If the compression method is any other than uncompressed PCM (i.e.réxsion
code is not 1), other chunks to de ne the compression details may bedeldeber of
channels, sample rate and bit rate are required information to correctlyhgl@pntents of
the le. 'Block align' and 'average bytes per second' describe theiinfation for reading
the data in playback buffer; the previous one tells the space requirefram sample with
all the channels, and the latter one is used to estimate the buffer size. [35, 36

Wave Data chunk

Data chunk is the container for the actual audio data (see Table 2.2). Adifdmenation to
interpret the audio data is given in the format chunk. The channels arkggé so that all
the samples related to one time instance are located next to each other. Tthiewayan
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Table 2.2: The structure of data -chunk (after [36]).

Offset | Size Description Value
[bytes]
0x00 | 4 Chunk ID "data" (0x64617461)
0x04 | 4 Chunk Data Size depends on sample length and compression
0x08 Audio data

Table 2.3: The alignment of interlaced stereo wave samples (after [36]).

Sample| Channel| Value
0 1 (left) | 0x0053
2 (right) | 0x0024
1 1 (left) | Ox0057
2 (right) | 0x0029
5 1 (left) | 0x0063
2 (right) | 0x003C

be streamed and the playback can be started without rst loading the wigole memory
at once (see Table 2.3. The 'Value' column from top to bottom represeatadtual data

appearing in le). [36]
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Platform Setup

This chapter begins with the requirements for the platform developed in thks Wbe rest
of the chapter deals with the chosen hardware and software. A gesstual for mobile
ARA applications is presented.

3.1 Requirements for the platform

Several mobile ARA applications have been implemented in the past [1, 3indsit of
them have limitations which force the applications to be used only indoors. d#leof
this thesis is to de ne a general platform for MARA applications for outdcs®. LExisting
devices — and software when possible — has been used.

Requirements for the platform are comprised of the following:

The system should be able to record and play back binaural audio itmneal

The system should be location independent, i.e. work in real environments.
Recorded sound should be indexed with position and orientation information.
Position and orientation tracking should be global.

There should be some reasonable way for the user to communicate with tin@ sys
The platform should be OS independent (Windows, Mac & Linux supgdprte

The platform should be extendable.

The equipment should be light enough to carry with ease.

24
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3.2 Hardware

3.2.1 Binaural recording and playback

For portability and location independence reasons headphones atedeleer loudspeaker
setups. Since both binaural playback and recording are requiredydbiesuitable head-
phone selection is to use in-ear headphones with integrated microphoneskirich of
combination is used in noise cancelling headphones but for ARA use tleen® @ommer-
cial headsets available in the market. The ARA mixer and headset introdu¢édare
used.

The more naturally the user hears real environment through headplibedess he pays
attention to devices he is wearing. The headphones in ear canals céursdi@o in the
sound. To compensate the coloration, Riikonen's ARA mixer equalizes firedeced
sound with analog Iters. Compared to the natural listening experiencejffieesthce with
ARA headset and mixer is perceptible, but not annoying. [6]

3.2.2 Position tracking

Various methods for position tracking have been introduced. Usedlbaséods — me-
chanical, acoustic, optical, electromagnetic, radio wave and inertial tgaekitave been
described in Section 2.4. All the methods mentioned do work indoors, buireea xed
location. For indoor use GPS would be unusable because it does roingale build-
ings due to signal loss [25]. But since the platform is intended for outdsey there is no
hindrance in using GPS.

The device should have documented protocol in order to enable communiadiicthe
platform. The National Marine Electronics Association (NMEA) has de aednterface
for marine equipment to communicate with each other and computers. Variougrigrple
tations have been presented for NMEA 0183 interface standard, ingltalifure Data.

There are GPS devices with USB and Bluetooth connection available. Siretess use
is not necessary, and to avoid the need for batteries, a USB model esanctSiRFstar Il
GPS chip seems to offer good performance; it can receive 20 chasimeltaneously, it
has low power consumption and high sensitivity. GPS receivers basiisarhipset have
performed better than receivers based on other chipsets [37].

Chosen Globalsat BU-353 is a GPS device with SiRFstar Il chip and UBR cand it
supports the NMEA 0183 protocol.
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3.2.3 Orientation tracking

Orientation tracking is often handled with location tracking methods. Since GBS
only for location tracking, separate tracking for orientation is neededuiREment for loca-
tion independent orientation tracking rules out acoustical, optical andanaeth methods.
Combination of magnetic eld tracking — for compass heading — and accelersgiasors
— to compensate rapid head movements — is required to achieve head oriemtatary.
Such devices have been introduced, but most of them are for industeand thus rather
expensive.

SHAKE (Sensing Hardware Accessory for Kinesthetic Expressiomjiaeensor pack is
a matchbox-sized device, which features tri-axis magnetometer and tricieesometer
[33]. It is lightweight (31 grams), can be connected to computer via Bltietaod has
rechargable batteries [31]. Because of the small size, light weightadtkess interface, it
is almost unnoticeable for the user. The SHAKE device will be used sincegagonably
priced and offers the required features.

3.3 Software

Softwarewise the requirements for the platform are operating systemeindepce and
extendability. Since the signals will be both audio and metadata, but with empirasis
audio, a programming environment designed for audio use is prefesxereb patchable
audio DSP environments exist.

The most widely used is text-based open source environment CsourZb]38

Explicitly for real-time use designed SuperCollider ([40]) is open souvaé win-
dows version is still on beta stage.

The commercial alternative Max/MSP and it's open source counter paet Pata
([41]) are both GUI-based environments designed for real-time use. Pata (PD)
has simpli ed data structures in Max [42], and it is open source workingionx,
Windows and Mac OS.

Since real-time use of audio is required, PD is chosen over Csounde@higament for
OS independence rules out SuperCollider. Max/MSP supports only Naan@ Windows.
Pure Data is chosen as software environment since it meets all the requisese¢ in
Chapter 3.1.
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3.4 Chosen setup

The chosen setup consists of:
ARA headsetfor binaural recording and playback
Globalsat BU-353 GPS devicéor location tracking
SHAKE device for orientation tracking
Pure Data software environment

HP Pavilion tx 2000 Table PC

27
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Platform

In this chapter the components selected in Chapter 3 are combined to folich plaorm
for MARA applications. The use of the platform is demonstrated in Chapteittb the
Audiomemo application.

4.1 Platform in general

The goal of this Thesis is to implement a platform to be used for Mobile AugmédrReed
ality Audio applications outdoors. The intention is to keep the platform genadhlisable
in various situations. The universality of the platform is achieved by kegetbie compo-
nents replaceable; any physical component can be replaced with miliagaeffort. The
requirements for each component type are presented with introductioa obthponent.

The general layout of the platform is presented in Figl 4.1. The hednegflatform is
the ARA mixer with microphone-integrated headset. The mixer is connecteddtidmally
to the Control Unit with stereo signals. The Control Unit also receivesfdataa Position
Tracking Unit and an Orientation Tracking Unit. The User Interface aamrplemented
for example with a Nintendo Wii Remote.

Flext C++ development layer was used to implement the additional extermpisae
for the platform in Pure Data. Flext was used because it enables the capfpiliRD and
Max/MSP on Windows, Linux and OSX without changes to source codegver so far
the platform has been tested only with PD on Windows XP. [41]

The decision was made to implement pre- and postparsing of commands seat to th
SHAKE device as externals, but there is no reason this could not bepidmaly on Pure
Data also. Writing simple WAV les could have been done with existing Pure Dé¢anals
and externals, but since the intention was to save the metadata within the W/AhdODbj
library [43] was used as a basis of the implementation. SndWave class teasled to in-

28
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Figure 4.1: Structural layout of the presented MARA platform

clude writing and reading of required ARA chunks, and otherwise théigifinctionality
of SndObj and Flext was used.

Since the reading and writing of ARA chunks are implemented in SndObj, thed®den
SndObj can be used without Flext and PD to implement for example a stardzalommand
line metadata extractor for ARA-Wav les.

4.2 ARA headset and mixer

The real audio environment is recorded with microphones, after whicauti® signal is
directed to both the Control Unit and immediately back to the user's ears valizafion
creating the pseudo-acoustical audio environment described in Secti@ Zhe equal-
ization is done to compensate the effects of headset blocking the earaspaplained in
Section 2.3.2. If there is a need to augment the pseudo-acoustical engimbhy adding
virtual sounds, the additional audio is received from the Control Undraslready pro-
cessed and orientation-panned analog binaural signal. It is simply aodlee equalized
real time audio signal. The headset and microphones are connected to #reantkthe
mixer is connected to the Control Unit (i.e. computer) with two cords with 3.5 mreater

plugs.
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4.3 Orientation tracking - SHAKE device

The orientation tracking in this platform is implemented with the SHAKE device (see S
tion3.2.3). However the platform is not speci cally relying on this particulavide; if
better devices appear on the market, they can be used as well. The anfemeent for the
device is the output of an absolute compass heading value. The orientatkpréssed as
a compass heading (Yaw) presented as degrees from 0.0 to 360.0. Aalddreentation
information pitch and roll are presented as degrees betw&n and+90 , and 180
and+180 , respectively. All angles default ® (i.e. 'head not turned") if no information
is available.

The SHAKE device is attached to the visor of a cap placed on the head o$¢hend
it is connected to the Control Unit via Bluetooth. The device is seen by Pate & a
regular COM port, and was used with a 'comport' external. Since the 'cothpxternal
accepts lists of ascii characters as integer values as input, and outpuitsteder values,
pre- and postprocessors for SHAKE commands were implemented asatxtg@imakepre
and shakepost, respectively). PD patches would have been possipleutonriting the
external was chosen for simpler implementation.

4.3.1 PD external 'shakepre'

Figl4.2 illustrates how the preprocessor takes in SHAKE command packeisll as some
prede ned shortcuts to full SHAKE command packets — this way shortcuts &i osed
commands can be used easily while enabling the control of SHAKE deviceposdible
ways. In PD a string which includes commas is handled as a list. To avoid thasibgh
all the commas in SHAKE command packet messages should be replaced witf khets
dots are replaced back to commas in preprocessor before sendingrireand packet to
the SHAKE device.

4.3.2 PD external 'shakepost'

Figl4.3 shows that the 'shakepost' external accepts input directly fr@@Msl port. Arrays

of integer values representing ascii characters are transformed iBtKSHsponse packet
strings. The heading packetdED are directed to the rst outlet, accelerometer packets
(ACQ to the second outlet, angular rate packé&R§ to the third outlet, and all the other
response packets are directed to the fourth outlet.

For the rst three outlets the output is a list consisting of a symbol for th&egtatame
(i.e. HEDfor heading ACCfor acceleration andRSfor angular rate movement [31]) and
corresponding data elements as oat values (for example X = 0.031, Y&l (ahd Z =
0.806 for accelerometeACQ values, as illustrated in Fig 4.3).
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The fourth outlet outputs a list consisting of symbols corresponding to t&E&Hbacket
received, registry address the packet refers to and the value magielgess in hexadecimals
and in decimals (which can be expressed in bitwise representation as in Jriger.8xam-
ple a list of symbolACK, 0x0000, OxFF, 256 tells that the register, which de nes
the states of the measuring instruments, has a &€ to de ne that all the instruments
are switched on. As can be seen in Fig. 4.3 the register value can betraadfto bitwise
presentation to be easier interpreted. Details of the command and respaRistspo be
used with the SHAKE device are explained in the SHAKE manual [31].

4.4 Position tracking - GPS

Globalsat BU-353 was chosen as the GPS device for the platform (séerf5&.2.2). The
platform is not depending on this particular device. In fact any otheitipogracking
method could be used as long as the position data can be presented in thef fibien
NMEA Recommended Minimum sentence C (GPRMC) [44]. This sentencessgs the
position in degrees of latitude and longitude. The sentence also includgxett: bearing,
satellite-derived time, x status and magnetic variation, which can be calcwéthdsPS
also. GPS-calculated bearing values could be used to verify the validity afribntation
data. The x status is used in deciding whether the position data is to be trusigaboed.

Angular Rate once bdcceleration once

head

' $VIE. 04, 00. 00. 00. FF. 14. 7F. 14. 00. [

To_SHAKE

Figure 4.2: 'shakepre' PD External. Shortcuts connected to the left anbetfull SHAKE
command packets connected to the right inlet. Notice that all commas in command mes-
sages are replaced with dots.
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Fraom_SHAKE

unpack = s = f

bitmask

e 5 4 3 2 1 @

shakepost

X Y_. Z-. ] FPitch Rell  Yaw

Figure 4.3: 'shakepost' PD External.

The GPS device is attached to the computer with a USB cable. Since the sigmals fr
the satellites penetrate cloth, the device is placed in the backpack with the canfute
Data can see the GPS device as a regular COM port, and the device is n@Bi2avith
‘comport' external. There is no data going towards the satellites — the GHEedanly
listens to signals — so the only data is a list of integers representing asectdarfrom the
GPS device. This list has to be parsed to extract the required information.

NMEA gps parser Pure Data patch [41] was used as a starting point of implementing
the GPS parser. An outline of the patch can be seen in Fig. 4.4. The &iragger values
is rst converted to characters and repacked to a full sentence GRRME@an be used as
a full string or the sentence can be parsed to get the speci ¢ data inclidedmbine the
list to form a strindist2symbol with empty symbol as a separator is used. (Please note
that all commas are presented here as hyphen characters, since comimtsareted as a
list separator in Pure Data). THig status value (true or false) within the sentence is
used to determine if the values should be used or completely ignored.

The result of the GPS data parsing is a faBPRMGentence string, such as:
$GPRMC; 184611000 A; 60112381, N; 024492088 E; 1:94; 20412, 181108; 07
Giving the position in degrees, minutes and seconds of both latitude and lbgnitu
N60 112381";E24 4920:88"

The GPS device requires at least three signals from satellites to x the po$itica
certainty (see Section 2.4.6). If there are too few signals available, thel @R® calculates
the position according to the data available, but also gives the informatiothéhegsult is
probably inaccurate.
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From_GPS  From File

R
1oadbang
ool convert
pd aps_msas_ms LiStS --cocmcmcmcmmaaoaan -]
Eist2s‘_fmlnof|
pd oPRMC| (1124611, 000-4-G001. 2351 -N-02449 2085-E-1. 54-204.12-181108- 07 ]

POSITION_STRING

GPRMC

Tim= Date

iles Pale Pala 1 1le [l [be s

=-- Can the data be trusted? (V or &)

Latitude_ceg Latituds min Latitude s

EEE ] B2s.e1 1
Lognituce deg Lognituds min Lognituds =
75 ) b es )

Figure 4.4: GPS sentence handling in Pure Data. The input is received gim GPS
device, or extracted from ARA-Wav le. The array of integers is catee to an array of
ascii characters. List recoghized@PRMGs output to a full string (with empty symbol as
the character separator) and sent to be pars&PiRM@atch. Values extracted from the
string can be seen in named elds below.

4.5 User interface - Wii Remote

As the user is walking around outdoors, the interaction between the udeharsystem
should be very straightforward. With current setup the GPS and the @ it (i.e. the
computer) can be kept in a backpack if a Wii Remote is used as a controllimngedd he
Wii Remote operates over the Bluetooth, so there are no cables to disturkethé&ince it
is a controlling device for very popular Nintendo Wii console, the layouhefbuttons is
already familiar to most of the users (see Fig. 4.5). It provides six buttdns tsed easily
without eye contact (left, right, up, down, A, and B buttons), acceleteraavithin the Wii
Remote could also be easily used as a controlling mechanism. It is equippedwitt a
strap and it ts easily in the pocket.

A vibration motor within the Wii Remote (Rumble in Fig. 4.5) combined with the headset
user is already wearing, provides us a possibility to create a non-viseainterface to be
used on the road. For instance pushing buttons A and B simultaneoushastéttops the
recording, left and right buttons rewind and fast forward the alrgadgrded sound. All
the actions are con rmed to the user by the system with auditory respdrike.user tries
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Funble Click to set LED state

WiiSense 1

i
[orpack f 7] [onpack § £ f f§ fFF¢FFf

Figure 4.5: PD patch 'Wiisense' to receive controls from Wii Remote [#Bf information
from the accelerometers of the Wii Remote can be seen on the left. In the middiexas
representing the WiiRemote buttons are positioned accordingly, i.e. the useldiag
down A and B buttons. The picture on the right is from [46]

to do something that can't be done — for example fast forward froneatitime instance to
the future — tactile feedback is used to strengthen the audio feedback.
The implementation of the Wii Remote as a control device has not been implemented
in platform level but left to application level. The implementation is quite straigivtioal
with a Wii Remote interface for PD [45] (in Windows) and [47] (in Linux).

4.6 Control Unit - Pure Data

The core of the control unit was implemented with already existing Pure Dataatdéeand
externals. Basically the Control Unit is nothing but a collection of patches téemmgmt
the platform. Figure 4.6 visualizes the main view of the platform. On the left higiedad
the measured data can be se¥¢rY, andZ refer to the accelerometer values and roll, pitch
and yaw to the values received from angular rate sensor. Headirgisalbsolute compass
heading received in this implementation directly from the SHAKE device, buldcbe
calculated from electromagnetic eld and angular rate sensor output @ls®position is
presented in degrees, minutes and seconds of latitude and longitude @z alscimal
interpretation of latitude and longitude in symi®OS_FULL The big 'Fixed' checkbox
tells whether the position value is to be trusted or not (see Section 4.4 for Jetails
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Figure 4.6: Control Unit

All the data gathered from different devices is sent as Pure Data synilooléng the use
of the data whereever needed; one can just mark symbol box to réoeaxample symbol
heading and use the received value for whatever purpose. This enablesdhu the
information independent of receiving or calculating it; if the heading wastodculated
using electromagnetic eld and angular rate received from the SHAKEdgethe handling
and calculation of the heading information would be changed accordinglyhé heading
would still be sent afieading symbol. No changes to the use of heading information
would be necessary.

There are settings the user may have to adjust according to the systenThegdOM
ports to connect the GPS and SHAKE devices vary on the system, andecaet o
correspond to the system within the settings patch from the main view (Figurépd.6
settings ‘). There are also links from the main view to batbmport_gps andcomport_shake
which correspond to the comport settings of each device (Figurepti6cbmport_gps
and 'pd comport_shake ).

The processing — i.e. calculating and parsing the data received frorevited — is per-
formed in separate patches for each device. Patchsisaike process (Section 4.3),
gps_process (Section 4.4) andound_process can be accessed from the main view
(Figure 4.6,pd shake_process ','pd gps_process 'and'pd sound_process ).
PD patchsound_process is used in sound processing when adding HRTF-panned vir-
tual audio to the pseudo-acoustic audio environment. The sound pragesgreatly de-
pendent on the application in question, and will not be explained here ast afpthe
platform but in Chapter 5 as a part of the application.
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4.7 Data saving of Audio, position and orientation

There are various ways to save the gathered data with the audio. Thei®hvdy is to
write the audio in the le, and keep the orientation and position data in memoryofirnt
there is a need to afterwards get the information where the user was, ditection the
user was facing and what did the user hear at the certain moment.

The position and orientation data could be saved in alog le with timestamps. Aadio a
orientation and position data can be afterwards linked to each other usitigydstamps.
This approach requires accurate synchronization between the dataesanadio. Two les
have to be kept in memory at the same time, and have to be kept together in tlystdens
also to make sure nothing goes missing. If either of the les gets lost, the misabag d
cannot be extracted anywhere.

Another approach is to save the orientation and position data within the audas le
metadata, which revokes the need for inter- le linking. One option is to vesaiseparate
channel for metadata. This would be good in streaming the audio with metadegatisin
metadata would be automatically read in right time instance and can be immediatelly com-
bined with present audio data. However, there are two major drawbac¢kss iapproach;
this is not allowed in wav speci cation [48] since all the channels are ssgghdo contain
audio. This will prevent the use of les created in this way to be played instagdard
player. Even more severe drawback is the massive amount of spateNasenal sampling
frequency is 44 100 Hz. If each sample is saved with 16 bits, 88 200 bgtesth be re-
served for each channel for one second and 44 100 Hz * 16 bits/sartipk bits)/byte *
60s = 5,3 GB / minute. In Section 4.7.1 the chosen datapoint is describeddxy &9 long
structure. To save the metadata 25 times per second for one minute 90 b§telz * 50 s
= 135 kB space is required.

Another option to save the metadata in the same le with the audio is to save the metadata
in a separate chunk and only supply the metadata with position of corréagoaadio
sample. In normal wav- les there can only be one data chunk, which hae ¢ontinuous,
and therefore the chunk for metadata has to be located either beforeeornadio data.
This prevents from streaming while still recording, unless sending the ntatafferwards
is acceptable. In order to have the metadata available when playing the thedicetadata
should be sent before sending the audio data. And the same appliesrthrrgte position
and orientation data with the audio; the maximum time of the recording has to beaknow
beforehand to reserve suf cient amount of space for the metadata.

If the duration of the audio — and therefore the space requirement fauiie and the

125 data samples / second was chosen since that is the current maxinitiof ine SHAKE orientation
tracker.



CHAPTER 4. PLATFORM 37

Figure 4.7: The Structure of an ARA-Wav le.

metadata — is not known, the metadata could also be saved after the dataBtuifikhat
is the case and if any errors occur, all the metadata can be lost since tluataetan only
be written to the le very last after saving the full length of audio data.

To avoid synching problems, to save required le space and to keep th@légyable with
all standard players, saving the metadata in a separate chunk was.chbseadditional
data will be saved within the WAV les in an ARA chunk. This chunk belongs twwav-
extension called ARA-Wav, which was rst introduced in [49].

4.7.1 Saving position and orientation data in ARA-Wav les

The structure of an ARA-Wav le is shown in Fig. 4.7. Mandatory 'fmt ' addta' chunks
are presented as required by the WAVE format speci cation ([48],Sssstion 2.5.1). The
additional ‘ara ' chunk is located after ‘fmt * chunk. The detailed contesftthe ARA
chunk can be seen in the following c-style presentation:

typedef struct ara_chunk {
long chunk_id;
long chunk_size;
long point_amount;
AraPoint * points;
}AraChunk;
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The identi er for chunk €hunk_id ) is 'ara ' (with a space at the end), and as required
by the RIFF speci cation, chunk size is calculated excludihgnk _id andchunk_size
itself. A point_amount  holds the total amount of data points saved.

In points , array space is reserved for AraPoints. Since the 'ara ' chunk igddca
between 'fmt ' and ‘data’, the program has to reserve beforehandf eient amount of
space to make sure the ARA data does not collide with the audio data. For omie hoimg
les, 25 60 sizeof (AraPoint ) of memory was reserved to save the orientation and
position data 25 times per second.

The AraPoint presented in c-style is:

typedef struct ara_data_point {
long identifier;
long pointPos;
float heading[3];
char GPSPosition[70];
}AraPoint;

Theidentifier is used to differentiate the data points, and it has to be unique within
the same le. In the current implementation the running numbering starting ftowithin
each le was used. The connection between a data point and audio reldterlsame time
instance is marked with pointPos , which is the position of the sample within the le.
The actual information saved consistsh&fading , saved as three oats (yaw, pitch and
roll; in this order), andsPSPosition , saved as an array of characters. The GPS position
is saved as a full NMEA Recommended Minimum sentence C (GPRMC) to ma&easur
standard string was used not to limit the possibilities of use later on.

The actual saving of the audio le and metadata is done in Pure Data exsenoalthe
metadata is included — existing PD externals implement only audio saving. Shioi@bj
[43] was used as a basis of the implementation. SndWave class from Shiloi@hj was
extended to include writing and reading of required ARA chunks. Theiegigunctionality
of SndObj and Flext was used to save the audio.

Since the reading and writing of ARA chunks are implemented in SndObj, fangbea
a standalone command line extractor for extracting metadata from ARA-Wawda be
implemented. The need for saving the le depends on the application, thefetwe Data
implementation of saving and reading ARA-Wav les is presented in Chapter 5.



Chapter 5

AudioMemo

In this chapter an Audiomemo application is introduced, and it is built on the piatfo
presented in Chapter 4. The implementation decisions are explained, follynedting
and analysis of the application.

5.1 Audiomemo application

The basic idea of the Audiomemo application is to provide the user with a bréawsaiord-
ing of everything the user has heard; all the audio the user is hearingpiglesl, and posi-
tion and orientation information is saved as metadata along with the audio. Aftkertbee
recorded audio memory can be browsed and the metadata can be extracted.

Possible use cases include: after being introduced to a new persoretheansrowse
back in recording and re-listen what was the name of the new acquaintdre user
can see the path walked on the map and listen to the recorded sound enwit@rties
speci ¢ location. The application can be used in research to help petfsemtests in a real
environment. The walked path, audio environment heard and the orientdittbe head
of the user can be saved with the application. The metadata can be extnadtadadysed
later.

A user of the Audiomemo application on the MARA outdoor platform can be isefeig.
5.1. The user is wearing a visor, which has the SHAKE device integrateddio tine head
orientation. In his ears he has the ARA headset and in the backpackethis garrying the
GPS device, the ARA mixer and the computer, which is running the applicatidtuos
Data. On his hand the user has the Wii Remote to control the system.

39
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Figure 5.1: A user of the Audiomemo application, which is implemented on the MARA
outdoor platform.

5.1.1 Audiomemo architecture and design

The structure of the Audiomemao application is based on the platform predaredtion

4 (see Fig. 4.1). The ARA headset and mixer are used to record andaiyhe recorded
audio. The GPS device is used to track the position of the user, and the BldéWce to

track the orientation of the user. The Wii Remote is used as a user interfatart@and

stop recording, and to browse the recorded and saved audio. TheQgarit connects all
the devices mentioned. The required functionality to extend the platform to imptehe
Audiomemo application is added to the Control Unit.

The added tasks to implement the Audiomemo application consist of:

Start recording
Stop recording
Browse recorded audio

Dump metadata into a text le
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5.2 Saving recorded audio with metadata

After the recording is started, the audio is saved with metadata in ARA-WavTlhe les

are named according to the starting time of the saving, using the format:

ARA-save-[ year ]-[ month]-[ date ] [ hour ]-[ minute ]-[ second J.wav
Maximum length of audio per le is set to one minute, after which new le with new time
stamp in lename will be started automatically.

The operation of the system is described in three layers. The use oftéreaxn Pure
Data is shown rst. The PD external is implemented with Flext C++ developmegaet;la
the operation of the external on Flext level is described next. Finally Sne¥fa class,
the class called from Flext level to actually save the metadata and the audio lig, tise
presented.

5.2.1 arasave~ external in Pure Data

The Pure Data external to save ARA dategsave~ , can be seenin Fig. 5.2. Microphone
signals from the ARA headset are received fradt~ object and directed to the rst two
inlets of arasave~ after adjusting the gaih. The orientation value HED- received
from the SHAKE device representing yaw, and values for pitch and nal daected to
the third, fourth and fth inlets ofarasave~ object. The position string received from
the GPS parser is directed to the sixth inlet and the seventh inlet is used ite remetrol
commands, like 'start' to start recording and 'stop’ to stop recording.

1The gain value can be setjil settings , accessible from the main view of the platform, Fig. 4.6

Figure 5.2: Saving ARA le in Pure Data
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The bang buttons originating from 'start’ and 'stop' messages in Fig. 5e2sant to
metadata dump to clear the buffer on start and to dump the metadata to a textle. The
playback is stopped before starting the recording. See Section 5.5 foldetauiks.

The rst two outlets ofarasave~ are the outputs of the recorded sound. Since the
ARA mixer is already feeding through the live sound to create the psecmlastic audio
environment, there is no need to connect the output of the extermiaicte to be played
again. The third and fourth outlets provide the current lename and outir@e as strings
to be shown to the user to help nd the saved les afterwards. The fth audleised to
give the user indication whether the system is currently recording or not.

The target le in recording will be automatically changed when the maximum leoigth
the le is reached. This is handled in the external automatically, and the nsesees the
difference in changed lename.

5.2.2 Flext implementation of arasave~ external

Flext C++ development layer is used to implement portable code for the aekteith it's
built-in support for SndODbj library, as explained in Section 4.1. The bkss ext_sndobj

is used inarasave~ external. The base class provides the interface and basic functional-
ity of the external and there are three virtual functidfesvObjs() FreeObjs()andProces-
sObjs()which have to be overridden in a derived class to implement required fuatitip

[50]

As mentioned in the previous section, the maximum length of audio per le is set to
one minute. This length was set to limit the losses in case an error occursnaXi@um
length of the le has to be known beforehand, since suf cient amourgpaice has to be
reserved for the metadata in the le. The space is reserved betweenadfmit'tiata’' chunks
(for details, see Sections 2.5.1 and 4.7.1). The maximum length setting cajubteddn
SndWaveAralass, see Section 5.2.3.

When starting the recording, a new instance of SndWaveAra is creategavdimeters
consisting of lename, permission to overwrite the le if one with the same nameadjre
exists, number of channels (2), bits/sample value (16), input list (O,)nstagting position
(0), and blocksize and sample rate from Pure Data. The lename is cotedrwith the
current date and time to make it easy to differentiate between the les andttiheor.

The received signal is scaled from values in raphg#; 1] to cover the range of integer
short values. If this was not done, the conversion from oat to integmrld result in only
three possible values; -1, 0 and 1. The scaling is done by setting the gainlentibip
SHRT_MAX32767 in 32 bit operating system. In theory the multiplier should be 32768

2The minimum valueSHRT_MIN equals -32768 in 32bit system
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on the negative side, but the difference is considered unnoticeable.

NewObjs() FreeObjs()and ProcessObjs()

NewObjs()and FreeObjs()are used to create and destroy the objects when starting and
shutting down Pure Data. The sound objects used in the external andrhalye are set

in NewObjs()function. When the external is closed, all the sound objects are automatically
destroyed withirFreeObjs()function.

ProcessObjs(junction contains the main signal processing functionality of the external.
Pure Data handles the audio in blocks. On every bloclPtioeessObjs(junction is called.
Block size may vary depending on the system; on Windows XP and Pure Pedimwv
0.39.3-extended the block size is 64 samples. This is very important to note thieic
default block size in SndObj library is 256. The block size is xed in Pusgd)so SndObj
blocksize has to be changed to correspond to PD (in SndObj library tble &ilee is referred
to with variablevecsize )

Every time theProcessObjs(}function is called, i.e. once on every block, the sig-
nal processing is performed. The gain of samples is adjusted with the dai set in
NewObjs() The block is sent t&ndWaveAra::Write(junction to be written to the open
le. Since the update rate of measuring instruments is signi cantly lower thah H68
(which is the number of blocks in one second, since 44100 Hz / 64 (salivipldg =
689,0625 (blocks/second)), saving the measuring results with eachvotad# be a waste
of space.SndWaveAra::PutAraPoint(orientation, positiditnction with every 27th block
(oor (44100 Hz / (25 Hz * 64)) = 27). Saving metadata 25 times per second hesen
since that is the maximum update rate of heading information from the SHAKiEedev

When the maximum length of the le isreached, i.e. at |€8TA POINTS_PER_FILE
blocks have been saved, the current le is closed and a new one isdpemediately with
the name containing the current time. This check is performéttacessObjs(junction.
DATA_POINTS_PER_FILEis the number of data points the SndWaveAra class has pre-
pared to save.

5.2.3 SndWaveAra class operations with arasave~ external

SndWaveAr#s an improved version @ddndWavelass belonging to th8ndObjibrary [43].
SndWaveAramplementsSndFIO class, which is the File Input/Output class $hdObj
library. SndWaveAralass is used for the le operations neededanasave~ external.
SndWaveAralass could be used without Flext and Pure Data to implement e.g. a standalone
metadata extractor.

When SndWaveAra&lass is rst called from thearasave external the parameters are
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used to adjust the settings. Given lename is opened and the space igekder the
metadata before audio. Permission to overwrite the le is either granted dedles a
parameter. Other parameters include number of channels, number ofdgttousave one
sample, list of other SndObj inputs to be used, starting position of recondirig and
blocksize and sample rate to be used.

The actual saving of the audio and metadata is perform&mhdWaveAra::Write(jlunc-
tion. The operation is identical to the oneSmdWavelass. The block is looped through
and all the samples are written in the le.

The metadata is written in ARA-Wav le irsndWaveAra::PutAraPoirfunction. The
parameters consist of orientation (affoat [3] value) and position (ashar [70] ).
The exact de nition of the AraPoint struct is presented in Section 4.7.1.

When the recording is stopped — either by the user or to change the le o ththe
wave data header and ara chunk header are written again. The writiNgvef header is
identical to the one in SndWave class. The idea of saving the wave dataactuank
headers very last is to provide the headers with the information that cotildbme been
known before; e.g. the actual audio length in the le, and the number @dsAvaPoints.
If the header of the data chunk is not saved very last, the playersmag'the le since
they can not interpret correctly the length of the data chunk.

Constants to de ne the metadata saving rddATA_SAMPLES_PER_SECONr-
rently 25), le maximum lengthS$ECONDS_TO_RECORDrrently 60), and block size in
Pure DataPD_BLOCK_SIZE currently 64) can be changed in SndWaveAra.h le. Values
for constant©ATA POINTS _PER_FILEandBLOCKS BETWEEN_ DATASAW/E cal-
culated accordingly. These options most probably don't have to begelabut if changed,
the external has to be recompiled and Pure Data has to be restarted.

5.3 Browsing the recorded audio

In the current implementation simultaneous playback while recording is nethjp@sthe
recordings can be listened to only after recording has been stoppesl playback can
be started from the rst le in the directory, or by browsing backwardsnf the current
position. Although the audio lenght of one le is limited to one minute, the recolarg
played as one continuous recording by automatically opening the nextclerding to the
lename. There is no separation between recording sessions, but aé¢bedings in the
directory are simply sorted and played in order, unless stopped by thelis® le is
speci ed, the rst le in the directory is opened.

Like with saving the audio and metadata, the operation of the system is delsartbece
layers. The use of the external in Pure Data is shown rst, this is followetthé operation
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of the external on Flext level, and nally SndWaveAra class implementationeisgmted.

5.3.1 araread~ external in Pure Data

The ARA-Wav les are read in Pure Data witraread~ external (illustrated in Fig.
5.3). Messages used to control the playback are directed to the rsbirtle¢ araread~
external. The messages are allowed to pass only if the application is netityirecording.
This is checked in PD patdfiNotRecording which passes the message forward to the
external if the playback is allowed, and blocks the messages and notifysehd not. If
playback is allowed both "start" and "stop" messages are routed alsatclsanand dump
messages to the metadata buffer, respectively. The metadata bufferredodearytime
the playback is started, and dumped to a le everytime the playback is stofpesl.is
explained in more detail in Section 5.5.

When the end of the le is reached, tlagaread~ external automatically changes the
playback to the next le in the directory. No action from the user is requivgtlen the end
ofthe last le is reached the playback is stopped and the user is noti edlotity _user

Control messages

The possible messages to control the externabtg andstop to start and stop the
playback,prev andnext to jump to the previous and next le, arfisst  to directly
start playing the rst le found in the directory. A brief introduction of theternal to the

Figure 5.3: Playing back ARA les in Pure Data.
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Pure Data main window is triggered willelp message.

Sendingstart message to thararead~ external starts the playback of the current
le. If no leis de ned as current yet, the rst le in the directory is usedf the araread~
external is already playing the le, the current le will be restarted frora beginning. The
stop message stops the playback keeping in memory which le was played last, which
means that sendingtart message again starts the playback of the same geev
next andfirst  messages also start the stopped playbacdkext message is sent while
playing back the last le in the directory, the playback is stopped amiify user is
sent.

Outlets

The audio of the le is output via the two rst outlets to tlac~ to be played to the user
via headphones. The three next outlets are used for orientation informgdivw, pitch and
roll orientation of the user. The sixth outlet is used to pass the position striting tGPS
parser (see Section 4.4) as a series of ascii characters. Since this&riadormat the
data is received from the GPS device, no modi cations in parsing or usenGBfS data are
needed. The data received from the GPS device should be blockedpidyileg in order
to show only the GPS data received from the le.

The seventh outlet sets tharrent_filename symbol according to the le currently
played. The eight outlet is used to send tiodify _user message in case of an error,
and the last outlet represents theplaying  status.

5.3.2 Flext implementation of araread~ external

Similar to the implementation acirasave~ external, the base classxt_sndobjis used

in araread~ external. As mentioned the base class provides the interface and basic fun
tionality of the external and the three virtual functidéewObjs() FreeObjs()andProces-
sObjs()have to be overridden in a derived class to implement required functiorjalfy.

NewODbjs() FreeObjs()and ProcessObjs()

NewObjs()function is called when the external is created, i.e. when the application patch
is opened in Pure Data. There are no sound objects to be createaréad~ external

until the playback is started, so there is nothing to ddl@wObjs()but to return withtrue
value. FreeObjs()function takes care of all the opened sound objects when the external is
closed, i.e. when Pure Data is shut down. Any open le and gain objgotsien irm_start
function, are destroyed.
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The main signal processing functionality of the external is performd@facessObjs()
function. As explained in Section 5.2.2 the audio in Pure Data is handled inshlBokeach
block ProcessObjs(junction is called. The processing RrocessObjs(junction consists
of gain adjustment and metadata extraction. The gain is adjusted accordiregvidub set
when opening the le inm_startfunction. Metadata is requested from the SndWaveAra
le instance withSndWaveAra::GetAraPoititinction (explained in 5.3.3). The metadata is
forwarded to the outlets, as de ned in Section 5.3.1.

At the end ofProcessObjs(Junction a check is performed to nd out whether all the
datapoints stored in the le have been processed. This is consideredimmplcation of
reaching the end of the le. The playback of the current le is automaticaiipged and
the playback of the next le in directory is automatically started if possibleutfent le
was already the last in the directory, the playback is stopped and the usar él via
notify _user

m_start() updateToNextFilename(and updateToPrevFilename()

When the user wants to start the playback of saved ARA-Wavstast message is sent
to the external. The message triggersstartfunction, in which the le to be opened is
found out, the SndWaveAra instance is created and the playback is stEne&lext class,
araread holds thecurrent_filename as a protected variable. If the variable is not yet
setupdateToNextFilenamfeinction is called to set theurrent_filename if possible.

If not, the playback is stopped and the user is noti ednadify_user . New instance of
SndWaveAra is created with parameters consisting of lename, mREAD, number of
channels (2), bits/sample value (16), input list (0, none), starting pog@i)oand blocksize
and sample rate from Pure Data.

The gain adjustment is set in_startfunction. As described in Section 5.2.2 the gain of
the written audio was adjusted to scale the values frofy 1] to cover the range of integer
short values. When reading the integer values from the le, the samplesb&e rescaled
back to oat values betweep 1;1]. This is done by adjusting the gain of the signal by
-90.3dB.3

Boost Filesystem library [51] has been usedudpdate ToNextFilename@ndupdateTo-
PrevFilename(¥unctions to keep the codebase portable between different operasng sy
tems. Boost Filesystemirectory iteratoris used to browse through all the .wav les in
saved-files/ directory. In bothupdateToNextFilenamefhdupdate ToPrevFilename()
functions the rst le encountered is used durrent_filename has not been set pre-

SMultiplier 1/SHRT_MAX (= 1=32767) can not be used, since as a oat value it is rounded to zero, and
adjusting the gain with the multiplier of zero effectively mutes the signal calyleinstead, the multiplier
1/SHRT_MAX can be replaced by attenuating the signal by -90.3 dB (€0¢®y,,(1=32767) = 90:3)
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viously. If the previously seturrent_filename is the last le in the directory the
function will return 0 to indicate error. With successful updatewfrent_filename :
the return value 1 is used to represent successful operation.

5.3.3 SndWaveAra class operations with araread~ external

SndWaveAralass is called rst fromm_startfunction in araread~ external to create
SndWaveAra instance. The parameters received with creation calsaceto adjust the
settings and to open the le with given lename READmode. Other parameters include
number of channels, value of bits used to save one sample, list of othebSng@Q0ts to be
used, starting position of reading of the le and blocksize and sample rateuedd. These
additional parameters are overriden if values are found in the opened le

The reading of the audio is very straightforward and is perform&huiWVaveAra::Read()
function once for each block when calledBsocessObjs(function (as presented in Section
5.3.2). The values of the data at the current le position are read and the output array.

The reading of the AraPoint is requested with each block flrmcessObjs(func-
tion, but the values are returned only after each passing of the AraPidiet.AraPoints
are saved in the le in the order of appearance and with the information ofléhgo-
sition of the audio related to that speci ¢ data point. The position of the neaPaint,
next_point_position , is compared to the current position in the le. When the cur-
rent position equals or exceeds the anticipated position of the next Ataleomtents of
the next AraPoint is returned, amext_point_position is updated to correspond
with the following AraPoint. This approach ensures that the data of eaaPPdhnt is
returned withinblock_size  / samplerate (= 64=44100 = 0, 001) seconds of the
exact time even if thélock_size  used in saving the le has been different than the
block_size  when reading the le. If theblock_size  differs between the reading
and writing of the le, exact matching with the audio position and position of es-
Point can not be used since there is no guarantee th&rtdoessObjs(junction calls the
SndWaveAra::GetAraPoint{unction at the exactly same time instance.

5.3.4 User notify

In the Audiomemo application, a common Pure Data symbol is used to mark the need to
notify the user. The noti cation to the user is sentasify user bang -message, which

can be received anywhere in the application patchify _user is used to send the user
feedback via Wii Remote and SHAKE vibration motor. This tactile feedbacked irsthe
current implementation, but auditory feedback can be used instead. iNgtthe user is
discussed in more detail in Section 5.4.
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5.4 User interface

Currently there are two possible ways to control the platform and the applicairectly
from the computer screen using mouse to control the Pure Data, or by\WiRgemote.
Not everything can be done via Wii Remote, but after the application hasdiaged all
the functions needed on the road can be accessed with Wii Remote buttons.

Connecting the functionality of Wii Remote to the application is very straightfawa
in Pure Data. All the pressings of the buttons are received as states lmfttbas; 1 for
pushed button, O for released (the toggle boxes in Fig. 4.5). All the togidesbhave
been de ned to send the value of the box as symbolsiikea for A-button,wii_left
for left button orwii_home for the home button. Setting a toggle box to receive the
corresponding symbols enables the connecting of the button press taia eetion. This
can be seen in Fig. 5.4 where left button is tied to "jump to the previous le"tfanality
and right button to "jump to the next le". Home button is connected with "jump to tisé
le" and notify_user to the tactile feedbadkof the Wii Remote.

The starting and stopping of recording is implemented as a simple state machicte, wh
starts and stops the playback in turns every time the A and B buttons of the WotBeare
pushed simultaneously. When the recording is started, the playback iedtoppand the
recording is started right after.

The restrictions for example in starting the playback do not have to be takemthere.

“refered to as "rumble" with the context of Wii Remote

Figure 5.4: Pure Data patch to de ne the connections between Wii Remotengwtal
functions in the application.
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Restrictions are implementedpa file_read PD patch and checkedifNotRecording
patch (see Section 5.3.1). This ensures that the permission to start paybaways
checked right before starting the playback where it is needed, nottewe before sending
the command. In other words, if recording has already been started angséh pushes
home button, which is tied to the "jump to the next le" function, the command is sett, b
before the command is executed the permissibility of the action is veri ed.

Another alternative to control the platform would be with a computer equippéd w
a touchscreen. The PD patch could be modi ed to contain bigger contrdlsatirhe
commands could be done by pointing the screen. This would enable moiiiltess
for functions of the application and more detailed feedback and interaciibrthe user
compared with the use of Wii Remote, but the downside is that the platform isleden
be used outdoors, where the light can be too bright for the screethefmore, the user
would have to carry the computer in hands, which is not very convenierdarfy longer
period of time. For these reasons, a touchscreen option is not taken g@orddn this
version, but the Wii Remote controls are favored.

5.5 Metadata dump to a text le

When starting or stopping the recording or the playback, the metadata is aictdiya
saved as a text le irsaved-files directory. The text le can be modi ed as needed and
imported for example into Matlab to analyze the recorded data, or to map the akkiw
in Google Maps (see Section 6.3 for an example).

PD patchpd dump_data (presented in Fig. 5.5) is used to handle the saving of the
metadata in text format in separate les. This is done since the standaloaetexrtnas not
been implemented yet, and the current versions of Matlab or Google Mapst @ontain
the support for ARA-Wav les, nor does any other player yet. Therethe buffers from
both recording and playing back the les are dumped.

Everytime the recording or the playback is started, the metadata bufferisadk®amake
sure only the current metadata is saved. New line in metadata buffer is adltieelach
update of the heading information, i.e. with the frequency of 25 Hz. Thistiomality
has to be noted if not all the measuring devices are used. The positiomatfon and
the timestamp are currently directed into the "cold" inlets ofghentf  object, which
creates the line to be saved. Only the update of the heading information $rtpgeareation
of a new line, since that is the one directed to the "hot" inlet. The "cold" inletsthee data
fed to them, but only the "hot" inlet also triggers the action. This is a basidiuradity in
Pure Data, and just has to be taken into account.

When recording or playback is stopped, the current contents of tiier lmBaved in the
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Figure 5.5: Dumping the metadata to a text le. On the left hand side new linesfer lawé
created everytime the heading information is updated. On the right hand sidertme
is created using the timestamp when recording or playback is stopped.

form of pre x dataout concatenated with the current timestamp. Timestamps are used to
help nding the correct data le after the recording. One has to note treatithestamp is of
the moment when the recording or playback was stopped, not when itavieds



Chapter 6

Testing and Analysis

In this Chapter the implemented Audiomemo application is tested and examined to nd
out whether the requirements set for the platform in Section 3.1 have bdeiNmeom-
prehensive user studies have been performed, but the evaluatiomeidg@omparing the
implementation with the requirements, and by performing functional tests on sthensy
The functionality is evaluated by walking around the Otaniemi campus areedieg the
audio and the position and orientation of the user and comparing the rdaesiéts with

the actual path walked.

6.1 Requirements for the platform

6.1.1 Binaural recording with metadata

"The system should be able to record and playback binaural audio irtirea."

The recording and the playback can be performed in realtime with no audibfaas
caused by the platform. Currently when listening to the recorded audio, stentrplay-
back of the pseudo-acoustic audio environment is not muted. Considsiety reasons
this is a good thing; e.g. cars driving by could be left unnoticed by the ititskee sur-
rounding environment was completely blocked. However, the quality of ukdéalayed
is reduced since the user hears effectively two audio environments of éagh other; the
virtual audio from the le, and the pseudo-acoustic audio from the real Tihe volume of
the pseudo-acoustic environment should be adjustable from the coniraob ueduce the
mixing when needed. To clarify; the problem does not occur with psagdostic audio
environment enhanced with a simple virtual audio, but when two complexiaildisaudio
scenes are combined.

"Recorded sound should be indexed with position and orientation information.”

The position is saved using maximum of 70 characters, and the orientative@ssing

52
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three oat values to represent the yaw, pitch and roll of the head ofdbe his means that
the 6-DOF position of the user can be saved within the audio le as metadata. dasa-
point is annotated with the exact le position of the corresponding audie. Aldiomemo
application on MARA platform currently implements only 3+1-DOF position of teery
since orientation is only tracked according to the yaw angle of the useghdsame format
of the datapoints is used, and this can be considered as a special aaséhehuser only
turns about the z-axis but does not tilt or roll the head. In other wondssystem works as
required and is already prepared for further improvements.

6.1.2 Independence

"The system should be location independent, i.e. work in real envirdrihae "Position
and orientation tracking should be global.”

The platform itself does not restrict the area of the usage in any way #iecchosen
tracking method — GPS — can be changed to another tracking method if a bettés o
available. The GPS has severe restrictions with indoor coverage andifarakies in the
city environments with high buildings, but the platform can be considerdueisaywhere
in the world. Furthermore, the platform is not dependent on any othtsrey® equipment.

6.1.3 Portability and extendability

"The platform should be OS independent (Windows, Mac & Linux supporéad " The
platform should be extendable."
The platform is implemented with software that is available to all mentioned operating
systems, using libraries which are portable too. The binaries cannotiséetinaed directly,
but the Flext based C++ code can be compiled without any code chahtgegorting has
not been done yet to any other operating system, so all minor dif cultiea@trpromised
to be non-existent.
The platform is not tied to any speci ¢ equipment. If better tracking devicesarding
and playback equipment are developed, they can be taken into use withanimmchanges
to the code.

6.1.4 User interaction

"The equipment should be light enough to carry with eased"There should be a reason-
able way for the user to communicate with the system."

The biggest part of the platform is the computer, which is rather small anctdgiarry
nowadays. With current devices the cords are a minor distraction, lm 8ie computer,
GPS device and the ARA mixer can be putin a backpack, and the applicagoated with
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the Wii Remote, the inconvenience is easily tolerable. The Wii Remote as a lodenioe
proved to be even better than thought beforehand, since it revokibe albed to open the
computer when on the road with the platform.

6.2 Setting up the system

The biggest problems with the devices of the platform seem to arise whergsgbtithe
system for the rst time. Bluetooth connection works perfectly once theneotion is set
up, but in some cases adjusting the settings can be rather dif cult. If thedgitiedevice is
improperly disconnected — e.g. the computer is shut down — the reconnew@inge even
more dif cult.

Depending on the operation system used the pin code con rmation on peiai8HAKE
device with the computer may be optional (Windows XP) or required (Windésta). The
latest rmware of the SHAKE device already includes the functionality to uket®oth
security. The pin code is always the last four characters of the maessldf the device
[31]. Based on email conversation with the representetative of the SHAKR.facturer
(Stephen Hughes, SAMH Engineering Services, Dublin, Ireland) Wisddista probably
keeps track of the paired devices by the mac address. If the connecpooniptly shut
down — e.g. by shutting down the computer — the operating system may still eotiséd
device paired because it is still on the list. And for this reason the repaioi@g ot happen
even when the SHAKE device considers the connection closed. Opeoatifindows XP
was found working better.

There are some restrictions on the serial port numbering in Pure DataseTia port
could not be used if the port number was over ten. This limits the options irsaigpthe
Bluetooth driver, since not all of them allow the user to choose the senihpmber. There
are also differences in connecting the Wii Remote with the Bluetooth driveneSlirivers
(e.g. Toshiba) automatically identify the Wii Remote as a human interface de¥ib, (
and with some drivers the connection has to be created every time specielilhg the
driver to handle the Wii Remote as a HID (e.g. Widcomm drivers).

After the initial adjusting of the devices, the only problems were with recdaimgethe
Wii Remote if the connection was lost. When the computer is in the backpackathisrr
inconvenient to reconnect the Wii Remote since accessing the keybiodwe @omputer is
required. Otherwise all the required actions can be performed with the &¥fidke, when
walking outdoors. Processing and analyzing of the metadata still requeesothputer
screen and the mouse.
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6.3 Experiences

Testing of the platform was performed by setting up the system, wearing theneent
and walking around the Otaniemi campus area. Recording and playbaekestd while
walking, using the Wii Remote as the controlling device. Afterwards the decbaudio
was listened to and metadata was plotted on the map. The results are compartu with
actual path walked.

6.3.1 Arrangements before use

Wearing the platform on is simple, but care have to be taken with all the cauafstop,
GPS device and ARA mixer are placed in the backpack, the visor with the &leice
attached is placed on the head and the Wii Remote is held in hand. A picture wéttthe
worn by the user can be seen in Fig. 5.1.

The laptop, which is set in the backpack has to be adjusted to not shutvdosimthe lid
is closed. The ventilation of the laptop has to be taken care of; the laptops thedttap
and if proper ventilation is not arranged, the computer may be damaged.

6.3.2 Experiences inthe eld

As noted in [52] the pseudo-acoustic environment created with the ARAskésounds a
bit different than the real audio environment, but the adaptation is vety Tehe friction
of the microphone cords is audible, and somewhat annoying, as is the leinitg to the
microphones, and the sounds of the wind feel a bit ampli ed.

The Wii Remote ts well in the hand, and when not needed it can be put indblkep.
Led lights at the bottom of the Wii Remote give clear signal when the conneististill
open, but only if the user knows to keep an eye on them. As there is nd g@uamation
whether the commands have been received or not, the tactile feedbksckeigemportant.
Some auditory feedback would also be worth the effort when improvinggpkcation.

Some kind of indication and reminder when the application is recording woultlbe
visable. It was noted that it is very easy to confuse oneself whetheetioeding was just
started or stopped. Short vibration or quiet sound every 10-15 deagould be suf cient
to let the user know the recording is still on.

Also when listening to previously recorded audio the possibility to adjust thed thfr
ference of the real environment and the recorded audio was longeddither need to be
completely muted but possibility to adjust them would make it easier to differentiate th
sources if wanted.
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6.4 Analyzing the recorded information

The recorded audio was listened to afterwards. The quality varied quitelagending on
the wind, and the gain settings. It was noted that the microphones, evexteheat ones,
were set very sensitive in laptops with integrated microphones. If the gasmat set to
attenuate the signal in plenty, the recorded audio would be overdriveis. Varies a lot
between computers, and the gain has to be set individually.

If the recordings were listened to shortly after recording it was easiec#dize the audio.
The same applies when the walked path was plotted on a map, and followed waialis
to the recording. The auditory events were mostly cars and bussegydriyiprobably few
clearly stationary sources could have been even easier to localizeafisrw

Currently there is no automation in plotting the walked path on the map. The dumped
data in the textle was modi ed with a word processing program to conveta diaes
from 248.90|N60.188911 E24.826063|2008-12-23_16:40:04 to Google
Maps format new GLatLng(60.188911,24.826063), for each datapoint along
the path. These lines can be putin a simple HTML le to map all the points as @t
path, and for example once in a minute as a marker with time information and fpadsha
icon to represent orientation. An example of plotting the walked path in the |€dbaps
can be seen in Fig. 6.1.

When plotting the walked path in Google Maps there seems to be an offseprafxap
imately 100 meters to the north and 150 meters to the east (visualized in Fig. &ig). T
is caused by the Google Maps using WGS-84 datum and Mercator projedfiercator
projection is used to create square images of the spherical globe, whisdsdaigger offset
towards the poles. In normal use this is acceptable, since the usersefaac informa-
tion from the maps more than absolute, but when plotting the points recearad3dPS the
offset becomes visible. The trade-off has apparently been betwsetutdbaccuracy and
the speed gained by using pre-calculated map images. [53]

The problem with the partially blocked GPS signal can be seen in Fig 6.3. Sérevas
sitting in a bus with the GPS device in the backpack. The position could be daltula
but only some of the data points are correct. Probably too few signalsavai@ble to
correctly calculate the position. The offset has not been corrected imtge.
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Figure 6.1: Visualization of the walk path and starting points of recordedrinete long
samples. The fan is the orientation in the end point of the last recording.

Figure 6.2: The offset error when directly plotting the positions on Googpswisualised
on the left. Corrected version on the right.



CHAPTER 6. TESTING AND ANALYSIS 58

Figure 6.3: The positioning does not work properly unless the signal fibleast three
satellites is received. The recording was done while sitting in a bus. THmeaepresents
the recorded path and the blue line the actual path.
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Conclusions and Future Work

7.1 Conclusions

This thesis has proven that the described ARA outdoor platform can benmapted, as
well as applications based on the platform. The system is by no mean pbtfetie defects
are caused by the imperfect measuring equipment. Reasonable positi@niemtdtion
tracking methods exists, but there is yet no silver bullet to offer fast aodrate tracking
which works globally.

The platform enables binaural recording of everything the user hedrsno restriction
on location. The resulting audio le is augmented with time, position, and orientation
information. The information and the audio of a certain time or location can bevedrie
using the metadata in the les. The les, and thus the audio environment, ctaddba sent
to other users — if WLAN or GPRS network is available.

The platform is extendable, as required by the speci cation, and all thieeteused are
replaceable. As the technology advances, better equipment can bertekese. Not all
the presented devices have to be used if not needed. The platforatespesell also with
less equipment; the application is already known to been used in Nokia Bleseamnter
indoors without position tracking, but for tracking and saving only origoedata with the
audio.

A conference paper presenting the platform and ARA-Wav format wétew and has
been presented in the AES 35th International Conference, Audio fore&ain London,
February 2009 [49]. Though the platform was not speci cally dedigode used in games,
there are numerous possible ways to utilize the platform in that area.

Some mobile phones on the market already offer GPS positioning and indoelei@m-
eters and gyroscopes, which could be used for rough orientatiorirtgaokthe user. The
orientation tracking should track the head of the user, and the binautial @cording and
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playback would be the ideal case. But even monaural recording withstiolylder orien-
tation tracking and position tracking will probably open wide range of pd&gb for new
applications, especially if the user is wearing a hands-free device thdt\poovide the
in-ear sound production and that could be worn almost all the time.

7.2 Future work

There are various ways to improve both the platform and the Audiomemo aplicihe
platform itself is rather usable and convertible for various applicationgnapliémentations.
Enhancing the orientation and position tracking methods would improve therpfatfiost
signi cantly. Some observations on the ARA headset and mixer were ntgedlaring the
testing of the platform. For the possibility to use the platform as a basis of ahgfacser
experiments outdoors, improving the output of the recorded data wouldrizedial.

The easiest way to improve the orientation tracking is to use the angular reterse
which already exist in the SHAKE device, and calculate the heading informeaifiih the
angular rate with the electromagnetic elds instead of accelerometers. Thig imple-
mented in the SHAKE rmware, but the measuring instruments already existtharahl-
culations can be done in the control unit.

The accelerometers could be used along with GPS to provide more accasitierp
tracking. The refresh rate of the GPS is rather sparse, and the acoeters tend to drift
over time, but using these two together would improve the situation. GPS sheuiskhl
to de ne the absolute position and accelerometers to ne-tune the estimate.

Especially GPS, but also the inertial measuring devices, tend to have siseemthe
measurements resulting in small random variation. This could be diminished bindte
the received data. For example Kalman ltering is used in many applicationgitoags
and predict the positions of objects [54].

As mentioned by Tikander & al. [52] the size of the ARA mixer is one of the most
irritating feature of the mixing device, along with the cords that also causerilisice to
the audio. With the platform the need for two extra stereo cords the numhmerdd is
now reaching total of four, which makes the handling of the device ever demanding.
Reducing the mixer size and reducing the amount of cords needed wdplthbesituation
a lot.

Tikander & al. mentioned also the wind noise as a problem with the ARA healisist.
is a important thing to improve, since the platform is intended to be used outddbes
ears, and thus the microphones, cannot be covered without the quaditydinf suffering,
but perhaps some acoustically invisible material could be used.

An option to mute, or at least attenuate, the pseudo-acoustic environmeailt \siguld
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probably be useful in many applications. Currently there is no way to alteolbene from
the control unit. It would be easier for the user to make the adjustmentsdaonp® with
the Wii Remote.

The Audiomemo application should be developed further to allow the playblaidd still
recording, and the browsing should be done in smaller steps — i.e. not ombyrjg from
le to le, but also for example 10-15 seconds at the time. Both these imprownésrare
dependent on some more logic to be implemented in the browsing algorithms. An optio
to attenuate the pseudo-acoustic audio would be bene cial with the "plieyihite still
recording"” functionality.
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