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Augmented Reality Audio (ARA) can be de�ned as the real audio environment augmented

with virtual sound objects. Everything the user hears is recorded with miniature microphones

integrated in the ARA headset earphones. The recorded audio is immediatelyplayed back

directly to the ears of the user. Along with the recorded signal, arti�cial or previously recorded

sounds can be added. Binaural processing is used to position the virtualsounds in certain

directions related to the user. The virtual sound sources can be �xed to the real environment

with binaural processing, if the position and orientation of the user are known.

Several ARA applications have been implemented before, but so far only tobe used indoors,

because of the limitations of applied tracking methods. The goal of the thesis was to design and

implement a platform to be used outdoors. Inertial and magnetic tracking wereused together

to track the orientation of the user, and Global Positioning System (GPS) wasused for position

tracking.

As a proof of concept, the Audiomemo application was implemented on the platform.Au-

diomemo can be used to record everything the user hears, and to enable theuser to browse

through previously recorded audio memories. The orientation and position information is saved

as metadata in the audio �le to enable retrieval of the information afterwards.

The Audiomemo application was preliminarily tested and analyzed. The platform was found

functional and a useful working base for ARA applications in outdoor use.

Keywords: Augmented Reality Audio (ARA), Orientation tracking, Position tracking, Binaural

hearing, Wav format, Ara-Wav
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Lisätyksi audiotodellisuudeksi (LAT) kutsutaan todellista äänimaisemaa, johon on lisätty virtu-

aalisia ääniobjekteja. Käyttäjän kuulema ääni tallenetaan LAT-kuulokkeisiin integroiduilla mi-

niatyyrimikrofoneilla ja toistetaan tämän jälkeen suoraan käyttäjän korviin. Nauhoitetun sig-

naalin päälle käyttäjälle voidaan toistaa keinotekoista tai aikaisemmin nauhoitettua signaalia.

Binauraalisella prosessoinnilla lisätyt, virtuaaliset, äänilähteet voidaan sijoittaahaluttuun suun-

taan. Virtuaaliset äänilähteet voidaan sitoa todelliseen äänikenttään binauraalisella prosessoin-

nilla, jos käyttäjän sijainti ja orientaatio tunnetaan.

Käyttäjän jäljittämiseen käytettyjen menetelmien rajoituksista johtuen aikaisemmin toteutetut

LAT-sovellutukset on tarkoitettu vain sisäkäyttöön. Tämän diplomityön tavoitteena oli suunni-

tella ja toteuttaa alusta ulkona käytettäviä LAT-sovellutuksia varten. Sekä inertiaan että maan

magneettikenttään perustuvia menetelmiä käytettiin käyttäjän orientaation ja satelliittipaikan-

nusta (GPS) paikan määrittämiseen.

Alustan toimivuuden osoittamiseksi toteutettiin äänimuistisovellus suunnitellulla alustalla. Ää-

nimuistia käytetään tallentamaan kaikki käyttäjän kuulema ääni, paikka- ja orientaatiotiedolla

laajennettuna. Paikka- ja orientaatiotieto tallennettiin metatietona äänitiedostoon uudessa Ara-

Wav formaatissa, jotta tietoa voidaan käsitellä myöhemminkin.

Äänimuistisovellusta testattiin ja analysoitiin, minkä pohjalta alusta todettiin toimivaksi lähtö-

kohdaksi ulkokäyttöön tarkoitettujen LAT-sovellusten toteuttamiseen.

Avainsanat: Lisätty audiotodellisuus (LAT), suunnan määritys, paikannus, binauraalinen kuulo,

Wav formaatti, Ara-Wav
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Chapter 1

Introduction

This thesis has been created as a part of KAMARA++ (Killer Applications for Mobile

Augmented Reality Audio) project. KAMARA++ is continuation to a series of KAMARA

projects carried out as a joint effort between Nokia Research Center (NRC) and Helsinki

University of Technology Departments ofSignal Processing and Acoustics– formerly

known asLaboratory of Acoustics and Audio Signal Processing, or Acoustics Lab– and

Media Technology– formerly known asTelecommunications and Software and Multimedia

Laboratory(TML).

1.1 KAMARA

A framework for all KAMARA projects have been introduced in [1]. The base of the studies

is the idea of having real audio environment extended by virtual sounds creating augmented

audio reality. KAMARA projects focus especially on Mobile Augmented Reality Audio

(MARA), �rst introduced as WARA, Wearable Augmented Reality Audio in [2] with the

concept and a prototype system; a headset system with integrated microphones was pre-

sented. The binaural audio recorded by the microphones could be immediatelly played

back to the user creating a pseudo-acoustic audio environment. Also virtual sounds were

added to create an augmented audio environment. The application ideas for the MARA

framework have been presented for example in [2, 1] and [3].

The �rst stage of the KAMARA projects was carried out between 2001 and 2004, with

research concentrated on ideas and concepts of MARA, but also on analysis of recorded

binaural signals; i.e. reverberation time estimation [4] and binaural position and orientation

tracking [5]. After the �rst stage the research has been continued by M. Tikander and S.

Vesa as doctoral students with academic funding. In autumn 2007 KAMARA+project

started in cooperation with NRC, Acoustics Lab and TML with two subtasks; one was

1



CHAPTER 1. INTRODUCTION 2

to implement Augmented Reality Audio Mixer (ARA Mixer) and headset to be usedwith

ARA applications [6], and the other one to implement Auditory Sticker applicationon video

based tracking [7].

1.2 Objective and scope of the thesis

All the previous implementations of applications and research topics in KAMARAprojects

have been limited to be used indoors and within �xed location. The aim with this thesis

is to design and implement a platform for ARA applications to be used outdoors.As a

proof of concept the Audiomemo application – an application to record and browse all the

audio the user is hearing – has been implemented. The platform is intended to be atool for

future application prototyping with a possibility to easily extend and improve the platform.

The platform is not strictly tied with the current technology, but when the tracking methods

improve the used equipment can be updated accordingly.

1.3 Organization of the thesis

In Chapter 2 all the required theory to understand the decisions made and the implemen-

tation of the platform is presented; the concept of Augmented Reality Audio is explained

in more detail (Section 2.1), fundamentals of binaural hearing are presented (Section 2.2),

different kinds of orientation and position tracking methods are introduced (Section 2.4),

and saving audio information in Wav �les is explained (Section 2.5).

In Chapter 3 the setup for the platform is chosen, on which the platform is built in Chap-

ter 4. Chapter 5 covers the Audiomemo application, which is tested and analyzed in Chapter

6. Conclusions with suggestions for future work are presented in Chapter 7.



Chapter 2

Theory

In this chapter basic concepts required to build a platform for augmented audio reality

applications in outdoor use are presented.

2.1 Augmented audio reality

To understand the concept of augmented audio, real, virtual and pseudo-acoustic audio

environments are de�ned �rst. The characteristics of binaural hearingare an essential part

in generating virtual objects in virtual and augmented reality. Binaural hearing is described

in more detail in Section 2.2.

2.1.1 Real vs. virtual audio environment

The difference between real and virtual audio environments is visualizedin Fig. 2.1. A real

audio environment is the default situation from everyday life when there are no additional

equipment to affect the natural perception of audio. In a virtual audio environment all the

sounds are originating from another environment or created arti�cially. Typically the virtual

environment is auralized using binaural processing (explained in more detail in Section

2.2.3). [2, 1]

2.1.2 Pseudo-acoustic environment

In a pseudo-acoustic environment (see Fig. 2.2) the user is wearing a binaural headset

with a small microphone element integrated into each earphone (illustrated in Fig.2.9).

All the sound recorded with microphones is immediately played back to the earphones. In

many applications it is desired to have the pseudo-acoustic environment sound as identical

to the real environment as possible [1]. So basically the user hears the real environment,

3



CHAPTER 2. THEORY 4

Figure 2.1: In a real audio environment audio is perceived naturally. A virtual environment

consists only of recorded or arti�cial audio. [2]

but through the earphones and a bit colored. The reasons for the coloration, and ways to

compensate it, are described in more detail in Section 2.3.2.

2.1.3 Augmented reality audio environment

An Augmented Reality Audio (ARA) environment can be de�ned as a real environment

extended with virtual objects [8]. It is a combination of real and virtual sound scenes mixed

so that the virtual elements are perceived as a part of the natural environment. In most

cases the augmented audio environment is implemented by �rst extending the real audio

environment to pseudo-acoustic environment and thereafter adding virtual components to

create a real environment augmented with virtual contents. This is illustrated inFig. 2.2.

[2]

2.1.4 ARA applications

Various possible use cases and applications for augmented audio reality have been pro-

posed. Lokki et al. [3] divide the applications by the way the virtual audioevents are

connected to the real environment intofreely �oating andlocalized.

Freely �oating audiois not connected to any location in real environment, but the anchor

point is the head of the user. An example of this kind of applications is auditorydisplay for

mobile calendar proposed by Walker et al. [9]. Lokki et al. propose that applications with

freely �oating audio events could be used for other information services also (e.g. news or
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Figure 2.2: A pseudo-acoustic environment is a real-time replica of real environment (see

Fig. 2.1 a). An augmented reality audio environment consists of real sounds heard through

a pseudo-acoustic environment and completely virtual sound elements. [2]

announcements) and for entertainment purposes (e.g. listening to music) [3].

The purpose oflocalized audioevents is to connect audio to objects or locations in a

real environment. The Auditory Sticker application proposed by Lokki etal. [3] has been

implemented by Seppänen [7]. When using the Auditory Sticker the user can record mes-

sages and leave them to be listened to by other users. The messages can beleft to a certain

location or attached to objects. It is kind of an auditory representation replacement for the

yellow Post-it stickers. [3]

In some applications the virtual sounds are intentionally distinguishable from the real

environment (for example audio display for mobile calendar proposed by Walker et al. [9]).

But usually the augmented reality system should be able to accurately align virtual objects

over the real perceived environment [10]. For that the global positionand orientation of the

user have to be known. Position and orientation tracking are described in more detail in

Section 2.4.

2.2 Binaural hearing

Perceiving the environment is a learnt ability. The auditory system analyses acoustic envi-

ronment from the complex mixture of direct sound, re�ections and reverberation arriving

from different directions with different delays. Information about the surrounding audio

environment and directions of the sound events are processed from twosignals - signals to

the left and right ear. This is called binaural hearing. [11]

Localization of sound is mainly based on the following six cues:
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1. Interaural Time Difference (ITD)

2. Interaural Level Difference (ILD)

3. Monaural spectral cues

4. Effect of head rotation

5. Interaural Coherence (IC)

6. Visual cues

Interaural time difference (see Section 2.2.1) and interaural level difference (see Section

2.2.2) are the most signi�cant cues for determining in which cone of confusion the sound

source is. Cone of confusion (Fig. 2.3) is de�ned as a cone which formsa constant an-

gle with the line connecting both ear canal entrances of the listener. Within the cone of

confusion the source generates the same ITD. Monaural spectral cues help determining the

location within the cone of confusion. Rotating the head changes ITD, ILD and monaural

spectrum. The change can be used as a cue of the source location. [12]

Figure 2.3: Cone of Confusion; the positions where the source creates the same ITD and

ILD.

The coherence between the signals to the left and right ear is denoted as interaural coher-

ence. In reverberant environments and with multiple sources IC is an important cue. It has

been shown by Faller & Merimaa [13] that in time instances with IC over a certaintreshold,

ITD and ILD are likely to represent the direction of one of the sources.

All the cues for localization are individual depending on the shape and size of the head,

pinnae and torso of the listener. The cues can be measured, or extractedfrom the transfer-

functions called Head-Related Transfer Functions (HRTFs, see section2.2.3). [12]

To specify the location of a sound source relative to the listener, a propercoordinate sys-

tem should be used. An intuitive way to go is to use the middle point of the line connecting

the two ears as an origo, i.e. approximately in the middle of the head of the listener. The



CHAPTER 2. THEORY 7

median plane is de�ned to be the vertical plane that divides the head symmetrically into the

left and right halfs. The frontal plane is de�ned as a vertical plane – normal to the median

plane – which divides the head into front and back parts through the ears. The horizontal

plane is the plane at the ear level that is perpendicular to both the median and frontal planes.

The direction of the sound source can be unambiguously described with azimuth (' , hori-

zontal angle) and elevation (� , angle). Also the distance (r) has to be known to specify the

source location. Azimuth (' ) can be also referred as yaw, and elevation (� ) as pitch, see

Fig. 2.11. [11]

2.2.1 ITD - Interaural Time Difference

Sound signals propagate with a constant speed from the source towardsboth ears. Since the

ears are on different sides of the head, the signal has longer distanceto travel to reach the

ear on the other side of the head (illustrated in Fig. 2.4). This time difference inarrival of

the sound signal is �rst of the two most important cues to localize the sound source [11].

ITD is the main cue in low frequencies, with cut-off frequency of 1,3-2,0 kHz depending

on the source [14, 15].

Figure 2.4: Interaural Time Difference – ITD.

2.2.2 ILD - Interaural Level Difference

The second basic cue for spatial hearing is interaural level difference – also known as in-

teraural intensity difference (IID). The head acoustically "shadows"the ear located on the

further side from the sound source, which results in different signal levels in each ear (il-

lustrated in Fig. 2.5). The effect takes place in whole audio frequency range, but is the

dominant one at high frequencies where ITD loses its importance (f > 1.3-2.0kHz, depend-

ing on the source [14, 15]). [11, 16]
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Figure 2.5: Interaural Level Difference – ILD

2.2.3 HRTF - Head Related Transfer Function

If bone conduction is neglected, the binaural signal includes all the audioinformation the

listener can perceive. The head, upper torso and pinnae re�ect, colorize and shadow the

signal differently depending on the direction of the source related to the listener. These ef-

fects can be measured, analyzed and simulated with Head-Related Transfer Functions. The

HRTFs effectively consist of ITD and ILD, which can also be extractedfrom the measured

HRTFs. Since the human body is individual with different sizes and shapes of the head,

upper torso and pinnae, HRTFs are individual. [14, 16]

HRTFs can be measured in free �eld (e.g. in anechoic chamber) with good loudspeak-

ers and miniatyre microphones placed in listeners ears. The measuring pointcan be at the

entrance of the open ear canal, at the entrance of the closed ear canal,inside the ear canal

or at the ear drum. Hammershøi & Møller have shown that the ear canal itself– including

some millimeters outside of the ear canal – does not in�uence the directional information

of the signal [17]. Hammershøi & Møller state that since the ear canal is highly individ-

ual, more general results are achived by avoiding the ear canal in�uence by performing

the measurements with closed ear canal. Regardless of the microphone placement in the

measurements the in�uences of measuring equipment have to be cancelled. Since the mea-

surements with real listeners are laborious and the results are anyway somewhat individual,

it is often bene�cial to use dummy heads for measurements. [11, 16]

2.2.4 Resolution in source localization

When using HRTFs it is also important to know the limits in capabilities of the auditory

system to notice differences in source direction. In psychophysics the term just noticable

difference(JND) is used to de�ne the smallest change needed in the localization cues – or

in the location of the source – that results in a change of perceived source location [14].

Blauert uses the termlocalization blurof JND in a context of auditory source localization.
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Figure 2.6: Horizontal resolution of human auditory system with stimulus of whitenoise

with duration of 100ms [11, 18].

According to Blauert the absolute lower limit to localization blur is1 � , but the actual value

varies greatly depending on stimulus and direction. [18]

The auditory system is most accurate on horizontal plane; with the sound source directly

in front of the listener the accuracy is almost at the lower limit of the localization blur,

1 � , whereas on the sides the localization blur is 3-10 times higher. On vertical plane the

resolution is substantially lower. At best the elevation localization is in front ofthe listener

– about4 � – and signi�cantly worse with sound source residing on top of the listener.

[11, 18].

The given numbers for angles are the best-case scenarios with only onesound source,

stationary listener and wideband stimulus. In real environments there are usually several

sound sources and room re�ections present, which may result in localization cues that do

not even correspond to any of the actual sound sources. Human auditory system is however

remarkably able to distinguish sources from complex composites of sound. In headphone

listening ambiguous – con�icting or nonrealistic – localization cues are usually localized

inside the heads of the listeners. This is calledlateralization[14].

Precedence effect is an important factor in sound localization. Human auditory system

tends to localize the sound source to the direction of the �rst arriving sound, unless the

re�ection arriving later is much louder. The sounds arriving within the Haas window (30-

40 ms) after the �rst sound, are perceived as one sound, whereas the sounds arriving after

that are perceived as an echo or separate sounds. [18]

Visual resolution is two orders of magnitude higher than the auditory resolution [18].
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Figure 2.7: Localization and localization blur in the median plane with different elevation

angles� using the stimulus of continuous speech by familiar person [11, 18].

Often the visual cues are dominant over the auditory ones; this means that when the auditory

cues point to the source location within a certain range, the visual cues can�ne-tune and

�x the perceived direction.

2.3 Spatial sound reproduction

To properly add virtual elements on top of a real audio environment, a device to produce

the sound to the ears of the user is needed. Loudspeakers could be placed on the shoulders

of the user, or an earphone-based headset could be used. The earphone-based system also

needs a mixing device to handle the signal equalization.

2.3.1 Loudspeakers on shoulders

Loudspeakers could be placed on the shoulders of the user, which enables the user to hear

the natural environment freely and unaltered. However, the shoulder placement of the

speakers reduces the quality of the sound and localization cues. It may also rise privacy

issues, and cause disturbance since all the audio is audible to other peoplearound the user.

[20]

Figure 2.8 presents an example of a shoulder-mounted device, Nortel Soundbeam Neck-

set, which has been used in Sawhneys Nomadic Radio [20, 19]. The speakers are placed on

each shoulder and microphone on top of the users chest.
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2.3.2 In-ear headset

Another option is to use miniature microphones integrated into each earplug andplay the

recorded sound without any delay through the earphones. In many applications the intention

is to make the pseudoacoustic environment sound as much like the real environment as

possible.

The problem with in-ear earphones is that when placing the earplugs into theear canal,

the entrance of the ear canal is blocked. When in normal situation (i.e. with open – un-

blocked – ear canal) the ear canal acts as a quarter-wavelength resonator, it now acts as

a half-wave resonator, effectively doubling the main resonance frequency. This results in

a loss of normal quarter-wave resonance and emergence of the new half-wave resonance.

These both have to be taken care of with two separate �lters; one to arti�ciallyboost the

missing resonance frequency and one to attenuate the resonance caused by the blocking of

the ear canal. [6]

With earphones one of the most important factors in�uencing on quality in sound re-

production is leakage through and around the earphone. With loose �tting of the head-

or earphones the pressure chamber effect, which denotes the cavity withpressure in phase

with the volume displacement of the transducer membrane and an amplitude proportional

to it [21], does not occur. This is due to improper sealing of the system. So the �tting must

be as tight as possible, but some leakage will always occur. [6]

2.3.3 ARA Headset + Mixer

With a headset consisting of earphones and microphones integrated to them,a mixing de-

vice is required to reduce the effects mentioned in the previous section. Fig.2.2 b illustrates

Figure 2.8: An example of a shoulder mounted device; Nortel SoundBeam Neckset [19].
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Figure 2.9: ARA Headset inserted into the ear canal entrance [6].

the use of the ARA mixer.

Since no commercial ARA headsets are available at the moment, V. Riikonen hasimple-

mented an in-ear ARA headset within his masters thesis [6], see Fig. 2.9. Thepresented

system consists of Philips SHN2500 earphones (Fig. 2.10) with integrated microphones,

and a custom built mixer.

Cancelling the leakage of the earphone with a compensation �lter would typicallycall

for digital implementation, but since the leaking sound is anyway passing in real time, the

�ltering has to be done without any delays. Otherwise the leakage would arrive to the ear

of the users before the compensated pseudoacoustic signal. At low frequencies the latency

is somewhat acceptable, so digital �lters could be used to some extent. However, Riikonen

has taken an approach to use only analog circuits to build the �lters. This approach provides

us ef�cient �lters with no delays. [1, 6]

A �rst-order highpass �lter is used to compensate for the leaking low frequency sound.

There are also two parametric equalisation controls. The �rst is a biquad peaking �lter

to make sure that the natural quarter-wave resonance occurs even though the ear canal is

occluded. The range of the peak control is between 700 Hz and 3200 Hz. The other one is

a notch �lter designed to compensate for the peak posed by the occlusion ofthe ear canal.

The notch can be within the range of 1.8-8.5 kHz. [6]

2.4 Tracking

In order to create a truly immersive virtual – or augmented – environment, the movement

of the user should have an in�uence on the audio environment the user is hearing. The
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Figure 2.10: Philips SHN2500 earphones with integrated microphones and acontrol unit

[22].

virtual objects should sound like they have �xed positions; i.e. if the user turns his head, the

panning of the virtual sound should be compensated to make the user feel like the virtual

object is stationary. This requires tracking of both position and orientation of the user. [23]

Various position and orientation tracking methods have been presented. According to

Sherman [23] there are three factors playing against each other in position tracking systems:

� Accuracy and speed

� Interfering media (e.g. metals, opaque objects)

� Encumbrance (wires, mechanical linkage)

Currently there is no technology available, which provides optimal conditionsin all three

areas, regardless of the price – which is often an important factor too. However, a reasonable

systems can be implemented by taking into account the limits and making optimal tradeoffs.

[23]

The terms 'tracking' and 'positioning' can both be used in this context. To note the

difference, more speci�c terms 'position tracking' and 'orientation tracking' are used, along

with the term 'positioning'.

2.4.1 Degrees of freedom

A Degree of Freedom(DOF) is a particular way an object can move in space. The differ-

ent ways of movements can be divided intotranslationalandrotational movement, where

translational movement represents sliding the object along straight line and rotational move-

ment means rotating the object in question about its axes. The translational and rotational

movement are visualized in Fig. 2.11. [23]

Object's movement without any mechanical linkages can be stated in terms of sixdegrees

of freedom. Translational degrees are usually expressed simply as location along thex, y
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Figure 2.11: Translational (x,y,z), and rotational (yaw, pitch, roll) movement. These six

degrees can de�ne object's movement – location and orientation – freely in space. [24]

andz axes, i.e. position. The x, y and z axis are de�ned to be orthogonal to each other

and all movements are considered from the user's point of view. Orientation, or rotational

degrees, are expressed asroll , pitch andyaw, which represent the rotation about the x, y

and z axes, respectively.

Some of the tracking systems report the complete 6-DOF position, but some arecapable

to report only a set of degrees. These subsets are for example 3-DOForientation (for only

rotational movement) and 3-DOF location (for only translational movement). [23]

2.4.2 Mechanical tracking

Mechanical tracking is probably conceptually the simplest method to track the movement

of the user. The arm of the tracking device is physically attached to the headof the user. The

arm consists of two or more rigid mechanical pieces interconnected with electromagnetical

transducers (like potentiometers). When the user moves, the transducerslocated in the joints

of the arm measure the movement and with the prior knowledge of the physicalproperties

of the arm the exact location and orientation can be calculated. Both rotational and linear

movements can be measured and calculated quickly, accurately and precisely. [25, 23]

On the pros side the mechanical arm can help carry the weight of the tracking device,

and the display if one exists. The mechanical arm also enables force-feedback to the user,

since the same electromagnetic devices that are used to sense the position canalso be used
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Figure 2.12: Mechanical tracking presented in [27]. The head movementof the user is

tracked with the mechanical arm. 3D glasses are used to provide visual stereo image ac-

cordingly.

to provide forces. An example of such a device is Phantom by SensAble Technologies

[25, 26].

The tradeoff with the accurate and precise estimates on location and orientation is the

very limited range of usage. The device is �xed on the location and typically thearea of

motion is only around one cubic meter [25]. An example of mechanical trackingdevice can

be seen in Fig 2.12, which is a system called �shtank. The idea is to provide theuser with

a small window to virtual environment by displaying 3D content in a regular workstation

display and make it more realistic by following the user's head position and orientation and

draw the virtual image on the display accordingly [27].

2.4.3 Acoustic tracking

Acoustic tracking is based on sending and receiving a sound signal. The�rst implementa-

tions of acoustic tracking were based on continuous signal and measuringthe phase shift

between the transmitted and the received signal. Measuring the phase enables only detect-

ing the relative distance changes within the cycle. There are problems also with continuous

signals; because walls and objects re�ect the acoustic signal within the room, summing the

direct and re�ected signal, the amplitude and the phase vary drastically depending on the

receiver's position. Probably for this reason there have been no succesful implementations
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with continuous signal. [25]

All commercial acoustic tracking systems are based on timing of the �ight duration of a

brief ultrasonic pulse. With short pulses the multipath problem can be circumvented since

the �rst arriving pulse can be guaranteed to be the direct signal – unless the direct path

is blocked [25]. Three transmitters and three receivers provide enough data to triangulate

the full 6-DOF position of the user [23]. If the transmitters are positioned onthe user, and

receivers are located in the space, the system is called outside-in tracking. The downside

with outside-in tracking is that the information is processed at the receiver,but it is often

needed at the user end. [5]

Another approach is to use binaural recording – i.e. microphones integrated in earplugs

– and use the same cues humans normally do (speci�cally ITD, but also ILD.See Section

2.2). Surrounding reference sound sources,anchors, are used for positioning. Since the

positioning is done binaurally – and therefore the result is the position of the ears, not

some other part of the body – the resulting position information can be directly utilized in

augmented reality applications. [5]

Multiple anchors are needed for practical positioning. Wider areas can be covered and

3D-positioning is possible. The anchor signals can be adjusted to avoid overlap of each

other. The anchor signals can be transmitted imperceivably and ef�ciently by using a high-

frequency carrier signal to modulate the low-pass reference signal. [5]

The disadvantage in using acoustical tracking is the requirement of line of sight; all the

Figure 2.13: Logitech 3D Head Tracker. The triangle-shaped transmitter with three ultra-

sonic speakers at the corners is positioned on top of the monitor. Three microphones to

receive the signals are located in this case in the 3D-glasses worn by the user. [28]
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Figure 2.14: Visual tracking can be done Outside-Looking-In point of view (i.e. the moving

user is tracked with �xed camera, Fig a.) or Inside-Looking-Out (i.e. from users point of

view, Fig b.) [29]

objects in the line between the transmitter and the receiver distract or block thesound af-

fecting it's measured travel time. The resulting resolution of the tracking system depends on

the frequency used; the higher the frequency used, the shorter wavelengths, and therefore

higher resolution. But the higher the frequency is, the more frequency-dependent attenua-

tion of the sound in the air will happen. [25]

Other problems include unpredictability of the speed of the sound, which is dependent

on the temperature, humidity and currents of the air [25], and the need for a�xed set of

sources, loudspeakers. There are locations, which may already contain loudspeakers in

known, �xed positions, like stores, vehicles and museums. These could beused as anchors,

but the requirement of �xed sources limits the range of usage to �xed locations [5]. An

example of a smaller scale ultrasonic tracking system can be seen in Fig. 2.13.

2.4.4 Optical / visual tracking

Visual tracking can be performed with two approaches; Outside-Looking-In or Inside-

Looking-Out, visualized in Fig. 2.14. The difference is in the positioning of the landmarks

to be tracked and sensors to perform the tracking. When using Outside-Looking-In tracking,

the sensors have �xed position and the moving user is tracked. With Inside-Looking-Out

the camera – or other optical sensor – is located on head of the user, and the environment is

tracked from the user's point of view. [29]

Seppänen used a video camera attached to the ceiling to track the movements of the
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Figure 2.15: Electromagnetic transmitter has to have a �xed location (Fig. A), but the

receiver is rather small and can easily be connected to 3D-glasses or ontop of helmet. [23]

user at �oor level [7]. Retrore�ective material was used to mark the user; the users were

wearing caps covered with retrore�ective material of different colours. Control commands

could be sent to the system by showing cards of certain colour. With a camera attached to

the height of 3 meters, the tracked area was about 20 m2, and the tracking error was 4-40

mm. Elevating the camera did widen the area to be tracked, but with the cost of degraded

resolution and increased error. [7]

Another approach is to place a video camera on the head of the user and to analyze

recorded images of surrounding areas to locate landmarks and recognizable shapes, like

corners of the room. The position of the camera, and therefore also the position of the user,

can be calculated from this information. Computationally this is quite demanding, but it

can be eased by placing distinct landmarks at known locations. The landmarks can be made

distinct with colour and shape so that the computer vision algorithm can easily distinguish

them from surrounding objects. [23]

With visual tracking the downside is the requirement for a line of sight. Blocking objects

prevent tracking to happen. With analog photosensors the situation is evenworse; partial

occlusion results in plausible but incorrect positioning [29]. The visual systems also have

high demands for constant lighting; there has to be enough light, and it has tolight the

tracked area equally well. [7]

2.4.5 Electromagnetic tracking

One method commonly used in virtual reality applications is electromagnetic tracking, pre-

sented in Fig. 2.15. A transmitter is used to generate a low-level magnetic �eld from three

orthogonally positioned coils. The receiver unit is placed on the head of the user and the

signal in each coil in the receiver is measured. The strength of the signalin each receiver

coil determines full 6-DOF position with respect to the position of the transmitter.Since
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Figure 2.16: The 24 satellites orbiting the earth at the altitude of 11 000 nauticalmiles

provide global position tracking around the globe. [30]

the position of the transmitter is known, the absolute position of the receiver, and thus the

user, can be calculated. [23]

The magnetic �eld of the earth can also be used in magnetic orientation tracking,since

it is already naturally existing and widely available. The earth is not a perfect sphere, and

the shape of the magnetic �eld varies depending on the location. The anomalitiesdepend

on the area and look-up tables to correct the measurements are available [25]. One has to

note that other magnetic �elds and metals may interfere the measurement. [23]

The advantage with electromagnetic tracking over many other methods is the lackof line

of sight restriction, and electromagnetical tracking devices can be implemented wirelessly.

This reduces the restrictions to the area to be covered with the tracking. Thedisadvantages

include the interference caused by metal in the tracking area. Also; with arti�cial �eld

sources – i.e. not the earths magnetic �eld – the range of usage is rather small; reasonable

accuracy is achieved within only 1-3 m from the transmitters. [23]

2.4.6 Radio wave tracking

Radio wave tracking is based on triangulating the location from at least threesignals, which

are originated from known locations. TheGlobal Positioning System (GPS)uses satellites

orbiting the earth as the signal sources. The satellites provide global position tracking, as

the acronym GPS suggest, visualised in Fig. 2.16. Each satellite is equipped withan atomic

clock to accurately keep the time. This time is sent along the signal and used to calculate

the travelling time from satellite to the receiver. With the fact that electromagnetic waves
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are travelling with the speed of light, the distance from the satellite can be calculated. If

the distance from one satellite is known, the location is somewhere on the surface of the

sphere with the radius of the distance to the satellite. With known distances to two satellites,

the location is somewhere in the line of intersection of two spheres with separateradii of

distance to each satellite. Finally with three known distances, exact location in the space

can be calculated. [30]

Since radio wave methods are basically based on electromagnetic waves, themethods can

be used in much wider ranges than tracking systems based on quasi-static magnetic �elds

(introduced in Section 2.4.5). The radiated energy attenuates in a �eld of radiusr as1=r2,

compared to the dipole �eld with the strength gradient dropping as1=r4. The absorption

losses of the radio waves in the air, and the effects of wind and air temperature, are minimal

and can be neglected. [25]

With a radio wave tracking system only the location can be calculated directly. The GPS

devices do provide direction and speed, but that information is calculated from sequential

data points. The proper orientation tracking has to be handled with some othermethods.

The GPS usesWorld Geodetic System 1984 (WGS84)as a system of coordinates [30], which

has to be remembered if a different coordinate system for mapping is used.

Outdoors and in large open spaces the system works well. But there are limitations to

the use of GPS tracking. Radio waves are attenuated rapidly in water, whichmeans that

human body blocks the signal. Since the method is based on measuring the travel time, the

re�ections from walls indoors and between high buildings cause problems due to multipath

distortions. [25]

2.4.7 Inertial tracking

Inertial trackers operate the same way the vestibular organs in the inner ear perceives the

head orientation; the �uid tries to stay stationary, while the structure around itmoves. The

difference and the changes between the �uid and the moving structure canbe used to calcu-

late the orientation and changes in orientation [25]. Gyroscopes and accelerometers can be

used to complement each other's tracking results. The accelerometers andgyroscopes are

both present in groups of three, orthogonally positioned, one for eachaxis, as visualized in

Fig. 2.17 A.

Inertial tracking provides tracking without the requirement for line of sight and there is

no need for complementary components �xed to known locations, and it is immuneto all

kinds of interferences. This means that the range of usage is unlimited. Inertial tracking

devices work relatively quickly, and can be connected to the system wirelessly if needed.

[32, 25, 31]

The problem with inertial tracking is the fact that it is not absolute, but measures relative
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Figure 2.17: Schematic drawing of inertial tracker with tri-axis gyroscope and accelerome-

ter (Fig. A, [25]). An image of actual inertial tracking device, SHAKE (Fig. B, [31])

change in orientation and position. Even small error per sample accumulates quite fast to

quite big errors. Good trackers, which still have reasonable size for head tracking, drift

about15� =hour without recalibration. The drifting can be compensated for example by

�ltering the data with Kalman �lters. [32]

Inertial trackers can be used in combination with some other tracking method to re-

calibrate the orientation every now and then. SHAKE (Sensing Hardware Accessory for

Kinesthetic Expression) inertial sensor pack is an example of devices which uses tri-axis

accelerometers to measure quick changes in orientation, and tri-axis magnetometers to mea-

sure the absolute orientation and to recalibrate the possibly drifted value. (SHAKE-device

is visualized in Fig. 2.17 B). A triple-axis gyroscopic angular rate module is optional.

[33, 31]

2.5 Audio �les

Sound from microphones is �ltered, sampled and quantized toPulse Code Modulated

(PCM) signal (for more details e.g. [15]). The signal can be saved to a �le in various

formats – often lossless or lossy methods to compress audio are used (e.g. FLAC [34] or

MP3, respectively) – but only saving the signal as raw PCM to WAV �le is presented.

2.5.1 Wav �les

One of the most common ways to save the sound signal is to use Microsoft WAVE audio

�le format. The base of the format is speci�ed in the MicrosoftResource Interchange File

Format(RIFF). WAVE audio is a speci�c subtype of RIFF to contain audio data. [35]

A RIFF �le consists ofchunksthat contain �elds for information about the �le or the

chunk itself. Each chunk has to have a 4 byte long unique identi�er (e.g. 'fmt ' – space as a
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last character), and chunk data size (in 4 bytes). Since one byte is 8 bits,the maximum size

of a chunk is(28)4 = 4 ; 294; 967; 296 = 4 GB. Since the background of the format lies

with Microsoft – and therefore also with Intel – all data values are stored inlittle-endian

order (least signi�cant byte �rst). There are no other limitations to the content. [36]

There are few required chunks, and unnumbered amount of other chunks. If the chunk

identi�er is unknown to the program opening the �le, the RIFF standard tells toskip and

ignore the chunk. Each �le has one RIFF chunk, which includes all the other chunks as a

subchunk. In WAVE audio �les 'RIFF' (container for the contents of the�le), 'fmt ' (for

format information) and 'data' (for actual audio data) chunks are required. [35, 36]

Table 2.1: The structure of fmt -chunk (after [36]).
Offset Size Description Value

[bytes]

0x00 4 Chunk ID "fmt " (0x666D7420)

0x04 4 Chunk Data Size 16 + extra format bytes

0x08 2 Compression code e.g. 1 = uncompressed PCM

0x0a 2 Number of channels e.g. 2 = stereo

0x0c 4 Sample rate e.g. 44100 (Hz)

0x10 4 Average bytes per second SampleRate � BlockAlign

0x14 2 Block align Signif icantBitsP erSample= 8 � NumChannels

0x16 2 Signi�cant bits per sample e.g. 16 (bit)

0x18 2 Extra format bytes 0 - 65,535

Wave Format chunk

Format chunk (ChunkID 'fmt ') is a required chunk since it holds all the basic information

to play back the actual contents of the �le; the audio data. Possible �elds arelisted in Table

2.1. If the compression method is any other than uncompressed PCM (i.e. Compression

code is not 1), other chunks to de�ne the compression details may be needed. Number of

channels, sample rate and bit rate are required information to correctly playthe contents of

the �le. 'Block align' and 'average bytes per second' describe the information for reading

the data in playback buffer; the previous one tells the space requirement of one sample with

all the channels, and the latter one is used to estimate the buffer size. [35, 36]

Wave Data chunk

Data chunk is the container for the actual audio data (see Table 2.2). All theinformation to

interpret the audio data is given in the format chunk. The channels are interlaced so that all

the samples related to one time instance are located next to each other. This waythe �le can



CHAPTER 2. THEORY 23

Table 2.2: The structure of data -chunk (after [36]).
Offset Size Description Value

[bytes]

0x00 4 Chunk ID "data" (0x64617461)

0x04 4 Chunk Data Size depends on sample length and compression

0x08 Audio data

Table 2.3: The alignment of interlaced stereo wave samples (after [36]).
Sample Channel Value

0
1 (left) 0x0053
2 (right) 0x0024

1
1 (left) 0x0057
2 (right) 0x0029

2
1 (left) 0x0063
2 (right) 0x003C

be streamed and the playback can be started without �rst loading the whole �le in memory

at once (see Table 2.3. The 'Value' column from top to bottom represents the actual data

appearing in �le). [36]



Chapter 3

Platform Setup

This chapter begins with the requirements for the platform developed in this work. The rest

of the chapter deals with the chosen hardware and software. A generalsetup for mobile

ARA applications is presented.

3.1 Requirements for the platform

Several mobile ARA applications have been implemented in the past [1, 3], butmost of

them have limitations which force the applications to be used only indoors. The goal of

this thesis is to de�ne a general platform for MARA applications for outdoor use. Existing

devices – and software when possible – has been used.

Requirements for the platform are comprised of the following:

� The system should be able to record and play back binaural audio in realtime.

� The system should be location independent, i.e. work in real environments.

� Recorded sound should be indexed with position and orientation information.

� Position and orientation tracking should be global.

� There should be some reasonable way for the user to communicate with the system.

� The platform should be OS independent (Windows, Mac & Linux supported).

� The platform should be extendable.

� The equipment should be light enough to carry with ease.

24
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3.2 Hardware

3.2.1 Binaural recording and playback

For portability and location independence reasons headphones are selected over loudspeaker

setups. Since both binaural playback and recording are required, themost suitable head-

phone selection is to use in-ear headphones with integrated microphones. This kind of

combination is used in noise cancelling headphones but for ARA use there are no commer-

cial headsets available in the market. The ARA mixer and headset introducedin [6] are

used.

The more naturally the user hears real environment through headphones, the less he pays

attention to devices he is wearing. The headphones in ear canals cause coloration in the

sound. To compensate the coloration, Riikonen's ARA mixer equalizes the reproduced

sound with analog �lters. Compared to the natural listening experience, the difference with

ARA headset and mixer is perceptible, but not annoying. [6]

3.2.2 Position tracking

Various methods for position tracking have been introduced. User-based methods – me-

chanical, acoustic, optical, electromagnetic, radio wave and inertial tracking – have been

described in Section 2.4. All the methods mentioned do work indoors, but require a �xed

location. For indoor use GPS would be unusable because it does not work inside build-

ings due to signal loss [25]. But since the platform is intended for outdooruse, there is no

hindrance in using GPS.

The device should have documented protocol in order to enable communication with the

platform. The National Marine Electronics Association (NMEA) has de�nedan interface

for marine equipment to communicate with each other and computers. Various implemen-

tations have been presented for NMEA 0183 interface standard, including for Pure Data.

There are GPS devices with USB and Bluetooth connection available. Since wireless use

is not necessary, and to avoid the need for batteries, a USB model was chosen. SiRFstar III

GPS chip seems to offer good performance; it can receive 20 channelssimultaneously, it

has low power consumption and high sensitivity. GPS receivers based onthis chipset have

performed better than receivers based on other chipsets [37].

Chosen Globalsat BU-353 is a GPS device with SiRFstar III chip and USB cable, and it

supports the NMEA 0183 protocol.
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3.2.3 Orientation tracking

Orientation tracking is often handled with location tracking methods. Since GPS isused

only for location tracking, separate tracking for orientation is needed. Requirement for loca-

tion independent orientation tracking rules out acoustical, optical and mechanical methods.

Combination of magnetic �eld tracking – for compass heading – and acceleration sensors

– to compensate rapid head movements – is required to achieve head orientationtracking.

Such devices have been introduced, but most of them are for industrialuse and thus rather

expensive.

SHAKE (Sensing Hardware Accessory for Kinesthetic Expression) inertial sensor pack is

a matchbox-sized device, which features tri-axis magnetometer and tri-axis accelerometer

[33]. It is lightweight (31 grams), can be connected to computer via Bluetooth and has

rechargable batteries [31]. Because of the small size, light weight and cordless interface, it

is almost unnoticeable for the user. The SHAKE device will be used since it isreasonably

priced and offers the required features.

3.3 Software

Softwarewise the requirements for the platform are operating system independence and

extendability. Since the signals will be both audio and metadata, but with emphasison

audio, a programming environment designed for audio use is prefered. Several patchable

audio DSP environments exist.

� The most widely used is text-based open source environment Csound [38, 39].

� Explicitly for real-time use designed SuperCollider ([40]) is open source,but win-

dows version is still on beta stage.

� The commercial alternative Max/MSP and it's open source counter part Pure Data

([41]) are both GUI-based environments designed for real-time use. Pure Data (PD)

has simpli�ed data structures in Max [42], and it is open source working onLinux,

Windows and Mac OS.

Since real-time use of audio is required, PD is chosen over Csound. The requirement for

OS independence rules out SuperCollider. Max/MSP supports only Mac OS and Windows.

Pure Data is chosen as software environment since it meets all the requirements set in

Chapter 3.1.
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3.4 Chosen setup

The chosen setup consists of:

� ARA headsetfor binaural recording and playback

� Globalsat BU-353 GPS devicefor location tracking

� SHAKE device for orientation tracking

� Pure Datasoftware environment

� HP Pavilion tx 2000Table PC



Chapter 4

Platform

In this chapter the components selected in Chapter 3 are combined to form a solid platform

for MARA applications. The use of the platform is demonstrated in Chapter 5 with the

Audiomemo application.

4.1 Platform in general

The goal of this Thesis is to implement a platform to be used for Mobile AugmentedRe-

ality Audio applications outdoors. The intention is to keep the platform generaland usable

in various situations. The universality of the platform is achieved by keeping the compo-

nents replaceable; any physical component can be replaced with minor coding effort. The

requirements for each component type are presented with introduction of the component.

The general layout of the platform is presented in Fig. 4.1. The heart ofthe platform is

the ARA mixer with microphone-integrated headset. The mixer is connected bidirectionally

to the Control Unit with stereo signals. The Control Unit also receives datafrom a Position

Tracking Unit and an Orientation Tracking Unit. The User Interface can be implemented

for example with a Nintendo Wii Remote.

Flext C++ development layer was used to implement the additional externals required

for the platform in Pure Data. Flext was used because it enables the compiling for PD and

Max/MSP on Windows, Linux and OSX without changes to source code; however so far

the platform has been tested only with PD on Windows XP. [41]

The decision was made to implement pre- and postparsing of commands sent to the

SHAKE device as externals, but there is no reason this could not be donepurely on Pure

Data also. Writing simple WAV �les could have been done with existing Pure Data internals

and externals, but since the intention was to save the metadata within the WAV �le,SndObj

library [43] was used as a basis of the implementation. SndWave class was extended to in-

28
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Figure 4.1: Structural layout of the presented MARA platform

clude writing and reading of required ARA chunks, and otherwise the existing functionality

of SndObj and Flext was used.

Since the reading and writing of ARA chunks are implemented in SndObj, the extended

SndObj can be used without Flext and PD to implement for example a standalone command

line metadata extractor for ARA-Wav �les.

4.2 ARA headset and mixer

The real audio environment is recorded with microphones, after which theaudio signal is

directed to both the Control Unit and immediately back to the user's ears via equalization

creating the pseudo-acoustical audio environment described in Section 2.1.2. The equal-

ization is done to compensate the effects of headset blocking the ear canal,as explained in

Section 2.3.2. If there is a need to augment the pseudo-acoustical environment by adding

virtual sounds, the additional audio is received from the Control Unit asan already pro-

cessed and orientation-panned analog binaural signal. It is simply addedto the equalized

real time audio signal. The headset and microphones are connected to the mixer, and the

mixer is connected to the Control Unit (i.e. computer) with two cords with 3.5 mm stereo-

plugs.
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4.3 Orientation tracking - SHAKE device

The orientation tracking in this platform is implemented with the SHAKE device (see Sec-

tion 3.2.3). However the platform is not speci�cally relying on this particular device; if

better devices appear on the market, they can be used as well. The only requirement for the

device is the output of an absolute compass heading value. The orientation isexpressed as

a compass heading (Yaw) presented as degrees from 0.0 to 360.0. Additional orientation

information pitch and roll are presented as degrees between� 90� and+90 � , and� 180�

and+180 � , respectively. All angles default to0 � (i.e. 'head not turned') if no information

is available.

The SHAKE device is attached to the visor of a cap placed on the head of the user and

it is connected to the Control Unit via Bluetooth. The device is seen by Pure Data as a

regular COM port, and was used with a 'comport' external. Since the 'comport' external

accepts lists of ascii characters as integer values as input, and outputs also integer values,

pre- and postprocessors for SHAKE commands were implemented as externals (shakepre

and shakepost, respectively). PD patches would have been possible too, but writing the

external was chosen for simpler implementation.

4.3.1 PD external 'shakepre'

Fig 4.2 illustrates how the preprocessor takes in SHAKE command packets, aswell as some

prede�ned shortcuts to full SHAKE command packets – this way shortcuts to most used

commands can be used easily while enabling the control of SHAKE device in allpossible

ways. In PD a string which includes commas is handled as a list. To avoid this behavior,

all the commas in SHAKE command packet messages should be replaced with dots. The

dots are replaced back to commas in preprocessor before sending the command packet to

the SHAKE device.

4.3.2 PD external 'shakepost'

Fig 4.3 shows that the 'shakepost' external accepts input directly from aCOM port. Arrays

of integer values representing ascii characters are transformed into SHAKE response packet

strings. The heading packets (HED) are directed to the �rst outlet, accelerometer packets

(ACC) to the second outlet, angular rate packets (ARS) to the third outlet, and all the other

response packets are directed to the fourth outlet.

For the �rst three outlets the output is a list consisting of a symbol for the packet name

(i.e. HEDfor heading,ACCfor acceleration andARSfor angular rate movement [31]) and

corresponding data elements as �oat values (for example X = 0.031, Y = 0.581 and Z =

0.806 for accelerometer (ACC) values, as illustrated in Fig 4.3).
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The fourth outlet outputs a list consisting of symbols corresponding to the SHAKE packet

received, registry address the packet refers to and the value in given address in hexadecimals

and in decimals (which can be expressed in bitwise representation as in Fig 4.3). For exam-

ple a list of symbolsACK, 0x0000, 0xFF, 256 tells that the register, which de�nes

the states of the measuring instruments, has a value0xFF to de�ne that all the instruments

are switched on. As can be seen in Fig. 4.3 the register value can be transformed to bitwise

presentation to be easier interpreted. Details of the command and response packets to be

used with the SHAKE device are explained in the SHAKE manual [31].

4.4 Position tracking - GPS

Globalsat BU-353 was chosen as the GPS device for the platform (see Section 3.2.2). The

platform is not depending on this particular device. In fact any other position tracking

method could be used as long as the position data can be presented in the formof the

NMEA Recommended Minimum sentence C (GPRMC) [44]. This sentence expresses the

position in degrees of latitude and longitude. The sentence also includes the speed, bearing,

satellite-derived time, �x status and magnetic variation, which can be calculatedwith GPS

also. GPS-calculated bearing values could be used to verify the validity of the orientation

data. The �x status is used in deciding whether the position data is to be trusted or ignored.

Figure 4.2: 'shakepre' PD External. Shortcuts connected to the left inlet,and full SHAKE

command packets connected to the right inlet. Notice that all commas in command mes-

sages are replaced with dots.
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Figure 4.3: 'shakepost' PD External.

The GPS device is attached to the computer with a USB cable. Since the signals from

the satellites penetrate cloth, the device is placed in the backpack with the computer. Pure

Data can see the GPS device as a regular COM port, and the device is mappedto PD with

'comport' external. There is no data going towards the satellites – the GPS device only

listens to signals – so the only data is a list of integers representing ascii characters from the

GPS device. This list has to be parsed to extract the required information.

NMEA gps parser Pure Data patch [41] was used as a starting point of implementing

the GPS parser. An outline of the patch can be seen in Fig. 4.4. The array of integer values

is �rst converted to characters and repacked to a full sentence. TheGPRMCcan be used as

a full string or the sentence can be parsed to get the speci�c data included. To combine the

list to form a stringlist2symbol with empty symbol as a separator is used. (Please note

that all commas are presented here as hyphen characters, since commas are interpreted as a

list separator in Pure Data). Thefix status value (true or false) within the sentence is

used to determine if the values should be used or completely ignored.

The result of the GPS data parsing is a fullGPRMCsentence string, such as:

$GPRMC; 184611:000; A; 6011:2381; N; 02449:2088; E; 1:94; 204:12; 181108; ; � 07

Giving the position in degrees, minutes and seconds of both latitude and lognitude

N 60� 11023:81"; E24� 49020:88"

The GPS device requires at least three signals from satellites to �x the position for a

certainty (see Section 2.4.6). If there are too few signals available, the GPSdevice calculates

the position according to the data available, but also gives the information thatthe result is

probably inaccurate.



CHAPTER 4. PLATFORM 33

Figure 4.4: GPS sentence handling in Pure Data. The input is received either from GPS

device, or extracted from ARA-Wav �le. The array of integers is converted to an array of

ascii characters. List recognized asGPRMCis output to a full string (with empty symbol as

the character separator) and sent to be parsed inGPRMCpatch. Values extracted from the

string can be seen in named �elds below.

4.5 User interface - Wii Remote

As the user is walking around outdoors, the interaction between the user and the system

should be very straightforward. With current setup the GPS and the Control Unit (i.e. the

computer) can be kept in a backpack if a Wii Remote is used as a controlling device. The

Wii Remote operates over the Bluetooth, so there are no cables to disturb the user. Since it

is a controlling device for very popular Nintendo Wii console, the layout ofthe buttons is

already familiar to most of the users (see Fig. 4.5). It provides six buttons tobe used easily

without eye contact (left, right, up, down, A, and B buttons), accelerometers within the Wii

Remote could also be easily used as a controlling mechanism. It is equipped with awrist

strap and it �ts easily in the pocket.

A vibration motor within the Wii Remote (Rumble in Fig. 4.5) combined with the headset

user is already wearing, provides us a possibility to create a non-visual user interface to be

used on the road. For instance pushing buttons A and B simultaneously startsand stops the

recording, left and right buttons rewind and fast forward the alreadyrecorded sound. All

the actions are con�rmed to the user by the system with auditory response. If the user tries
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Figure 4.5: PD patch 'Wiisense' to receive controls from Wii Remote [45].The information

from the accelerometers of the Wii Remote can be seen on the left. In the middle the boxes

representing the WiiRemote buttons are positioned accordingly, i.e. the user isholding

down A and B buttons. The picture on the right is from [46]

to do something that can't be done – for example fast forward from current time instance to

the future – tactile feedback is used to strengthen the audio feedback.

The implementation of the Wii Remote as a control device has not been implemented

in platform level but left to application level. The implementation is quite straightforward

with a Wii Remote interface for PD [45] (in Windows) and [47] (in Linux).

4.6 Control Unit - Pure Data

The core of the control unit was implemented with already existing Pure Data internals and

externals. Basically the Control Unit is nothing but a collection of patches to implement

the platform. Figure 4.6 visualizes the main view of the platform. On the left hand side all

the measured data can be seen;X,Y andZ refer to the accelerometer values and roll, pitch

and yaw to the values received from angular rate sensor. Heading value is absolute compass

heading received in this implementation directly from the SHAKE device, but could be

calculated from electromagnetic �eld and angular rate sensor output also.The position is

presented in degrees, minutes and seconds of latitude and longitude and also as decimal

interpretation of latitude and longitude in symbolPOS_FULL. The big 'Fixed' checkbox

tells whether the position value is to be trusted or not (see Section 4.4 for details).
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Figure 4.6: Control Unit

All the data gathered from different devices is sent as Pure Data symbols allowing the use

of the data whereever needed; one can just mark symbol box to receivefor example symbol

heading and use the received value for whatever purpose. This enables the use of the

information independent of receiving or calculating it; if the heading was to be calculated

using electromagnetic �eld and angular rate received from the SHAKE device, the handling

and calculation of the heading information would be changed accordingly, but the heading

would still be sent asheading symbol. No changes to the use of heading information

would be necessary.

There are settings the user may have to adjust according to the system used. The COM

ports to connect the GPS and SHAKE devices vary on the system, and can be set to

correspond to the system within the settings patch from the main view (Figure 4.6, 'pd

settings '). There are also links from the main view to bothcomport_gps andcomport_shake

which correspond to the comport settings of each device (Figure 4.6, 'pd comport_gps '

and 'pd comport_shake ').

The processing – i.e. calculating and parsing the data received from the devices – is per-

formed in separate patches for each device. Patches toshake_process (Section 4.3),

gps_process (Section 4.4) andsound_process can be accessed from the main view

(Figure 4.6, 'pd shake_process ', ' pd gps_process ' and 'pd sound_process ').

PD patchsound_process is used in sound processing when adding HRTF-panned vir-

tual audio to the pseudo-acoustic audio environment. The sound processing is greatly de-

pendent on the application in question, and will not be explained here as a part of the

platform but in Chapter 5 as a part of the application.
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4.7 Data saving of Audio, position and orientation

There are various ways to save the gathered data with the audio. The obvious way is to

write the audio in the �le, and keep the orientation and position data in memory. Butoften

there is a need to afterwards get the information where the user was, whichdirection the

user was facing and what did the user hear at the certain moment.

The position and orientation data could be saved in a log �le with timestamps. Audio and

orientation and position data can be afterwards linked to each other using thetimestamps.

This approach requires accurate synchronization between the data andthe audio. Two �les

have to be kept in memory at the same time, and have to be kept together in the �le system

also to make sure nothing goes missing. If either of the �les gets lost, the missing data

cannot be extracted anywhere.

Another approach is to save the orientation and position data within the audio �leas

metadata, which revokes the need for inter-�le linking. One option is to reserve a separate

channel for metadata. This would be good in streaming the audio with metadata since the

metadata would be automatically read in right time instance and can be immediatelly com-

bined with present audio data. However, there are two major drawbacks inthis approach;

this is not allowed in wav speci�cation [48] since all the channels are supposed to contain

audio. This will prevent the use of �les created in this way to be played in anystandard

player. Even more severe drawback is the massive amount of space used. Normal sampling

frequency is 44 100 Hz. If each sample is saved with 16 bits, 88 200 bytes have to be re-

served for each channel for one second and 44 100 Hz * 16 bits/sample* (1/8 bits)/byte *

60s = 5,3 GB / minute. In Section 4.7.1 the chosen datapoint is described as a 90 bytes long

structure. To save the metadata 25 times per second for one minute 90 bytes * 25 Hz * 60 s

= 135 kB space is required.1

Another option to save the metadata in the same �le with the audio is to save the metadata

in a separate chunk and only supply the metadata with position of corresponding audio

sample. In normal wav-�les there can only be one data chunk, which has tobe continuous,

and therefore the chunk for metadata has to be located either before or after audio data.

This prevents from streaming while still recording, unless sending the metadata afterwards

is acceptable. In order to have the metadata available when playing the audio,the metadata

should be sent before sending the audio data. And the same applies to recording the position

and orientation data with the audio; the maximum time of the recording has to be known

beforehand to reserve suf�cient amount of space for the metadata.

If the duration of the audio – and therefore the space requirement for theaudio and the

125 data samples / second was chosen since that is the current maximum limit of the SHAKE orientation

tracker.
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Figure 4.7: The Structure of an ARA-Wav �le.

metadata – is not known, the metadata could also be saved after the data chunk. But if that

is the case and if any errors occur, all the metadata can be lost since the metadata can only

be written to the �le very last after saving the full length of audio data.

To avoid synching problems, to save required �le space and to keep the �les playable with

all standard players, saving the metadata in a separate chunk was chosen. The additional

data will be saved within the WAV �les in an ARA chunk. This chunk belongs to awav-

extension called ARA-Wav, which was �rst introduced in [49].

4.7.1 Saving position and orientation data in ARA-Wav �les

The structure of an ARA-Wav �le is shown in Fig. 4.7. Mandatory 'fmt ' and'data' chunks

are presented as required by the WAVE format speci�cation ([48], seeSection 2.5.1). The

additional 'ara ' chunk is located after 'fmt ' chunk. The detailed contentsof the ARA

chunk can be seen in the following c-style presentation:

typedef struct ara_chunk {

long chunk_id;

long chunk_size;

long point_amount;

AraPoint * points;

}AraChunk;
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The identi�er for chunk (chunk_id ) is 'ara ' (with a space at the end), and as required

by the RIFF speci�cation, chunk size is calculated excludingchunk_id andchunk_size

itself. A point_amount holds the total amount of data points saved.

In points , array space is reserved for AraPoints. Since the 'ara ' chunk is located

between 'fmt ' and 'data', the program has to reserve beforehand a suf�cient amount of

space to make sure the ARA data does not collide with the audio data. For one minute long

�les, 25 � 60 � sizeof (AraPoint ) of memory was reserved to save the orientation and

position data 25 times per second.

The AraPoint presented in c-style is:

typedef struct ara_data_point {

long identifier;

long pointPos;

float heading[3];

char GPSPosition[70];

}AraPoint;

The identifier is used to differentiate the data points, and it has to be unique within

the same �le. In the current implementation the running numbering starting from '1' within

each �le was used. The connection between a data point and audio relatedto the same time

instance is marked with apointPos , which is the position of the sample within the �le.

The actual information saved consists ofheading , saved as three �oats (yaw, pitch and

roll; in this order), andGPSPosition , saved as an array of characters. The GPS position

is saved as a full NMEA Recommended Minimum sentence C (GPRMC) to make sure a

standard string was used not to limit the possibilities of use later on.

The actual saving of the audio �le and metadata is done in Pure Data externalsince the

metadata is included – existing PD externals implement only audio saving. SndObjlibrary

[43] was used as a basis of the implementation. SndWave class from SndObjlibrary was

extended to include writing and reading of required ARA chunks. The existing functionality

of SndObj and Flext was used to save the audio.

Since the reading and writing of ARA chunks are implemented in SndObj, for example

a standalone command line extractor for extracting metadata from ARA-Wav �les can be

implemented. The need for saving the �le depends on the application, therefore Pure Data

implementation of saving and reading ARA-Wav �les is presented in Chapter 5.
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AudioMemo

In this chapter an Audiomemo application is introduced, and it is built on the platform

presented in Chapter 4. The implementation decisions are explained, followedby testing

and analysis of the application.

5.1 Audiomemo application

The basic idea of the Audiomemo application is to provide the user with a browsable record-

ing of everything the user has heard; all the audio the user is hearing is recorded, and posi-

tion and orientation information is saved as metadata along with the audio. Afterwards the

recorded audio memory can be browsed and the metadata can be extracted.

Possible use cases include: after being introduced to a new person the user can browse

back in recording and re-listen what was the name of the new acquaintance. The user

can see the path walked on the map and listen to the recorded sound environment at the

speci�c location. The application can be used in research to help performuser tests in a real

environment. The walked path, audio environment heard and the orientationof the head

of the user can be saved with the application. The metadata can be extracted and analysed

later.

A user of the Audiomemo application on the MARA outdoor platform can be seenin Fig.

5.1. The user is wearing a visor, which has the SHAKE device integrated to track the head

orientation. In his ears he has the ARA headset and in the backpack the user is carrying the

GPS device, the ARA mixer and the computer, which is running the application onPure

Data. On his hand the user has the Wii Remote to control the system.

39
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Figure 5.1: A user of the Audiomemo application, which is implemented on the MARA

outdoor platform.

5.1.1 Audiomemo architecture and design

The structure of the Audiomemo application is based on the platform presentedin Section

4 (see Fig. 4.1). The ARA headset and mixer are used to record and playback the recorded

audio. The GPS device is used to track the position of the user, and the SHAKE device to

track the orientation of the user. The Wii Remote is used as a user interface tostart and

stop recording, and to browse the recorded and saved audio. The Control unit connects all

the devices mentioned. The required functionality to extend the platform to implement the

Audiomemo application is added to the Control Unit.

The added tasks to implement the Audiomemo application consist of:

� Start recording

� Stop recording

� Browse recorded audio

� Dump metadata into a text �le
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5.2 Saving recorded audio with metadata

After the recording is started, the audio is saved with metadata in ARA-Wav �les. The �les

are named according to the starting time of the saving, using the format:

ARA-save-[ year ]-[ month ]-[ date ]_[ hour ]-[ minute ]-[ second ].wav

Maximum length of audio per �le is set to one minute, after which new �le with new time

stamp in �lename will be started automatically.

The operation of the system is described in three layers. The use of the external in Pure

Data is shown �rst. The PD external is implemented with Flext C++ development layer;

the operation of the external on Flext level is described next. Finally SndWaveAra class,

the class called from Flext level to actually save the metadata and the audio in the�le, is

presented.

5.2.1 arasave~ external in Pure Data

The Pure Data external to save ARA data,arasave~ , can be seen in Fig. 5.2. Microphone

signals from the ARA headset are received fromadc~ object and directed to the �rst two

inlets of arasave~ after adjusting the gain.1 The orientation value –HED– received

from the SHAKE device representing yaw, and values for pitch and roll, are directed to

the third, fourth and �fth inlets ofarasave~ object. The position string received from

the GPS parser is directed to the sixth inlet and the seventh inlet is used to receive control

commands, like 'start' to start recording and 'stop' to stop recording.

1The gain value can be set inpd settings , accessible from the main view of the platform, Fig. 4.6

Figure 5.2: Saving ARA �le in Pure Data
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The bang buttons originating from 'start' and 'stop' messages in Fig. 5.2 are sent to

metadata dump to clear the buffer on start and to dump the metadata to a text�le. The

playback is stopped before starting the recording. See Section 5.5 for moredetails.

The �rst two outlets ofarasave~ are the outputs of the recorded sound. Since the

ARA mixer is already feeding through the live sound to create the pseudo-acoustic audio

environment, there is no need to connect the output of the external todac~ to be played

again. The third and fourth outlets provide the current �lename and current time as strings

to be shown to the user to help �nd the saved �les afterwards. The �fth outlet is used to

give the user indication whether the system is currently recording or not.

The target �le in recording will be automatically changed when the maximum lengthof

the �le is reached. This is handled in the external automatically, and the user only sees the

difference in changed �lename.

5.2.2 Flext implementation of arasave~ external

Flext C++ development layer is used to implement portable code for the external with it's

built-in support for SndObj library, as explained in Section 4.1. The baseclass�ext_sndobj

is used inarasave~ external. The base class provides the interface and basic functional-

ity of the external and there are three virtual functionsNewObjs(), FreeObjs()andProces-

sObjs()which have to be overridden in a derived class to implement required functionality.

[50]

As mentioned in the previous section, the maximum length of audio per �le is set to

one minute. This length was set to limit the losses in case an error occurs. Themaximum

length of the �le has to be known beforehand, since suf�cient amount ofspace has to be

reserved for the metadata in the �le. The space is reserved between 'fmt 'and 'data' chunks

(for details, see Sections 2.5.1 and 4.7.1). The maximum length setting can be adjusted in

SndWaveAraclass, see Section 5.2.3.

When starting the recording, a new instance of SndWaveAra is created withparameters

consisting of �lename, permission to overwrite the �le if one with the same name already

exists, number of channels (2), bits/sample value (16), input list (0, none), starting position

(0), and blocksize and sample rate from Pure Data. The �lename is constructed with the

current date and time to make it easy to differentiate between the �les and to sort them.

The received signal is scaled from values in range[� 1; 1] to cover the range of integer

short values. If this was not done, the conversion from �oat to integerwould result in only

three possible values; -1, 0 and 1. The scaling is done by setting the gain multipler to

SHRT_MAX(32767 in 32 bit operating system. In theory the multiplier should be 327682

2The minimum value,SHRT_MIN, equals -32768 in 32bit system
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on the negative side, but the difference is considered unnoticeable.

NewObjs(), FreeObjs()and ProcessObjs()

NewObjs()and FreeObjs()are used to create and destroy the objects when starting and

shutting down Pure Data. The sound objects used in the external and the gain value are set

in NewObjs()function. When the external is closed, all the sound objects are automatically

destroyed withinFreeObjs()function.

ProcessObjs()function contains the main signal processing functionality of the external.

Pure Data handles the audio in blocks. On every block theProcessObjs()function is called.

Block size may vary depending on the system; on Windows XP and Pure Data version

0.39.3-extended the block size is 64 samples. This is very important to note since the

default block size in SndObj library is 256. The block size is �xed in Pure Data, so SndObj

blocksize has to be changed to correspond to PD (in SndObj library the block size is referred

to with variablevecsize )

Every time theProcessObjs()-function is called, i.e. once on every block, the sig-

nal processing is performed. The gain of samples is adjusted with the gain value set in

NewObjs(). The block is sent toSndWaveAra::Write()function to be written to the open

�le. Since the update rate of measuring instruments is signi�cantly lower than 689 Hz

(which is the number of blocks in one second, since 44100 Hz / 64 (samples/block) =

689,0625 (blocks/second)), saving the measuring results with each blockwould be a waste

of space.SndWaveAra::PutAraPoint(orientation, position)function with every 27th block

(�oor ( 44100 Hz / (25 Hz * 64)) = 27). Saving metadata 25 times per second was chosen

since that is the maximum update rate of heading information from the SHAKE device.

When the maximum length of the �le is reached, i.e. at leastDATA_POINTS_PER_FILE

blocks have been saved, the current �le is closed and a new one is opened immediately with

the name containing the current time. This check is performed inProcessObjs()function.

DATA_POINTS_PER_FILEis the number of data points the SndWaveAra class has pre-

pared to save.

5.2.3 SndWaveAra class operations with arasave~ external

SndWaveArais an improved version ofSndWaveclass belonging to theSndObjlibrary [43].

SndWaveAraimplementsSndFIOclass, which is the File Input/Output class ofSndObj

library. SndWaveAraclass is used for the �le operations needed inarasave~ external.

SndWaveAraclass could be used without Flext and Pure Data to implement e.g. a standalone

metadata extractor.

WhenSndWaveAraclass is �rst called from thearasave external the parameters are
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used to adjust the settings. Given �lename is opened and the space is reserved for the

metadata before audio. Permission to overwrite the �le is either granted or denied as a

parameter. Other parameters include number of channels, number of bits used to save one

sample, list of other SndObj inputs to be used, starting position of recordingin �le and

blocksize and sample rate to be used.

The actual saving of the audio and metadata is performed inSndWaveAra::Write()func-

tion. The operation is identical to the one inSndWaveclass. The block is looped through

and all the samples are written in the �le.

The metadata is written in ARA-Wav �le inSndWaveAra::PutAraPointfunction. The

parameters consist of orientation (as afloat [3] value) and position (aschar [70] ).

The exact de�nition of the AraPoint struct is presented in Section 4.7.1.

When the recording is stopped – either by the user or to change the �le on the�y – the

wave data header and ara chunk header are written again. The writing ofWave header is

identical to the one in SndWave class. The idea of saving the wave data and ara chunk

headers very last is to provide the headers with the information that could not have been

known before; e.g. the actual audio length in the �le, and the number of saved AraPoints.

If the header of the data chunk is not saved very last, the players can'tplay the �le since

they can not interpret correctly the length of the data chunk.

Constants to de�ne the metadata saving rate (DATA_SAMPLES_PER_SECOND, cur-

rently 25), �le maximum length (SECONDS_TO_RECORD, currently 60), and block size in

Pure Data (PD_BLOCK_SIZE, currently 64) can be changed in SndWaveAra.h �le. Values

for constantsDATA_POINTS_PER_FILEandBLOCKS_BETWEEN_DATASAVEare cal-

culated accordingly. These options most probably don't have to be changed, but if changed,

the external has to be recompiled and Pure Data has to be restarted.

5.3 Browsing the recorded audio

In the current implementation simultaneous playback while recording is not possible; the

recordings can be listened to only after recording has been stopped. The playback can

be started from the �rst �le in the directory, or by browsing backwards from the current

position. Although the audio lenght of one �le is limited to one minute, the recordings are

played as one continuous recording by automatically opening the next �le according to the

�lename. There is no separation between recording sessions, but all therecordings in the

directory are simply sorted and played in order, unless stopped by the user. If no �le is

speci�ed, the �rst �le in the directory is opened.

Like with saving the audio and metadata, the operation of the system is described in three

layers. The use of the external in Pure Data is shown �rst, this is followed by the operation
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of the external on Flext level, and �nally SndWaveAra class implementation is presented.

5.3.1 araread~ external in Pure Data

The ARA-Wav �les are read in Pure Data withararead~ external (illustrated in Fig.

5.3). Messages used to control the playback are directed to the �rst inletof theararead~

external. The messages are allowed to pass only if the application is not currently recording.

This is checked in PD patchifNotRecording which passes the message forward to the

external if the playback is allowed, and blocks the messages and notifys theuser if not. If

playback is allowed both "start" and "stop" messages are routed also to send clear and dump

messages to the metadata buffer, respectively. The metadata buffer is cleared everytime

the playback is started, and dumped to a �le everytime the playback is stopped.This is

explained in more detail in Section 5.5.

When the end of the �le is reached, theararead~ external automatically changes the

playback to the next �le in the directory. No action from the user is required. When the end

of the last �le is reached the playback is stopped and the user is noti�ed vianotify_user .

Control messages

The possible messages to control the external arestart andstop to start and stop the

playback,prev andnext to jump to the previous and next �le, andfirst to directly

start playing the �rst �le found in the directory. A brief introduction of the external to the

Figure 5.3: Playing back ARA �les in Pure Data.
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Pure Data main window is triggered withhelp message.

Sendingstart message to theararead~ external starts the playback of the current

�le. If no �le is de�ned as current yet, the �rst �le in the directory is used. If theararead~

external is already playing the �le, the current �le will be restarted from the beginning. The

stop message stops the playback keeping in memory which �le was played last, which

means that sendingstart message again starts the playback of the same �le.prev ,

next andfirst messages also start the stopped playback. Ifnext message is sent while

playing back the last �le in the directory, the playback is stopped andnotify_user is

sent.

Outlets

The audio of the �le is output via the two �rst outlets to thedac~ to be played to the user

via headphones. The three next outlets are used for orientation information; yaw, pitch and

roll orientation of the user. The sixth outlet is used to pass the position string tothe GPS

parser (see Section 4.4) as a series of ascii characters. Since this is thesame format the

data is received from the GPS device, no modi�cations in parsing or using the GPS data are

needed. The data received from the GPS device should be blocked whileplaying in order

to show only the GPS data received from the �le.

The seventh outlet sets thecurrent_filename symbol according to the �le currently

played. The eight outlet is used to send thenotify_user message in case of an error,

and the last outlet represents theis_playing status.

5.3.2 Flext implementation of araread~ external

Similar to the implementation ofarasave~ external, the base class�ext_sndobjis used

in araread~ external. As mentioned the base class provides the interface and basic func-

tionality of the external and the three virtual functionsNewObjs(), FreeObjs()andProces-

sObjs()have to be overridden in a derived class to implement required functionality.[50]

NewObjs(), FreeObjs()and ProcessObjs()

NewObjs()function is called when the external is created, i.e. when the application patch

is opened in Pure Data. There are no sound objects to be created inararead~ external

until the playback is started, so there is nothing to do inNewObjs()but to return withtrue

value. FreeObjs()function takes care of all the opened sound objects when the external is

closed, i.e. when Pure Data is shut down. Any open �le and gain objects, opened inm_start

function, are destroyed.
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The main signal processing functionality of the external is performed inProcessObjs()

function. As explained in Section 5.2.2 the audio in Pure Data is handled in blocks. For each

block ProcessObjs()function is called. The processing inProcessObjs()function consists

of gain adjustment and metadata extraction. The gain is adjusted according to the value set

when opening the �le inm_startfunction. Metadata is requested from the SndWaveAra

�le instance withSndWaveAra::GetAraPointfunction (explained in 5.3.3). The metadata is

forwarded to the outlets, as de�ned in Section 5.3.1.

At the end ofProcessObjs()function a check is performed to �nd out whether all the

datapoints stored in the �le have been processed. This is considered as an implication of

reaching the end of the �le. The playback of the current �le is automatically stopped and

the playback of the next �le in directory is automatically started if possible. If current �le

was already the last in the directory, the playback is stopped and the user isnoti�ed via

notify_user .

m_start(), updateToNextFilename()and updateToPrevFilename()

When the user wants to start the playback of saved ARA-Wav �lesstart message is sent

to the external. The message triggersm_startfunction, in which the �le to be opened is

found out, the SndWaveAra instance is created and the playback is started. The Flext class,

araread, holds thecurrent_filename as a protected variable. If the variable is not yet

setupdateToNextFilenamefunction is called to set thecurrent_filename if possible.

If not, the playback is stopped and the user is noti�ed vianotify_user . New instance of

SndWaveAra is created with parameters consisting of �lename, mode (READ), number of

channels (2), bits/sample value (16), input list (0, none), starting position(0), and blocksize

and sample rate from Pure Data.

The gain adjustment is set inm_startfunction. As described in Section 5.2.2 the gain of

the written audio was adjusted to scale the values from[� 1; 1] to cover the range of integer

short values. When reading the integer values from the �le, the samples have to be rescaled

back to �oat values between[� 1; 1]. This is done by adjusting the gain of the signal by

-90.3 dB.3

Boost Filesystem library [51] has been used forupdateToNextFilename()andupdateTo-

PrevFilename()functions to keep the codebase portable between different operating sys-

tems. Boost Filesystemdirectory iterator is used to browse through all the .wav �les in

saved-files/ directory. In bothupdateToNextFilename()andupdateToPrevFilename()

functions the �rst �le encountered is used ifcurrent_filename has not been set pre-

3Multiplier 1/SHRT_MAX (= 1 =32767) can not be used, since as a �oat value it is rounded to zero, and

adjusting the gain with the multiplier of zero effectively mutes the signal completely. Instead, the multiplier

1/SHRT_MAX can be replaced by attenuating the signal by -90.3 dB (since20 log10 (1=32767) = � 90:3)
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viously. If the previously setcurrent_filename is the last �le in the directory the

function will return 0 to indicate error. With successful update ofcurrent_filename ,

the return value 1 is used to represent successful operation.

5.3.3 SndWaveAra class operations with araread~ external

SndWaveAraclass is called �rst fromm_start function in araread~ external to create

SndWaveAra instance. The parameters received with creation call are used to adjust the

settings and to open the �le with given �lename inREADmode. Other parameters include

number of channels, value of bits used to save one sample, list of other SndObj inputs to be

used, starting position of reading of the �le and blocksize and sample rate to be used. These

additional parameters are overriden if values are found in the opened �le.

The reading of the audio is very straightforward and is performed inSndWaveAra::Read()

function once for each block when called byProcessObjs()function (as presented in Section

5.3.2). The values of the data at the current �le position are read and putin the output array.

The reading of the AraPoint is requested with each block fromProcessObjs()func-

tion, but the values are returned only after each passing of the AraPoint.The AraPoints

are saved in the �le in the order of appearance and with the information of the�le po-

sition of the audio related to that speci�c data point. The position of the next AraPoint,

next_point_position , is compared to the current position in the �le. When the cur-

rent position equals or exceeds the anticipated position of the next AraPoint, contents of

the next AraPoint is returned, andnext_point_position is updated to correspond

with the following AraPoint. This approach ensures that the data of each AraPoint is

returned withinblock_size / samplerate (= 64=44100 = 0; 001) seconds of the

exact time even if theblock_size used in saving the �le has been different than the

block_size when reading the �le. If theblock_size differs between the reading

and writing of the �le, exact matching with the audio position and position of nextAra-

Point can not be used since there is no guarantee that theProcessObjs()function calls the

SndWaveAra::GetAraPoint()function at the exactly same time instance.

5.3.4 User notify

In the Audiomemo application, a common Pure Data symbol is used to mark the need to

notify the user. The noti�cation to the user is sent asnotify_user bang -message, which

can be received anywhere in the application patch.notify_user is used to send the user

feedback via Wii Remote and SHAKE vibration motor. This tactile feedback is used in the

current implementation, but auditory feedback can be used instead. Notifying the user is

discussed in more detail in Section 5.4.
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5.4 User interface

Currently there are two possible ways to control the platform and the application; directly

from the computer screen using mouse to control the Pure Data, or by usingWii Remote.

Not everything can be done via Wii Remote, but after the application has been started all

the functions needed on the road can be accessed with Wii Remote buttons.

Connecting the functionality of Wii Remote to the application is very straightforward

in Pure Data. All the pressings of the buttons are received as states of thebuttons; 1 for

pushed button, 0 for released (the toggle boxes in Fig. 4.5). All the toggle boxes have

been de�ned to send the value of the box as symbols likewii_a for A-button,wii_left

for left button orwii_home for the home button. Setting a toggle box to receive the

corresponding symbols enables the connecting of the button press to a certain action. This

can be seen in Fig. 5.4 where left button is tied to "jump to the previous �le" functionality

and right button to "jump to the next �le". Home button is connected with "jump to the �rst

�le" and notify_user to the tactile feedback4 of the Wii Remote.

The starting and stopping of recording is implemented as a simple state machine, which

starts and stops the playback in turns every time the A and B buttons of the Wii Remote are

pushed simultaneously. When the recording is started, the playback is stopped �rst and the

recording is started right after.

The restrictions for example in starting the playback do not have to be taken care of here.

4refered to as "rumble" with the context of Wii Remote

Figure 5.4: Pure Data patch to de�ne the connections between Wii Remote buttons and

functions in the application.
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Restrictions are implemented inpd file_read PD patch and checked inifNotRecording

patch (see Section 5.3.1). This ensures that the permission to start playback is always

checked right before starting the playback where it is needed, not everytime before sending

the command. In other words, if recording has already been started and the user pushes

home button, which is tied to the "jump to the next �le" function, the command is sent, but

before the command is executed the permissibility of the action is veri�ed.

Another alternative to control the platform would be with a computer equipped with

a touchscreen. The PD patch could be modi�ed to contain bigger controls and all the

commands could be done by pointing the screen. This would enable more possibilites

for functions of the application and more detailed feedback and interaction with the user

compared with the use of Wii Remote, but the downside is that the platform is intended to

be used outdoors, where the light can be too bright for the screen. Furthermore, the user

would have to carry the computer in hands, which is not very convenient for any longer

period of time. For these reasons, a touchscreen option is not taken into account in this

version, but the Wii Remote controls are favored.

5.5 Metadata dump to a text�le

When starting or stopping the recording or the playback, the metadata is automatically

saved as a text�le insaved-files directory. The text�le can be modi�ed as needed and

imported for example into Matlab to analyze the recorded data, or to map the path walked

in Google Maps (see Section 6.3 for an example).

PD patchpd dump_data (presented in Fig. 5.5) is used to handle the saving of the

metadata in text format in separate �les. This is done since the standalone extractor has not

been implemented yet, and the current versions of Matlab or Google Maps donot contain

the support for ARA-Wav �les, nor does any other player yet. Therefore the buffers from

both recording and playing back the �les are dumped.

Everytime the recording or the playback is started, the metadata buffer is cleared to make

sure only the current metadata is saved. New line in metadata buffer is addedwith each

update of the heading information, i.e. with the frequency of 25 Hz. This functionality

has to be noted if not all the measuring devices are used. The position information and

the timestamp are currently directed into the "cold" inlets of thesprintf object, which

creates the line to be saved. Only the update of the heading information triggers the creation

of a new line, since that is the one directed to the "hot" inlet. The "cold" inlets save the data

fed to them, but only the "hot" inlet also triggers the action. This is a basic functionality in

Pure Data, and just has to be taken into account.

When recording or playback is stopped, the current contents of the buffer is saved in the
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Figure 5.5: Dumping the metadata to a text�le. On the left hand side new lines to buffer are

created everytime the heading information is updated. On the right hand side the �lename

is created using the timestamp when recording or playback is stopped.

form of pre�x dataout concatenated with the current timestamp. Timestamps are used to

help �nding the correct data�le after the recording. One has to note that the timestamp is of

the moment when the recording or playback was stopped, not when it was started.



Chapter 6

Testing and Analysis

In this Chapter the implemented Audiomemo application is tested and examined to �nd

out whether the requirements set for the platform in Section 3.1 have been met. No com-

prehensive user studies have been performed, but the evaluation is done by comparing the

implementation with the requirements, and by performing functional tests on the system.

The functionality is evaluated by walking around the Otaniemi campus area recording the

audio and the position and orientation of the user and comparing the recorded results with

the actual path walked.

6.1 Requirements for the platform

6.1.1 Binaural recording with metadata

"The system should be able to record and playback binaural audio in real time."

The recording and the playback can be performed in realtime with no audible artefacts

caused by the platform. Currently when listening to the recorded audio, the instant play-

back of the pseudo-acoustic audio environment is not muted. Consideringsafety reasons

this is a good thing; e.g. cars driving by could be left unnoticed by the userif the sur-

rounding environment was completely blocked. However, the quality of the audio played

is reduced since the user hears effectively two audio environments on topof each other; the

virtual audio from the �le, and the pseudo-acoustic audio from the real life. The volume of

the pseudo-acoustic environment should be adjustable from the control unit to reduce the

mixing when needed. To clarify; the problem does not occur with pseudo-acoustic audio

environment enhanced with a simple virtual audio, but when two complex and similar audio

scenes are combined.

"Recorded sound should be indexed with position and orientation information."

The position is saved using maximum of 70 characters, and the orientation is saved using

52
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three �oat values to represent the yaw, pitch and roll of the head of the user. This means that

the 6-DOF position of the user can be saved within the audio �le as metadata. Each data-

point is annotated with the exact �le position of the corresponding audio. The Audiomemo

application on MARA platform currently implements only 3+1-DOF position of the user,

since orientation is only tracked according to the yaw angle of the user, butthe same format

of the datapoints is used, and this can be considered as a special case when the user only

turns about the z-axis but does not tilt or roll the head. In other words,the system works as

required and is already prepared for further improvements.

6.1.2 Independence

"The system should be location independent, i.e. work in real environment." and"Position

and orientation tracking should be global."

The platform itself does not restrict the area of the usage in any way, since the chosen

tracking method – GPS – can be changed to another tracking method if a better one is

available. The GPS has severe restrictions with indoor coverage and somedif�culties in the

city environments with high buildings, but the platform can be considered usable anywhere

in the world. Furthermore, the platform is not dependent on any other system or equipment.

6.1.3 Portability and extendability

"The platform should be OS independent (Windows, Mac & Linux supported)" and"The

platform should be extendable."

The platform is implemented with software that is available to all mentioned operating

systems, using libraries which are portable too. The binaries cannot be transferred directly,

but the Flext based C++ code can be compiled without any code changes.The porting has

not been done yet to any other operating system, so all minor dif�culties arenot promised

to be non-existent.

The platform is not tied to any speci�c equipment. If better tracking devices or recording

and playback equipment are developed, they can be taken into use with minoror no changes

to the code.

6.1.4 User interaction

"The equipment should be light enough to carry with ease."and"There should be a reason-

able way for the user to communicate with the system."

The biggest part of the platform is the computer, which is rather small and light to carry

nowadays. With current devices the cords are a minor distraction, but since the computer,

GPS device and the ARA mixer can be put in a backpack, and the application operated with
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the Wii Remote, the inconvenience is easily tolerable. The Wii Remote as a control device

proved to be even better than thought beforehand, since it revokes allthe need to open the

computer when on the road with the platform.

6.2 Setting up the system

The biggest problems with the devices of the platform seem to arise when setting up the

system for the �rst time. Bluetooth connection works perfectly once the connection is set

up, but in some cases adjusting the settings can be rather dif�cult. If the Bluetooth device is

improperly disconnected – e.g. the computer is shut down – the reconnectingmay be even

more dif�cult.

Depending on the operation system used the pin code con�rmation on pairingthe SHAKE

device with the computer may be optional (Windows XP) or required (WindowsVista). The

latest �rmware of the SHAKE device already includes the functionality to use Bluetooth

security. The pin code is always the last four characters of the mac address of the device

[31]. Based on email conversation with the representetative of the SHAKEmanufacturer

(Stephen Hughes, SAMH Engineering Services, Dublin, Ireland) Windows Vista probably

keeps track of the paired devices by the mac address. If the connection ispromptly shut

down – e.g. by shutting down the computer – the operating system may still consider the

device paired because it is still on the list. And for this reason the repairing does not happen

even when the SHAKE device considers the connection closed. Operationon Windows XP

was found working better.

There are some restrictions on the serial port numbering in Pure Data. Theserial port

could not be used if the port number was over ten. This limits the options in choosing the

Bluetooth driver, since not all of them allow the user to choose the serial port number. There

are also differences in connecting the Wii Remote with the Bluetooth driver. Some drivers

(e.g. Toshiba) automatically identify the Wii Remote as a human interface device (HID),

and with some drivers the connection has to be created every time speci�callytelling the

driver to handle the Wii Remote as a HID (e.g. Widcomm drivers).

After the initial adjusting of the devices, the only problems were with reconnecting the

Wii Remote if the connection was lost. When the computer is in the backpack, it is rather

inconvenient to reconnect the Wii Remote since accessing the keyboard of the computer is

required. Otherwise all the required actions can be performed with the Wii Remote, when

walking outdoors. Processing and analyzing of the metadata still requires the computer

screen and the mouse.
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6.3 Experiences

Testing of the platform was performed by setting up the system, wearing the equipment

and walking around the Otaniemi campus area. Recording and playback were tested while

walking, using the Wii Remote as the controlling device. Afterwards the recorded audio

was listened to and metadata was plotted on the map. The results are compared withthe

actual path walked.

6.3.1 Arrangements before use

Wearing the platform on is simple, but care have to be taken with all the cords.Laptop,

GPS device and ARA mixer are placed in the backpack, the visor with the SHAKE device

attached is placed on the head and the Wii Remote is held in hand. A picture with thesetup

worn by the user can be seen in Fig. 5.1.

The laptop, which is set in the backpack has to be adjusted to not shut downwhen the lid

is closed. The ventilation of the laptop has to be taken care of; the laptops tend toheat up

and if proper ventilation is not arranged, the computer may be damaged.

6.3.2 Experiences in the �eld

As noted in [52] the pseudo-acoustic environment created with the ARA headset sounds a

bit different than the real audio environment, but the adaptation is very fast. The friction

of the microphone cords is audible, and somewhat annoying, as is the wind blowing to the

microphones, and the sounds of the wind feel a bit ampli�ed.

The Wii Remote �ts well in the hand, and when not needed it can be put in the pocket.

Led lights at the bottom of the Wii Remote give clear signal when the connectionis still

open, but only if the user knows to keep an eye on them. As there is no visual con�rmation

whether the commands have been received or not, the tactile feedback feels very important.

Some auditory feedback would also be worth the effort when improving the application.

Some kind of indication and reminder when the application is recording would bead-

visable. It was noted that it is very easy to confuse oneself whether the recording was just

started or stopped. Short vibration or quiet sound every 10-15 seconds would be suf�cient

to let the user know the recording is still on.

Also when listening to previously recorded audio the possibility to adjust the level dif-

ference of the real environment and the recorded audio was longed for. Neither need to be

completely muted but possibility to adjust them would make it easier to differentiate the

sources if wanted.



CHAPTER 6. TESTING AND ANALYSIS 56

6.4 Analyzing the recorded information

The recorded audio was listened to afterwards. The quality varied quite a lot depending on

the wind, and the gain settings. It was noted that the microphones, even the external ones,

were set very sensitive in laptops with integrated microphones. If the gain was not set to

attenuate the signal in plenty, the recorded audio would be overdriven. This varies a lot

between computers, and the gain has to be set individually.

If the recordings were listened to shortly after recording it was easier to localize the audio.

The same applies when the walked path was plotted on a map, and followed while listening

to the recording. The auditory events were mostly cars and busses driving by, probably few

clearly stationary sources could have been even easier to localize afterwards.

Currently there is no automation in plotting the walked path on the map. The dumped

data in the text�le was modi�ed with a word processing program to convert data lines

from 248.90|N60.188911 E24.826063|2008-12-23_16:40:04 to Google

Maps format new GLatLng(60.188911,24.826063), for each datapoint along

the path. These lines can be put in a simple HTML �le to map all the points as a partof the

path, and for example once in a minute as a marker with time information and fan shaped

icon to represent orientation. An example of plotting the walked path in the Google Maps

can be seen in Fig. 6.1.

When plotting the walked path in Google Maps there seems to be an offset of approx-

imately 100 meters to the north and 150 meters to the east (visualized in Fig. 6.2). This

is caused by the Google Maps using WGS-84 datum and Mercator projection. Mercator

projection is used to create square images of the spherical globe, which causes bigger offset

towards the poles. In normal use this is acceptable, since the users need relative informa-

tion from the maps more than absolute, but when plotting the points received from GPS the

offset becomes visible. The trade-off has apparently been between absolute accuracy and

the speed gained by using pre-calculated map images. [53]

The problem with the partially blocked GPS signal can be seen in Fig 6.3. The user was

sitting in a bus with the GPS device in the backpack. The position could be calculated,

but only some of the data points are correct. Probably too few signals wereavailable to

correctly calculate the position. The offset has not been corrected in theimage.
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Figure 6.1: Visualization of the walk path and starting points of recorded oneminute long

samples. The fan is the orientation in the end point of the last recording.

Figure 6.2: The offset error when directly plotting the positions on Google Maps visualised

on the left. Corrected version on the right.
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Figure 6.3: The positioning does not work properly unless the signal from at least three

satellites is received. The recording was done while sitting in a bus. The redline represents

the recorded path and the blue line the actual path.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis has proven that the described ARA outdoor platform can be implemented, as

well as applications based on the platform. The system is by no mean perfect,but the defects

are caused by the imperfect measuring equipment. Reasonable position andorientation

tracking methods exists, but there is yet no silver bullet to offer fast and accurate tracking

which works globally.

The platform enables binaural recording of everything the user hears, with no restriction

on location. The resulting audio �le is augmented with time, position, and orientation

information. The information and the audio of a certain time or location can be retrieved

using the metadata in the �les. The �les, and thus the audio environment, could also be sent

to other users – if WLAN or GPRS network is available.

The platform is extendable, as required by the speci�cation, and all the devices used are

replaceable. As the technology advances, better equipment can be takeninto use. Not all

the presented devices have to be used if not needed. The platform operates well also with

less equipment; the application is already known to been used in Nokia Research Center

indoors without position tracking, but for tracking and saving only orientation data with the

audio.

A conference paper presenting the platform and ARA-Wav format was written and has

been presented in the AES 35th International Conference, Audio for Games, in London,

February 2009 [49]. Though the platform was not speci�cally designed to be used in games,

there are numerous possible ways to utilize the platform in that area.

Some mobile phones on the market already offer GPS positioning and include accelerom-

eters and gyroscopes, which could be used for rough orientation tracking of the user. The

orientation tracking should track the head of the user, and the binaural audio recording and

59



CHAPTER 7. CONCLUSIONS AND FUTURE WORK 60

playback would be the ideal case. But even monaural recording with onlyshoulder orien-

tation tracking and position tracking will probably open wide range of possibilities for new

applications, especially if the user is wearing a hands-free device that would provide the

in-ear sound production and that could be worn almost all the time.

7.2 Future work

There are various ways to improve both the platform and the Audiomemo application. The

platform itself is rather usable and convertible for various applications andimplementations.

Enhancing the orientation and position tracking methods would improve the platform most

signi�cantly. Some observations on the ARA headset and mixer were noted also during the

testing of the platform. For the possibility to use the platform as a basis of any sort of user

experiments outdoors, improving the output of the recorded data would be bene�cial.

The easiest way to improve the orientation tracking is to use the angular rate sensors,

which already exist in the SHAKE device, and calculate the heading information with the

angular rate with the electromagnetic �elds instead of accelerometers. This is not imple-

mented in the SHAKE �rmware, but the measuring instruments already exists andthe cal-

culations can be done in the control unit.

The accelerometers could be used along with GPS to provide more accurate position

tracking. The refresh rate of the GPS is rather sparse, and the accelerometers tend to drift

over time, but using these two together would improve the situation. GPS should be used

to de�ne the absolute position and accelerometers to �ne-tune the estimate.

Especially GPS, but also the inertial measuring devices, tend to have some noise in the

measurements resulting in small random variation. This could be diminished by �ltering

the received data. For example Kalman �ltering is used in many applications to estimate

and predict the positions of objects [54].

As mentioned by Tikander & al. [52] the size of the ARA mixer is one of the most

irritating feature of the mixing device, along with the cords that also cause disturbance to

the audio. With the platform the need for two extra stereo cords the number ofcords is

now reaching total of four, which makes the handling of the device even more demanding.

Reducing the mixer size and reducing the amount of cords needed would help the situation

a lot.

Tikander & al. mentioned also the wind noise as a problem with the ARA headset.This

is a important thing to improve, since the platform is intended to be used outdoors. The

ears, and thus the microphones, cannot be covered without the quality ofaudio suffering,

but perhaps some acoustically invisible material could be used.

An option to mute, or at least attenuate, the pseudo-acoustic environment signal would



CHAPTER 7. CONCLUSIONS AND FUTURE WORK 61

probably be useful in many applications. Currently there is no way to alter thevolume from

the control unit. It would be easier for the user to make the adjustments for example with

the Wii Remote.

The Audiomemo application should be developed further to allow the playback while still

recording, and the browsing should be done in smaller steps – i.e. not only jumping from

�le to �le, but also for example 10-15 seconds at the time. Both these improvements are

dependent on some more logic to be implemented in the browsing algorithms. An option

to attenuate the pseudo-acoustic audio would be bene�cial with the "playback while still

recording" functionality.
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