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Abstract

Model development is essential for design and scale up of multiphase chemical reactors to provide a better understanding of physical and chemical phenomena between phases at different scales. Mathematical descriptions of the reactive crystallization include mass transfer, chemical reaction, crystallization kinetics, population balance and hydrodynamics, which consist of a set of partial differential equations with high nonlinearity. A full simulation with a commercial computational fluid dynamics (CFD) software is possible with existing computational resources but not desirable during the initial stage of reactor design. The purpose of this thesis is to explore the mechanism of multiphase reactive crystallization and develop a compartmental model to combine hydrodynamics and detailed reaction efficiently.

The chemical system of CO₂(G)-H₂O(L)-Mg(OH)₂(S) is chosen as the practical application to reveal mechanisms of multiphase reactive crystallization, which couple the reactive dissolution, chemical absorption and crystallization. As modeling of such complex system is challenging, the reactive dissolution of Mg(OH)₂(S) in HCl(aq) and reactive crystallization of CaCO₃(S) from CO₂(G) and Ca(OH)₂(aq) system are studied separately. The first part of the thesis introduces the gas-liquid and solid-liquid mass transfer models based on two-film theory and Nernst-Planck electroneutrality. In addition, enhancement factor is adopted to modify mass transfer fluxes when chemical reaction occurs in liquid film. Then, population balance model is presented along with several solution techniques to calculate particle size distributions of gas bubbles and final crystal products. The closure models include nucleation and growth of crystals, breakage, coalescence and agglomeration of gas bubbles and crystals. Finally, a compartmental model combining the flow field obtained by CFD simulation and reaction mechanisms is constructed to estimate the influence of flow field on multiphase crystallization.

The compartmental modelling results show that heterogeneous mixing has a strong influence on local mass transfer rates and size distribution of final crystal products. By appropriate division of the fluid domain, compartmental model can offer a more efficient simulation for reactive crystallization without the limitation of chemical components and geometries of different reactors. This characteristic highlights the potential extensibility and portability of compartmental model in reactor design and scale up.

Keywords Crystallization, CFD, Population balance, Compartmental modeling
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>specific mass transfer area</td>
<td>(\text{m}^{-1})</td>
</tr>
<tr>
<td>(A)</td>
<td>surface area of particle or compartment</td>
<td>(\text{m}^2)</td>
</tr>
<tr>
<td>(B(L_i, L_j))</td>
<td>breakage table</td>
<td>(\text{m}^{-1})</td>
</tr>
<tr>
<td>(B_p)</td>
<td>volumetric growth rate of particle in (p)-th category</td>
<td>(\text{m}^3\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(c)</td>
<td>concentration of liquid component</td>
<td>(\text{mol} \cdot \text{m}^{-3})</td>
</tr>
<tr>
<td>(D)</td>
<td>diffusion coefficient</td>
<td>(\text{m}^2\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(d_b)</td>
<td>bubble diameter</td>
<td>(\text{m})</td>
</tr>
<tr>
<td>(E, E_i)</td>
<td>enhancement factor and reaction factor</td>
<td>([-])</td>
</tr>
<tr>
<td>(E_0)</td>
<td>Eötvös number</td>
<td>([-])</td>
</tr>
<tr>
<td>(f)</td>
<td>partial molar volume</td>
<td>(\text{mol} \cdot \text{m}^{-3} \cdot \text{atm}^{-1})</td>
</tr>
<tr>
<td>(F)</td>
<td>liquid flow rate between compartment</td>
<td>(\text{m}^3\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(F(L_i, L_j))</td>
<td>agglomeration or coalescence frequency</td>
<td>(\text{m}^3\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(F_{lg})</td>
<td>gas flow number</td>
<td>([-])</td>
</tr>
<tr>
<td>(g(L_i, L_j))</td>
<td>breakage frequency</td>
<td>(\text{s}^{-1})</td>
</tr>
<tr>
<td>(G(L_i))</td>
<td>growth rate</td>
<td>(\text{m} \cdot \text{s}^{-1})</td>
</tr>
<tr>
<td>(H_{a})</td>
<td>Hatta number</td>
<td>([-])</td>
</tr>
<tr>
<td>(H_{cc})</td>
<td>Henry’s coefficient</td>
<td>(\text{mol} \cdot \text{m}^3 \cdot \text{atm}^{-1})</td>
</tr>
<tr>
<td>(J_{n, pr})</td>
<td>primary nucleation rate</td>
<td>(# \cdot \text{m}^3\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(J_{n, se})</td>
<td>secondary nucleation rate</td>
<td>(# \cdot \text{m}^3\cdot\text{s}^{-1})</td>
</tr>
<tr>
<td>(k)</td>
<td>mass transfer coefficient</td>
<td>(\text{m} \cdot \text{s}^{-1})</td>
</tr>
<tr>
<td>(k_g)</td>
<td>empirical constant for crystal growth</td>
<td>(\text{mol}^2 \cdot \text{m}^{(3g+1)} \cdot \text{s}^{-1})</td>
</tr>
<tr>
<td>(k_{n, pr})</td>
<td>empirical constant for primary nucleation</td>
<td>(\text{mol}^{n_1} \cdot \text{m}^{(3n_1+3)} \cdot \text{s}^{-1})</td>
</tr>
<tr>
<td>(k_{n, se})</td>
<td>empirical constant for secondary nucleation</td>
<td>(\text{kg}^{-1} \cdot \text{mol}^{-n_2} \cdot \text{m}^{(3n_1+3b-3)} \cdot \text{s}^{a-1})</td>
</tr>
<tr>
<td>(K_{sp})</td>
<td>solubility product of particles</td>
<td>(\text{mol}^2 \cdot \text{m}^{-6})</td>
</tr>
<tr>
<td>(K_w)</td>
<td>water auto-ionization constant</td>
<td>(\text{mol}^2 \cdot \text{m}^{-6})</td>
</tr>
<tr>
<td>(M)</td>
<td>torque moment</td>
<td>(\text{N} \cdot \text{m})</td>
</tr>
<tr>
<td>(m_k)</td>
<td>(k)-th moment of the particle size distribution</td>
<td>(\text{m}^{k-3})</td>
</tr>
<tr>
<td>(N)</td>
<td>impeller speed</td>
<td>(\text{rpm})</td>
</tr>
<tr>
<td>(N_s)</td>
<td>impeller speed</td>
<td>(\text{rps})</td>
</tr>
<tr>
<td>(n(L))</td>
<td>number density</td>
<td>(# \cdot \text{m}^{-4})</td>
</tr>
<tr>
<td>(n_m)</td>
<td>mass transfer rate of component (m)</td>
<td>(\text{mol} \cdot \text{m}^3 \cdot \text{s}^{-1})</td>
</tr>
<tr>
<td>(NB)</td>
<td>total number of compartments</td>
<td>([-])</td>
</tr>
<tr>
<td>(NC)</td>
<td>total number of size categories</td>
<td>([-])</td>
</tr>
</tbody>
</table>
\( N_m \) mass transfer flux of component \( m \) \( \text{mol} \cdot \text{m}^{-2} \cdot \text{s}^{-1} \)

\( P \) Pressure atm

\( R \) gas constant \( \text{J} \cdot \text{K}^{-1} \cdot \text{mol}^{-1} \)

\( Re_N \) impeller Reynold number [-]

\( S \) supersaturation \( \text{mol} \cdot \text{m}^{-3} \)

\( Sc \) Schmidt number [-]

\( Sh \) Sherwood number [-]

\( T \) Temperature K

\( U_g \) velocity of gas bubble \( \text{m} \cdot \text{s}^{-1} \)

\( V \) total volume \( \text{m}^3 \)

\( v_p \) volume of particle in \( p \)-th category \( \text{m}^3 \cdot \text{mol}^{-1} \)

\( Y(L_i) \) paricle number density, \( \# \cdot \text{m}^{-3} \)

\( z \) charge of cationic and anionic [-]

**Greek letters**

\( \varepsilon \) turbulent energy dissipation \( \text{m}^2 \cdot \text{s}^{-3} \)

\( \nu \) kinematic viscosity \( \text{m} \cdot \text{s}^{-1} \)

\( \beta(L_i, L_j) \) daughter size distribution (DSD) function \( \text{m}^{-1} \)

\( \delta_L \) thickness of liquid film \( \text{m}^1 \)

\( \eta \) Kolmogorov length scale \( m \)

\( \eta_T \) Kolmogorov time scale \( \text{s} \)

\( \vartheta \) relative dissipation factor [-]

\( \mu \) dynamic viscosity \( \text{Pa} \cdot \text{s} \)

\( \xi(L_i, L_j) \) growth table [-]

\( \rho \) density \( \text{kg} \cdot \text{m}^{-3} \)

\( \sigma \) surface tension \( \text{kg} \cdot \text{s}^{-2} \)

\( \varphi \) volume fraction [-]

\( \chi(L_i, L_j, L_k) \) agglomeration table [-]

\( \Psi \) collision efficiency [-]

\( \Omega(L_i) \) nucleation table [-]

**Subscripts**

ag agglomeration

br breakage

cl coalescence

coo collision

disp dispersion

G gas phase

het heterogeneous

hom homogeneous

i, j, k index of particle size class

in index of the feeding compartment
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>liquid phase</td>
</tr>
<tr>
<td>m</td>
<td>index of components</td>
</tr>
<tr>
<td>out</td>
<td>index of the flow out compartment</td>
</tr>
<tr>
<td>p</td>
<td>index of phase</td>
</tr>
<tr>
<td>S</td>
<td>solid phase</td>
</tr>
<tr>
<td>slip</td>
<td>velocity</td>
</tr>
</tbody>
</table>
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1. Introduction

Metallurgy process refers to extraction of metal from ores and refinement of the raw metal into a purer form to produce alloys (Seetharaman, 2005). Metallurgy, in terms of performance, can be categorized into physical metallurgy, mechanical metallurgy, chemical metallurgy, mineral dressing, powder metallurgy and engineering metallurgy (Gupta, 2003). Powder metallurgy is concerned with production and processing of powdery forms of materials by means of crushing, grinding, chemical reactions and electrolytic deposition. Reactive crystallization plays an important role during formation of pure metal or crystal alloys due to high purity of product, moderate operating conditions and low energy cost (Mersmann, 2001).

Reactive crystallization, also known as precipitation, refers to the crystallization process driven by fast chemical reaction, which is commonly used in CO$_2$ capture and storage, mineral carbonation and production of fine chemicals and biomaterials (Varma et al., 2011; Olajire, 2013; Ye et al., 2016). Many of the reactive crystallization processes are carried out in either liquid-liquid or gas-liquid phase systems, in which chemical reaction, interphase transport of species and energy, crystallization kinetics and hydrodynamics are dominating physical mechanisms. The design and scale-up of a crystallizer remains challenging due to the complex physical and chemical processes and still depends on the expensive cold-flow experiments from the bench scale to the pilot scale and highly empirical or semi-empirical correlations (Jones et al., 2004). In general, empirical methods have several limitations: (1) homogeneous flow regime is assumed in the domain, which is seldom maintained even in the lab scale multiphase reactor; (2) flow pattern in the vicinity of dispersed phase is unpredictable with the present measuring techniques; (3) empirical correlations and physical parameters are typically case dependent; (4) hydrodynamic similarities cannot preserve between processes with different scales (Joshi & Nandakumar, 2015). Therefore, a better understanding of the mechanisms occurs at different phases and scales (molecular, macro-micro and equipment scale) and their interactions are needed in the process development.

With rapid development of computer power in the past decades, the mathematical prediction of reactive crystallization becomes possible. However, a practical and high fidelity
model (computational fluid dynamics coupled with detailed chemistry models) is still demanding. On one hand, physical models of reactive crystallization are complex, involving descriptions of mass transfer, chemical reaction, crystallization and multiphase flow dynamics. One the other hand, mathematical expressions consist of algebraic, ordinary and partial differential equations with strong nonlinearity and mutual coupling (Yang & Mao, 2014). Multiscale simulation represents the most promising methodology that provides the insights into crystallization kinetics and chemical reaction at the molecular scale, transport phenomena at particle scale and the flow fields at the equipment scale (Bi & Li, 2004). The synthesis of the mechanisms at different scales provides a powerful and rigorous computational tool for rational and effective design procedure of crystallizers.

As the most important character of the dispersed phase in the reactive crystallization, the variation of particle size distribution (PSD) caused by physical source terms including nucleation, growth, agglomeration and breakage can be described by solving population balance equations (PBEs) (Randolph & Larson, 1988). For a gas-liquid system, the driving force of the source terms, namely supersaturation, is mainly determined by the chemical reaction at molecular scale and gas-liquid mass transfer at particle scale. The intrinsic kinetics of the chemical reaction is decided by the electron cloud interactions, which can be described by utilizing the computational chemistry tools, such as density functional theories (DFT) (Gubbins et al., 2011) and molecular dynamics (MD) (Nørskov et al., 2011). The mass transfer usually becomes a rate-limiting step of reactive crystallization when an instantaneous reaction occurs at ambient temperature and pressure. For a gas-liquid system, the physical and chemical gas absorption could govern the crystallization performance (Wachi & Jones, 1991). For a gas-solid-liquid system, the dissolution rate of solid reactants could limit the overall crystallization rate (Han et al., 2014).

The mass transfer fluxes and areas originated from various parameters such as local micro-scale mixing intensity and physical properties of dispersion should be predicted separately (Laakkonen, 2006). Therefore, mixing becomes crucial during the modelling of reactive crystallization: the non-uniform mixing condition affects the local mass transfer fluxes by altering the mass transfer coefficient and specific mass transfer area of the dispersed phase in the domain. The breakage and coalescence rates of the dispersed phase are strongly affected by the local turbulent intensity. Moreover, the crystallization kinetics, including nucleation and crystal growth, are commonly calculated by power-law function of the average supersaturation in the multi-phase crystallization, which leads to different prediction in stirred tanks with various shapes and sizes.

Computational fluid dynamics (CFD) is an effective method to explore the hydrodynamics that dominate the overall crystallization rate and the crystal properties in the liquid solution (Ashraf Ali et al., 2013; Rigopoulos & Jones, 2001; Wei & Garside, 1997). For the multiphase reactive crystallization, nevertheless, the exploitation of a straightforward and effective model that couples the flow field with several specific models, such as mass transfer,
chemical reaction, PBEs for particles (crystals and bubbles) may require a heavy workload of computation. It could be realizable to moderate the CFD computational costs by using a coarse-grained description of the flow field with a compartmental simulation (Patterson, 1975) in which CFD is just employed to collect the hydrodynamic information, including the fluid fields and physical properties for each defined compartment. After that, the compartmental model can be solved by coupling the hydrodynamics and detailed physical sub-models to describe the influence of fluid field on the investigated processes.

Four publications are included in this thesis. Publication [I] proposed a mathematical model of crystallization of MgCO$_3$ with CO$_2$ from the Mg(OH)$_2$ slurry, including a description of dissolution of Mg(OH)$_2$, absorption of CO$_2$ and crystallization of MgCO$_3$. In publication [II], a population balance model coupled with a mass transfer model is introduced to simulate the simultaneous shrinkage and breakage of particles during the reactive dissolution of particle agglomerates in stirred tank. The high-order moment-conserving method of classes is adopted to solve the population balance equation. Publication [III] investigated effects of fluid field on the gas–liquid reactive crystallization of CO$_2$(G)-Ca(OH)$_2$(aq) system in a stirred tank reactor with compartmental model. Publication [IV] investigated the influence of microwave field on the reactive crystallization of MgCO$_3$. 

2. Mass transfer

Mass transfer rates between two fluid phases depend on mass transfer fluxes and interfacial area. The mass transfer fluxes across a phase boundary are mainly determined by the properties of fluid phases, the concentration differences and the degree of turbulence, which can be described by two film theory, penetration theory, surface renewal theory and film penetration theory. The two film theory suggests that the resistance to transfer in each phase could be considered as lying in two adjacent thin films, namely gas film and liquid film (Whitman, 1924). The transfer across these films is regarded as a steady state molecular diffusion. The turbulence in the bulk fluid disappear at the film interface. Higbie (1935) suggested that the transfer process was essentially attributed to fresh material being brought by the small eddies to the interface, where an unsteady state transfer took place for a fixed period at the freshly exposed surface, that is generally known as the penetration theory. Then Danckwerts (1951) modified the penetration theory and suggested that the species could remain on the surface for random periods. Subsequently, Toor and Marchello (1958) proposed a more general theory, the film-penetration theory, and discussed the limitations of the earlier models. In the multiphase reactive crystallization, the gas absorption and reactive dissolution are relevant phenomena. Therefore, the gas-liquid mass transfer and solid-liquid mass transfer models will now be considered. The mass transfer rate can be generally presented as:

\[ n_m = N_m \cdot a \]  

\[ N_m = k(c_{interface} - c_{bulk}) \]

where \( m \) is the index of component; \( n \) is the mass transfer rate; \( N \) is the mass transfer flux; \( a \) is the specific mass transfer area; \( k \) is the overall mass transfer coefficient; \( c_{interface} \) and \( c_{bulk} \) are the concentration of component on the interface and in the bulk solution respectively.

2.1 Phase equilibrium
Phase equilibrium refers to the transport of matter between phases (solid, liquid, or gas) of the system without conversion of one species to another. These phases may interconvert from one to another, but the overall amount of any one particular phase is constant if the system is in phase equilibrium. As a limit for mass transfer, the phase equilibrium is commonly adopted to estimate the concentration of components on the phase boundary.

For the gas-liquid mass transfer, the Henry’s law can describe the equilibrium concentration in the liquid exposed to a gas containing a solute. There are various forms of Henry’s law which have been discussed in the literature (Sander, 2015). The concentration based equation is introduced to calculate the liquid concentration on the interface ($c_{L,i}$):

$$c_{L,i} = H_{cc}(P,T)c_{G,i}$$

where $H_{cc}(P,T)$ is the Henry’s coefficient; $c_{G,i}$ is the gas concentration at the interface. For the gas absorption in a stirred tank, the gas-liquid mass transfer resistance mainly remains in the liquid film. Therefore, the concentration of CO$_2$(G) on the interface is assumed equal to the concentration of the inlet gas phase (pure carbon dioxide) in Publication [I] and Publication [III].

For the solid-liquid mass transfer, the transport of uncharged molecules can be described by the typical Noyes-Whitney equation (Noyes & Whitney, 1897). The solid-liquid interface concentration is commonly calculated from the solubility of solid component. The reactive dissolution rate is instead determined by the transport of charged ions. The electric neutrality principle should be naturally satisfied during the estimation of the interface concentration. In Publication [II], the interface concentrations of component are calculated numerically based on the rigorous physical constraints including electroneutrality, water dissociation and solubility equilibrium for the reactive dissolution of Mg(OH)$_2$(s) into aqueous HCl solution.

### 2.2 Mass transfer coefficient ($k$)

The prediction of mass transfer coefficient, $k$, depends on the choice of mass transfer theories. In the two-film theory, $k$ is directly proportional to the diffusivity and inversely proportional to the film thickness. According to the penetration theory, it is proportional to the square root of the diffusivity. When all surface elements are exposed for an equal time, it is inversely proportional to the square root of time of exposure. When random surface renewal is assumed, it is proportional to the square root of the rate of renewal. In the film-penetration theory, the mass transfer coefficient is a complex function of the diffusivity, the film thickness, and either the time of exposure or the rate of renewal of surface. In addition, gas-liquid mass transfer coefficient ($k_{L}$) and solid liquid mass transfer coefficient ($k_{S}$) were
treated differently based on different theories in the literature (Beenackers & Van Swaaij, 1993).

### 2.2.1 Gas-liquid mass transfer coefficient

The gas-liquid mass transfer coefficient is often obtained from an empirical correlation that is volumetric mass transfer coefficient ($k_{La}$), in the design and scale up of gas-liquid contactor, such as bubble column, internal-loop and external-loop airlift reactor and fluidized bed. In the literature, $k_{La}$ is calculated either by using dimensionless groups or energy input based on Kolmogorov’s theory under the assumption of spatial homogeneity (Yawalkar et al., 2002). As previously mentioned, mass transfer fluxes and areas should be predicted separately since they are governed by different physical phenomena. $k_L$ is mainly determined by the properties of species and the turbulent intensity. Several studies have proved the fact that the penetration theory is widely accepted for the description of gas-liquid mass transfer under various geometries and operating conditions (Babcock et al., 2002; Billet and Schultes, 1993; Kawase and Hashiguchi, 1996). $k_L$ significantly depends on the turbulent intensity, expressed as a function of the dissipated energy, while the surface renewal rate is considerably higher than that found for bubbles in free rise under potential flow (de Figueiredo & Calderbank, 1979). The exposure time, $t_e$, is necessarily affected by the eddies or turbulence at Kolmogorov length scale. Subsequently, Garcia-Ochoa and Gomez (2004) proposed the empirical models based on the Hebie penetration theory and Kolmogorov’s theory for the gas-liquid mass transfer in the stirred tank, which has been adopted in Publication [I] and [III]:

\[
k_L = \frac{2}{\pi} \sqrt{D_m} \left( \frac{\varepsilon_T \rho_L}{\mu_L} \right)^{1/4}
\]

(2.4)

where $\rho_L$ is density of the liquid phase; $\mu_L$ is dynamic viscosity of the liquid phase; $\varepsilon_T$ is turbulent energy dissipation.

The mass transfer area is strongly influenced by average bubble diameter ($d_b$) and gas hold up ($\varphi$), which can be calculated as (Bhavaraju et al., 1978; Garcia-Ochoa & Gomez, 2004):

\[
d_b = \frac{7}{10} \left( \frac{P_v}{V_L} \right)^{2/5} \rho_L^{1/5} \mu_L^{1/5} \left( \frac{\mu_L}{\mu_g} \right)^{1/10}
\]

(2.5)

\[
\frac{\varphi}{1-\varphi} = 0.819 \frac{\sigma_G N^{2/5} T^{4/15}}{g^{1/3}} \left( \frac{\rho_L}{\rho_G} \right)^{1/5} \left( \frac{\rho_L - \rho_G}{\rho_L} \right) \left( \frac{\rho_L}{\rho_G} \right)^{-1/15}
\]

(2.6)
where $V_L$ is the total volume of liquid phase; $N$ is the impeller rate; $T$ is the diameter of the impeller; $\sigma_G$ is the surface tension of bubbles. Corresponding experimental validations under different geometries of reactor and a wide range of operating conditions have been performed in the literature (Garcia-Ochoa & Gomez, 2004). In Publication [I], the tank average mass transfer area was predicted by Eq. (2.5) and Eq. (2.6). In Publication [III], the local mass transfer area was obtained by tracking local bubble size distribution with population balance model.

### 2.2.2 Solid-liquid mass transfer coefficient

Empirical correlations of the solid-liquid mass transfer coefficient ($k_S$) can be classified into four methods, including dimensional analysis, Kolmogorov’s theory of isotropic turbulence, slip velocity theory and analogy between mass transfer and momentum transfer (Pangarkar et al., 2002). The dimensional approach can be performed easily without considering the effects of various system parameters on the $k_S$ and can only be adopted to the similar geometry with similar operating conditions (Lal et al., 1988). Kolmogorov’s theory claims that the $k_S$ can be predicted only by the specific power input without considering geometric configuration, particle loading and density difference. Nevertheless, the available experimental results in the literature indicated that, for constant energy dissipation rate, $k_S$ is still a function of the type, size and position of the impeller (Harriott, 1962; Nienow, 1969; Nienow & Miles, 1978). The slip velocity theory is developed by assuming particles are well suspended in the turbulent flow. Meanwhile, steady state forced convection is assumed to describe mass transfer flux (Harriott, 1962; Nienow, 1975), which is an important improvement compared with Kolmogorov’s theory. The calculation of a characteristic slip velocity, however, requires numerical solution of complex equations and information of local turbulence. In the larger reactor, prediction of $k_S$ with slip velocity theory is especially challenging due to the difficulties in measurement of local turbulence intensity (Hughmark, 1974). The approach based on analogy between momentum transfer and mass transfer presents a straightforward way to relate the drag coefficient and the mass transfer coefficient either in two phase system or three phase system (Datta & Pangarkar, 1994, 1996). A more detailed investigation about the influence of system configuration, operating conditions and physical properties on $k_S$ and systematical analysis of the application and limitations regarding the mentioned approaches has been discussed elaborately in the literature (Pangarkar et al., 2002).

After comparing a range of scales and operating conditions of the literature experiments with our studies, including particle size, volume of tank and mixing intensity, the following correlation was found to be the most appropriate prediction to calculate $k_S$ in Publication [I] and [II] (Asai et al., 1989):

$$Sh = \left[ 2^{5.8} + \left( 0.61Re_c^{0.58}Sc^{1/3} \right)^{3.8} \right]^{1/5.8}$$

(2.7)
where $Sh$ is the Sherwood number; $Re_\varepsilon$ is the particle Reynolds number; $Sc$ is the Schmidt number. There are many ways to define the particle Reynolds number. In this case, the inertial contribution is mainly caused by the agitation of the impeller. Therefore, the $Re_\varepsilon$ is calculated based on the energy dissipation rate and particle size (Levins & Glastonbury, 1972):

$$Re_\varepsilon = \left(\varepsilon L^4\right)^{1/3} / v_L$$

(2.8)

where $L$ is the particle size; $v_L$ is the kinematic viscosity of liquid. The $Sh_p$ and $Sc_p$ are component-dependent dimensionless numbers which are defined as:

$$Sh = k \frac{L}{D_p}$$

(2.9)

$$Sc = \frac{\mu_\varepsilon}{\left(\rho_L D_p\right)}$$

(2.10)

2.3 Electroneutrality

In dilute nonelectrolyte solutions, diffusion is mainly determined by diffusivities and concentration gradient of species. However, solutes do not diffuse independently in electrolyte solutions. The electroneutrality of mass transfer fluxes and charged components should be naturally satisfied. This aspect can be addressed by introducing the Nernst-Planck equation, which can calculate the flux of ionic components affected by electric field and concentration gradient in the liquid film (Newman, 1991). The flux between interface and bulk solution, $N_m$, is the summation of convection of electrolyte, diffusion and migration:

$$N_m = \overline{c_m v} - D_m \nabla c_m - z_m \frac{D_m}{RT} \overline{F c_m \nabla \phi}$$

(2.11)

The electric current exists in the solution can be calculated as:

$$I = F \sum_m \left(z_m N_m\right) = F \sum_m \left(z_m \overline{c_m v}\right) - F \sum_m \left(z_m D_m \nabla c_m\right) - F^2 \nabla \phi \sum_m \left(z_m^2 \frac{D_m}{RT} \overline{c_m}\right)$$

(2.12)

where $z_m$ is charge of component $m$; $F$ is Faraday constant; $R$ is gas constant; $T$ is temperature; $\nabla \phi$ is potential gradient. In the case of mass transfer between electrically neutral solids and surrounding solution, the current ($I$) must be zero. In addition, the convection term (first one on the right hand side) is zero due to electroneutrality in the liquid solution. After reorganizing Eq. (2.12), the mass transfer flux can be presented as:
Under ideal mixing hypothesis, mass transfer resistances exist in liquid films. Linear concentration profiles can be assumed:

\[ \nabla c_m \approx \frac{\Delta c_m}{\delta} \]  \hspace{1cm} (2.14)

\[ \Delta c_m = c_{m,\text{interface}} - c_{m,\text{bulk}} \]  \hspace{1cm} (2.15)

\[ \overline{c}_m = \frac{c_{m,\text{interface}} + c_{m,\text{bulk}}}{2} \]  \hspace{1cm} (2.16)

\[ k_{s,m} = \frac{D_m}{\delta} \]  \hspace{1cm} (2.17)

After substituting Eq. (2.14) – Eq. (17) into Eq. (2.13), the flux between interface and bulk solution becomes:

\[ N_m = k_{s,m} \overline{c}_m \Delta c_m - k_{s,m} \overline{c}_m c_m \left[ \frac{\sum_{m} (z_m k_{s,m} \Delta c_m)}{\sum_{m} (z_m^2 D_m c_m)} \right] \]  \hspace{1cm} (2.18)

The first term on the right side of Eq. (2.18) is the conventional form of mass transfer rate, namely Noyes-Whitney equation (Noyes & Whitney, 1897). The second term is the contribution of Nernst-Planck equations. In Publication [I] and [II], the reactive dissolution rate of Mg(OH)\(_2\)(s) is described by the mass transfer fluxes of Eq. (2.18) which ensures that mass transfer fluxes always fulfill electroneutrality. Thus, the transports of cations and anions of all the components are taken into account in the solid-liquid mass transfer model.

### 2.4 Enhancement factor for mass transfer

For the convective mass transfer accompanied with complex chemical reactions, the previous theories can still be adopted calculate the mass transfer fluxes. However, necessary modifications are needed since the actual concentration profiles are no longer linear due to chemical reaction as in Fig 1 (Trambouze et al., 1988).
The chemical reaction shown in Fig. 2.1 may vary from slow to extremely fast. The instantaneous reactions usually occur at the interface while fast reactions occur within the liquid film, and slow reactions occur at both liquid film and bulk solution. A more detailed description of different reaction types is summarized Table 2.1 (Salmi et al., 2011).

### Table 2.1 Classification of the chemical reaction along with mass transfer

<table>
<thead>
<tr>
<th>Regime</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slow reaction</td>
<td>Very slow reaction in the liquid film and bulk solution. Linear concentration gradient in the liquid film.</td>
</tr>
<tr>
<td>Moderate reaction</td>
<td>Moderate reaction in the liquid film and in the liquid bulk. Nonlinear concentration gradient in the liquid film.</td>
</tr>
<tr>
<td>Instantaneous reaction</td>
<td>Instantaneous reaction in the reaction zone in the liquid film. The diffusion rates dominant reaction velocity.</td>
</tr>
</tbody>
</table>

In order to consider the influence of chemical reaction on the mass transfer rate, an enhancement factor ($E$) which is defined as the ratio of the absorption rate with and without the reaction, is presented as follows:

$$E = \frac{\text{Mass transfer rate with chemical reaction}}{\text{Mass transfer rate without chemical reaction}}$$

(2.19)

In Publication [I], the dissolution rate of Mg(OH)$_2$(S) in Mg(OH)$_2$(S)-CO$_2$(G)-H$_2$O(L) system is modified by second order chemical reaction between CO$_2$(aq) and OH$^-$, which can be calculated as (van Krevelen & Hoftijzer, 1948):
\[
E = \frac{Ha \sqrt{(E_i - E)/(E_i - 1)}}{\tanh[Ha \sqrt{(E_i - E)/(E_i - 1)}]}
\]  

(2.20)

where \(Ha\) is Hatta number; \(E_i\) is the reaction parameter. Meanwhile, the \(CO_2(G)\) absorption rate in Publication[I] and [III] were modified by the same reaction.
3. Population balance

3.1 General formulation

Nowadays, population balance model is a broadly accepted tool that can describe the multiphase systems characterized by dispersed phase, such as solid particles, bubbles or droplets, with a distribution of properties in a continuous phase (Buffo & Alopaeus, 2016). There are numerous reviews of population balance targeting specific area in the literature. Besides the early contribution (Randolph & Larson, 1988), which specifically addressed crystallization processes, there have been books on population balance dealing with its generic treatment (Ramkrishna, 2000) or focusing on applications to biomedical engineering (Hjortso, 2005). In the multiphase system, the dispersed phases would experience complex interaction changing the particle size distribution (PSD). These interactions could occur between the dispersed phase, between the dispersed and the continuous phase, and between dispersed phase and parts of the equipment (Alopaeus et al., 2006).

For the gas-solid-liquid reactive crystallization, the prediction of PSD of the dispersed phases is vital to the process development and scale up. The bubble behaviors significantly influence the gas-liquid mass transfer rate, which governs the following chemical reaction rate and the supersaturation of the crystallization process. Meanwhile, the crystal behaviors directly determine the PSD of final products. These relevant mechanisms can be described by simultaneously solving the PBEs of crystals and bubbles with the corresponding closure models: nucleation, growth, agglomeration and breakage for crystals as well as growth, coalescence and breakage for bubbles. The dynamic population balance equation for a homogeneous volume element can be generally written for one positive-valued internal coordinate as (Rod and Misek, 1982; Marchisio et al., 2003):

\[
\frac{\partial (n(L))}{\partial t} = \int \beta(L, \lambda) g(\lambda)n(\lambda)d\lambda + \frac{L^2}{2} \int_0^L \frac{F[(L^3 - \lambda^3)^{1/3}, \lambda]n((L^3 - \lambda^3)^{1/3})}{(L^3 - \lambda^3)^{2/3}} d\lambda \\
- g(L)n(L) - n(L)\int_0^L F(L, \lambda)n(\lambda)d\lambda + \frac{\partial (G(L)n(L))}{\partial L} + \dot{J} + n(L)_{in} - n(L)_{out} \tag{3.1}
\]
where \( L \) and \( \lambda \) are the internal coordinates, namely diameters of particles; \( n(L) \) is number density; \( \beta(L, \lambda) \) is daughter size distribution (DSD) function; \( g(L, \lambda) \) is breakage frequency; \( F(L, \lambda) \) is the agglomeration or coalescence frequency; \( G(L) \) is the growth rate; \( J_n \) is the primary nucleation rate. Terms on the left-hand side describes the evolution of number density function (NDF). The terms on the right-hand side are birth of particles by breakage, birth by agglomeration, death by breakage, death by agglomeration or coalescence, growth, primary nucleation, particles flow into the domain and particles flow out of the domain. For homogenous systems, all terms only depend on internal coordinate, \( L \). For inhomogeneous systems, all terms are generally also functions of spatial location (external coordinate). Although the analytical solution of the PBE exists under limited and well-defined simplified cases, for the realistic physical process, efficient numerical techniques are required to solve the PBE with complex integro-differential form.

3.2 Numerical solution

For population balance model with only one internal-coordinate, namely monovariable problem, most widely adopted approaches are the moment methods (Hulburt & Katz, 1964) and the method of classes (Valentas & Amundson, 1966). Then, several approaches for the solution of bivariate and multivariate PBE are presented (Iveson, 2002; Braumann et al., 2010x). The most famous approaches available for solving PBE can be classified into the following groups: Monte Carlo methods, moment based method and classes method (Buffo et al., 2013). Ramkrishna (2000) presented a more comprehensive review of various methods in his book.

Monte Carlo methods are based on the solution of a set of stochastic differential equations that dominate the behaviors of dispersed phase, which mostly concern artificial realizations of the multiphase system (Kendal, 1950). In Monte Carlo methods, the evolution of each particle is tracked. The behavior of the continuous phase are represented deterministically as a continuous change of the internal-coordinate vector while the dispersed phase are represented by random events occurring with specific and prescribed probabilities. In order to obtain a realizable solution, the number of artificial realizations is very high, which could lead to unsustainable computational costs. Therefore, this group of method are often employed for validation of cases with simplified assumptions (Zucca et al., 2007).

The moment based methods are originally formulated based on the idea that the integration of the PBE in the space of the internal coordinates, leading to a set of equations that can be solved only for some lower-order moments (Hulburt & Katz, 1964). This group of methods become popular due to their low computational demand and easy implementation in fluid dynamics calculation. For realistic problems, however, it is only possible to formulate the governing equations for case with highly simplified closure models: constant aggregation and size-independent growth, and that breaking modeling is not possible. Therefore, a
particular method called Quadrature Method of Moments (QMOM) is proposed, in which the number density function is assumed to be a summation of some function centered on the zeros of orthogonal polynomials of a Gaussian Quadrature (McGraw, 1997). After the moment transformation, the quadrature approximation of the moments can be carried out through a specific algorithm, such as PD algorithm or the adaptive Wheeler algorithm (Marchisio, 2013). The QMOM provides an attractive and accurate alternative when the moments rather than an exact PSD are desired. Naturally, the information representing the exact shape of PSD is lost due to this integration procedure. Besides QMOM, there are several analogical approaches belong to the moment based methods. For example, the extended quadrature method of moment (EQMOM) can be adopted to deal with the growth issue in the evaporation and condensation technology (Yuan et al., 2012). Direct Quadrature Method of Moments (DQ MOM) and Conditional Quadrature Method of Moments (CQMOM) can be employed to solve the multivariate problems (Marchisio & Fox, 2005; Yuan & Fox, 2011).

Classes method is a compromise between the Monte Carlo method and moment based methods in terms of computation time (Vanni, 2000), in which the continuous internal coordinate space is discretized in a finite number of discrete size classes or bins. This procedure transforms the PBEs from integro-partial differential equations (PDEs) into a coupled set of ordinary differential equations (ODEs). Consequently, the actual shape of PSD could be tracked by monitoring the number of elements belong to each class. Several approaches belonging to this group, such as discretization methods, the method of characteristics, the cell-average technique, the method of weight residuals, Lattice Boltzmann methods and the finite volume method, have been reviewed in the literature (Buffo & Alopaeus, 2016). The most popular numerical scheme belonging to the family of classes is the so-called fixed-pivot technique. It predicts the exact PSD by conserving two distribution moments (Kumar & Ramkrishna, 1996a, 1996b). The accurate solution of such low order approach, however, is only satisfied by adopting a large number of classes, which may be unacceptable when PBE is coupled with Computational Fluid Dynamics (CFD) simulations or when the PBE is used to formulate and test new sub-models. Therefore, the low order fixed-pivot approach is extended by conserving defined number of moments of the distribution, leading to the high-order moment method of classes (HMMC) (Alopaeus et al., 2006, 2007). Comparing to the traditional numerical methods, HMMC offers accurate solution with considerably lower number of classes, as well as tracks the actual shape of PSD directly. Moreover, this method is very flexible since it can preserve an arbitrary set of moments and consider a different number of internal variables of the population balance equation. For the gas-liquid system, it has been proved that 20 categories are enough to achieve a reasonable accuracy (Nauha & Alopaeus, 2013). For the solid-liquid system, such as crystallization or dissolution processes, a larger number of categories is required as solid has a wider size range.
The major issues of the numerical methods include the accuracy and computational load. For the moment-based method, the moments of PSD can be tracked by means of QMOM even in the multivariate calculation. This is desirable for empirical parameters fitting in Publication [I, II] and CFD-PBE coupling calculation in Publication [III]. However, the real shape of PSD is lost, which makes the strong coupling between the particle size and phase variable not possible. For the Monte Carlo and classes method, the accurate solution requires a large number of size categories of particles, which introduces equal number of equations to be solved. This procedure could considerably increase the computational cost when the CFD-PBE coupling calculation is performed for realistic chemical processes. In addition, optimization is often carried out at the final stage of simulation. Small errors brought from numerical methods could make deterministic optimization inefficient and unlikely to be successful during solving the population balance equations that are a set of complex and high non-linear equations. The nonlinearity of the PBE is caused by the agglomeration terms. For some special cases in which only nucleation, growth and breakage phenomena are considered, such as reactive dissolution or cooling crystallization, the PBE could have an analytical solution. Therefore, an analytical time stepping (ATS) technique should be developed and tested in the future.

3.2.1 HMMC

According to the principle of classes method, the internal coordinate space is discretized into a finite number of size classes ($NC$) and the number densities of particles ($Y_i$) belonging to each class is counted. By transforming relevant terms, such as nucleation, growth, agglomeration and break, into their discrete counterparts, the PBE for a closed system becomes the following (coupled) set of ordinary differential equations (Alopaeus et al., 2008):

$$\frac{dY_i}{dt} = \sum_{j=1}^{NC} B(L_i, L_j) Y_j + \sum_{j=1}^{NC} \sum_{k=1}^{NC} \chi(L_i, L_j, L_k) F(L_j, L_k) Y_j Y_k$$

$$- g(L_i) Y_i - Y_i \sum_{j=1}^{NC} F(L_i, L_j) Y_j + \sum_{j=1}^{NC} \xi(L_i, L_j) G(L_j) Y_j + \Omega(L_i)$$

(3.2)

where $i$, $j$ and $k$ are the indices of particle size classes; $Y_i$ is the particle number density of class $i$; $B(L_i, L_j)$ is the breakage table, that determines the contribution of breakage event of particles in $j$-th class to particles number in $i$-th class; $\chi(L_i, L_j, L_k)$ is the agglomeration table, that describe the contribution of agglomeration event of particles in $j$-th and $k$-th class to particles number in $i$-th class; $\xi(L_i, L_j)$ is the growth table, that represents the contribution of growth event of particles in $j$-th class to particles number in $i$-th class; $\Omega(L_i)$ is the nucleation table. Compared with the typical fixed-pivot technique, HMMC can preserve an arbitrary number of mixed-order moments of the distribution. The terms referred as ‘tables’ are built to describe the contribution of the corresponding phenomena to the evolution of PSD, which depend only on the discretization used and remain the same during time
integration. In other words, the table construction can be carried out only once at the beginning, which significantly reduce the overall computational load.

### 3.2.2 QMOM

The quadrature method of moments (QMOM) is an extension of the standard moment method where the realistic closure problems are solved by a quadrature approximation. The moment transformation of number density function can be performed as:

$$m_k = \int_0^{\infty} n(L) L^k dL$$  \hspace{1cm} (3.3)

Then the continuous NDF, $n(L)$, is presented as a quadrature approximation:

$$n(L) \approx \sum_{i=1}^{N_q} w_i \delta[L - L_i]$$  \hspace{1cm} (3.4)

Therefore, the $k$-th moment, $m_k$, becomes:

$$m_k \approx \sum_{i=1}^{N_q} w_i L_i^k$$  \hspace{1cm} (3.5)

where $i$ is the index of quadrature node; $w_i$ is the weight of $i$-th quadrature node.

In QMOM, the quadrature approximation of order $N_q$ is defined by the abscissas ($L_i$) and weights ($w_i$) and can be specified from the its first $2N_q$ moments by writing the recursive relationship for the polynomials in terms of the moments $m_k$. Once this relationship is written in matrix form, the roots of such polynomials corresponding to the eigenvalues of the Jacobi matrix can be obtain by using product-difference (PD) algorithm (Gordon, 1968). Once $L_i$ and $w_i$ have been computed, any integral involving $n(L)$ can be approximated using Eq. (3.5). Finally, the PBE for a closed system becomes the following (coupled) set of ordinary differential equations (Marchisio et al., 2003):

$$\frac{dm_k}{dt} = \sum_{i=1}^{N_q} w_i \int_0^{\infty} L^i g(L) \beta(L|L_i) dL + \frac{1}{2} \sum_{i=1}^{N_q} w_i \sum_{j=1}^{N_q} w_j \left( L_i^3 + L_j^3 \right)^{k/3} F(L_i, L_j)$$

$$- \sum_{i=1}^{N_q} w_i L_i^k g(L_i) - \sum_{i=1}^{N_q} L_i^k w_i \sum_{j=1}^{N_q} w_j F(L_i, L_j) + k \sum_{i=1}^{N_q} w_i L_i^{k+1} G(L_i) + L_0 \Theta(L_0)$$  \hspace{1cm} (3.6)

### 3.3 Closure models

Several physical and chemical phenomena coexist in the multiphase reactive crystallization, such as interphase mass transfer, chemical reaction, crystallization and the behavior of dispersed phases. This process has several characteristics: (1) interphase mass transfer could be the rate limiting step compared to the chemical reaction; (2) the relatively high supersaturation caused by the chemical reaction leads to extremely fast primary nucleation and produces a large amount of crystals with small sizes; (3) the PSD of the final crystal product could be also influenced by the secondary processes, including agglomeration,
breakage and Ostwald ripening. Therefore, closure models coupled with population balance models are essential to properly describing the multiphase reactive crystallization.

3.3.1 Supersaturation

Formation of crystal $P$ via charged ions $A$ and $B$ can be presented as:

$$A + B \rightarrow P$$ (3.7)

The chemical potential of solute in the solid phase is equal to the liquid phase at equilibrium state. As the driving force of the crystallization, supersaturation can be thermodynamically expressed as the potential difference of solute in the solid phase and liquid phase as:

$$S = \phi - \phi^* = RT \ln\left(\frac{a}{a^*}\right)$$ (3.8)

In the dilute binary solution, $S$ can be approximately calculated as (Dirksen & Ring, 1991):

$$S = \sqrt{c_A c_B} - \sqrt{K_{sp}}$$ (3.9)

where * represents the solid-liquid equilibrium state; $\phi$ is the chemical potential; $a$ is the activity of solute; $c$ is the concentration of components in the liquid phase; $K_{sp}$ is the solubility product of the new formed crystals. Several other expressions of the supersaturation have been reviewed in the literature (Mersmann, 2001).

3.3.2 Nucleation

The nucleation can be classified into primary homogeneous nucleation, primary heterogeneous nucleation and secondary nucleation. Homogeneous nucleation occurs in the absence of a solid interface while heterogeneous nucleation occurs in the presence of a solid interface of a foreign seed. Classical theory assumed that homogeneous nucleation is achieved by the aggregation of clusters with a critical size when the Gibbs free energy reaches the maximum value. In the region of relatively high supersaturation, the homogeneous nucleation rate, $J_{N,\text{hom}}$, can be written as an Arrhenius type of expression (Nielsen, 1964):

$$J_{N,\text{hom}} = A \exp\left(-\frac{\Delta G_{\text{hom}}}{kT}\right)$$ (3.10)

where $A$ is the pre-exponential factor and has a theoretical value of $10^{30}$ nuclei/cm$^3$; $\Delta G_{\text{hom}}$ is free Gibbs energy for the homogeneous nucleation. In practice, however, most primary nucleation are likely to be of heterogeneous type induced by other foreign surfaces. This requires a lower surface energy ($\Delta G_{\text{het}}$) than that of a new solute particle and occurs at a
lower critical supersaturation. Then the total primary nucleation rate, $J_N$, can be simply expressed as:

$$J_N = J_{N,\text{hom}} + J_{N,\text{het}} \quad (3.11)$$

Once the suspension density increases to a certain level in the stirred tank reactor, the secondary nucleation could occur due to a large amount of nuclei produced by the crystal-crystal collisions and crystal-impeller collisions. The mechanism of secondary nucleation is complex and not well understood. In the stirred tank reactor, it is also difficult to distinguish one single nucleation mechanism from the other experimentally due to the turbulent flow. Therefore, the empirical powder law functions were proposed to calculate the nucleation rate (Nielsen, 1964):

$$J_{N,\text{pr}} = k_{n,\text{pr}} (S)^{n_1} \quad \text{(Primary nucleation)} \quad (3.12)$$

$$J_{N,\text{se}} = k_{n,\text{se}} N_s M_T^{b_2} (S)^{n_2} \quad \text{(Secondary nucleation)} \quad (3.13)$$

where $k_{n,\text{pr}}$ and $k_{n,\text{se}}$ are empirical nucleation constants for primary and secondary nucleation respectively; $n_1$ and $n_2$ are the exponents of supersaturation; $N_s$ is the impeller speed; $M_T$ is the suspension density; $a$ and $b$ are the case dependent adjustable parameters.

### 3.3.3 Growth

The crystal growth rate is determined by diffusion/convection and surface integration procedures. The diffusion/convection-controlled growth is mainly controlled by supersaturation and diffusion coefficient of the components, which is analogous to the film theory of mass transfer (Wilcox, 1993). When the diffusive/convective transport takes place rapidly, crystal growth is determined by the integration reaction occurring on the crystal surface. The mechanisms of the integration-controlled growth mainly include linear growth, two-dimensional growth and screw dislocation growth. Most of the theories are mathematically rather complex but helpful in understanding the nature of the crystal growth process. In addition, the experimental results of several authors indicated that the crystal growth of several substances is a function of crystal size or have a growth dispersion (Garside et al., 1974; Phillips and Epstein, 1974; Mitrovic et al., 1999). Then three major models including the growth diffusivity model (Randolph & White, 1977), the constant (or inherent) crystal growth model (Berglund & Larson, 1984) and the common history growth model (White et al., 1998) were proposed in order to interpret and describe these phenomena. It should be noted that the mentioned models were mostly built for pure growth problems. In another words, the influence of nucleation and flow field of reactors were not taken into account. For the reactive crystallization process in a stirred tank reactor, however, the final crystal sizes are largely dominated by the nucleation due to the fast chemical reaction and
the turbulent intensity caused by rotation of impeller. Therefore, a similar empirical power law function is proposed for the size independent crystal growth (Nielsen, 1964):

\[ G = k_g (S)^g \]  

(3.14)

where \( k_g \) is the empirical growth rate constant; \( g \) is the exponent of supersaturation.

For the bubbles and the dissolving solids in Publication [II] and [III], the grow rate of particles with size \( L_i \) were calculated directly from the corresponding mass transfer flux, \( N(L_i) \):

\[ G(L_i) = \frac{N(L_i)A(L_i)f_S}{3k_vL_i^2} \]  

(3.15)

where \( N(L_i) \) is mass transfer flux for particle with size \( L_i \); \( A(L_i) \) is the particle surface area; \( k_v \) is the volume shape factor (equal to \( \pi/6 \) for spheres); \( f_S \) is the molar volume of solid.

### 3.3.4 Coalescence and Agglomeration

Coalescence of bubbles and agglomeration of crystals are generally considered complex because they involve not only the interactions of particles with the surrounding fluid, but also the interactions between fluid particles themselves once these particles are brought together due to the action of the external flow or body forces. It is also worthwhile mentioning that gas bubbles behave rather differently than solid particles because they are deformable, elastic, and may agglomerate or eventually coalesce after random collisions (Yeoh et al., 2014). Therefore, the bubble coalescence and crystal agglomeration are introduced individually.

#### 3.3.4.1 Coalescence of bubbles

In the gas-liquid system, three mechanisms are commonly adopted to describe bubble coalescence: coalescence resulting from turbulent eddies, coalescence resulting from bubble with different rise velocities, and coalescence resulting from bubble wake entrainment. The coalescence rate can be presented as the product of collision frequency and coalescence efficiency.

In stirred tank, numerical tests here shown that the turbulence is the dominating driving force of bubbles coalescence. Turbulent collision frequencies are calculated by analogy with kinetics gas theory (Alopaeus et al, 1999; Prince & Blanch, 1990):

\[ F_G(L_i, L_j) = c_{co} \cdot \varepsilon^{1/3} \left( L_i + L_j \right)^2 \left( L_i^{2/3} + L_j^{2/3} \right)^{1/2} \]  

(3.16)
where adjustable collision frequency constant, $c_{\text{co}}$, varies from 0.28 to 1.11 depending on the effective collision cross-sectional area and the expression for turbulent fluctuation velocities (Jakobsen et al., 2005). Coalescence efficiency, $\psi_G$, is described by film drainage theory. The coalescence only occurs when the bubble contact time exceeds the time required for drainage of the liquid film between bubbles to a critical rupture thickness (Chesters, 1991). Prince and Blanch (1990) developed a model based on the assumption that inertia of draining liquid (low viscosity) and the surface tension forces control the drainage of a fully mobile bubble surface:

$$
\psi_G(L_i, L_j) = \exp\left(-c_{\psi} \frac{r_i^{1/2} \varepsilon^{1/3}}{1/L_i + 1/L_j} \frac{1}{\sigma^{1/2}}\right) \quad (3.17)
$$

where $c_{\psi}$ is the adjustable parameter, which is of magnitude of 2.3, considering the initial and critical film thicknesses. The collision frequency and coalescence efficiency introduced above were adopted in Publication [III]. Besides the turbulence induced bubble coalescence, several models and modifications based on different mechanisms and experimental validations are available in the literatures (Fu & Ishii, 2003; Lehr et al., 2002; Wang et al., 2005).

### 3.3.4.2 Agglomeration of crystals

The crystal agglomeration often occurs along with primary nucleation and crystal growth under relatively high supersaturation during reactive crystallization. Besides the properties of surrounding solution, the crystals agglomeration depends on particle-particle and particle-fluid interactions, particle morphology and fluid mixing. Generally, three steps are needed to obtain agglomerates: (a) the collision of two particles, (b) a sufficient time interval during which the two particles stay together with the help of the flow, and (c) the adherence of the two particles caused by supersaturation. As with the bubble coalescence, the agglomeration rate can be analogously expressed as the production of collision frequency function and the collision efficiency. The collision frequency can be described by the Brownian kernel when the crystals are sufficiently small that they neither influence the fluid phase nor are disturbed by fluid shear (Von Smoluchowski, 1917):

$$
F_s(L_i, L_j) = \frac{2k_B T}{3\mu} \frac{(L_i + L_j)^2}{L_i L_j} \quad (3.18)
$$

where $k_B$ is Boltzmann’s constant; $\mu$ is the fluid dynamic viscosity; $T$ is the absolute temperature. When particles are sufficiently large compared to shear gradients, collision frequencies are influenced by fluid motion. In the case of turbulent flow, the collision
frequency of the particles which are smaller than the eddies with Kolmogorov length scale

can be calculated as (Adachi et al., 1994):

\[
F_s(L_i, L_j) = 1.29 \left( \frac{\varepsilon}{\nu} \right)^{1/2} (L_i + L_j)^3
\]

(3.19)

where \( \varepsilon \) is the turbulent dissipation rate and \( \nu \) is the kinematic viscosity. Both of these two collision kernels were considered in Publication [III].

The agglomeration efficiency, \( \psi_s \), is initially governed by a variety of effect, such as attractive force (Van der Waals theory) and repulsive force (DLVO theory). This balance is significantly influenced by the ionic strength of the solution. Another major effect is due to hydrodynamics or viscous interaction, which tends to hinder the approach of colliding particles. For the reactive crystallization system, an important factor is the strength of ‘bridge’ formed in regions of high supersaturation (Hounslow et al., 2001). The agglomeration efficiency can be expressed as:

\[
\psi_s = \frac{(\Gamma(\varepsilon)/\Gamma_{50})^\gamma}{1 + (\Gamma(\varepsilon)/\Gamma_{50})^\gamma}
\]

(3.20)

The strength of aggregate, \( \Gamma(\varepsilon) \), is a function of the energy dissipation, crystal size, apparent yield stress, density of particle, dynamic viscosity of liquid and the growth rate of crystal:

\[
\Gamma(\varepsilon) = \frac{\alpha \mu^{1/2} G^2}{\rho_t^{3/2} d_{3.0}^{2} \varepsilon^{3/2}}
\]

(3.21)

where \( d_{3.0} \) is the volume mean diameter, calculated as the ratio of the 3rd and 0-th order moment; \( \Gamma_{50} \) and \( \gamma \) are parameters fitted against experimental data.

### 3.3.5 Breakage

Similar to the coalescence or agglomeration of particles in turbulent flows, the breakage of particles in turbulent dispersions is significantly influenced by the continuous phase hydrodynamics and interfacial interactions. In another word, the breakage of bubbles and crystals is determined by the flow field and the characteristics of the particles themselves.

#### 3.3.5.1 Breakage of bubbles

Bubble breakage depends on the balance between external stresses that tend to deform and break the bubbles and internal forces, such as viscous and interfacial forces, that restore their form. The turbulent fluctuation and the shear rate are commonly considered as reasons for instability on the gas-liquid interface. Narsimhan et al. (1979) proposed a model for
breakage of droplets in liquid-liquid system, based on the eddy arrival rate at the drop surface. They assumed that only eddies smaller than the droplets and with sufficient kinetic energy are able to result in a breakup event, whereas bigger eddies only contribute to their transport. Then, a model for bubble breakage frequency is proposed based on Narsimhan's theory (Lee et al., 1987):

$$g_o(L_i) = c_1 e^{L_i/3} \left[ 1 - \frac{1}{F} \int_{L_i}^{L_i} c_2 \frac{\sigma L_i}{\rho L_i e^{2/3} \chi^{1/3}} dx \right]$$

(3.22)

where $F$ represents the cumulative chi-squared distribution function with three degrees of freedom; $c_1$ and $c_2$ are two parameters to be obtained via fitting with experiments. It has been reported that viscous forces proportional to the viscosity of the liquid phase could contrast bubble breakup (Walter & Blanch, 1986). Therefore, the breakage model was extended by Laakkonen et al. (2006) as:

$$g_o(L_i) = c_1 e^{L_i/3} \text{erfc} \left( c_2 \frac{\sigma L_i^{5/3} + c_3 \mu L_i}{\sqrt{\rho L_i \rho_c L_i^{1/3}} L_i^{4/3}} \right)$$

(3.23)

where erfc() indicates the complementary error function. The fitting parameters, $c_1$, $c_2$ and $c_3$, were identified through an extensive experimental campaign on a gas-liquid stirred tank reactor (Laakkonen et al., 2006). In general, the breakage frequency was developed based on the empirical and phenomenological consideration. It can be used for different fluids and flow conditions, as the relevant properties of phases and the parameters of flow dynamics have been taken into account. This model has been implemented in the Publication [III]. In addition, Luo and Svendsen (1996) formulated a kernel for the binary bubble breakup that implicitly includes the distribution of the bubbles after breakage. Several well-known deficiencies of this model has been avoided either by considering capillary (Lehr et al., 2002) or kinetic energy density constrains (Hagesaether et al., 2002) or both of them (Wang et al., 2003). By reviewing and comparing the available bubble breakage models, Kostoglou and Karabelas (2005) found that various forms of breakage model were developed by several authors, which lead to great uncertainties of bubble beakage. Therefore, the scope of application and limitation of models should be carefully considered during the model development.

Together with the breakage frequency, the breakage pattern that specify the number and size of bubbles after breakage of mother bubble should be described by the daughter size distribution (DSD) function. Theoretically, the DSD function depends on the properties of phases, the size of mother bubbles and the local turbulence intensity. In reality, a bubble could divided into two (binary breakup) or several fragments with equal or unequal sizes, depending on the initial extent of active state and the gas redistribution mechanisms. In a
fully developed turbulence flow, binary breakup caused by local turbulent eddies is the most likely event in which the size of the daughter bubbles may be different.

Luo and Svendsen (1996) proposed a DSD function based on the theories of isotropic turbulence and probability:

\[
\beta(f_v, L_i) = \int_{L_{rev}}^{L_i} P_b(f_v | L_i, \zeta) \varpi(L_i) d\zeta
\]

(3.24)

where \( P_b(f_v | L_i, \zeta) \) is the probability density that a bubble/droplet with size \( L_i \) breaks into two parts, one with volume fraction of \( f_v \) and the other with volume fraction of \( (1-f_v) \); \( \zeta \) is the size of turbulent eddy that collides with bubble of size \( L_i \); \( \varpi(L_i) \) is the collision frequency of eddies of size between \( L_i \) and \( dL \) with bubble of size \( L_i \). The major shortcoming of the Luo’s model is that only the energy constraint is considered. To account for the capillary constrains, Lehr et al. (2002) formulated a daughter distribution function based on local fluid properties and turbulence intensity, as well as the size of the mother bubble \( (L_i) \):

\[
\beta(L_i, L_j) = \begin{cases} 
\frac{6}{\pi^{3/2} L_i^3} \exp \left\{ -\frac{9}{4} \left[ \ln \left( \frac{2^{2/3} L_i e^{2/3} (\rho_L / \sigma)^{1/3}}{2^{1/5} \lambda e^{2/5} (\rho_L / \sigma)^{1/5}} \right) \right]^2 \right\}, & 0 \leq L_j^3 \leq \frac{L_i^3}{2} \\
\beta(L_i - L_j, L_i) \frac{L_j^3}{2} \leq L_j^3 \leq L_i^3 
\end{cases}
\]

(3.25)

Then a more complicate breakup kernel function accounting both energy constraint and capillary pressure constraint was developed and validated by Wang et al. (2003, 2005) in a bubble column. In the stirred tank reactor, the local turbulent kinetic energy is extremely large near the impeller. Binary breakage is not always valid in such complex flow conditions. The experiments of Risso and Fabre (1998) proved that multi-breakage events are a major source of bubbles formed from breakage of larger bubbles in the turbulent flow field. Therefore, Laakkonen et al. (2007) proposed a DSD function based on the Beta probability density function:

\[
\beta(L_i, L_j) = \frac{1}{2} (1 + c_r)(2 + c_r)(3 + c_r)(4 + c_r) \left( \frac{L_i^2}{L_j^2} \right) \left( \frac{L_j^3}{L_i^3} \right)^2 \left( 1 - \frac{L_j^3}{L_i^3} \right)^{c_r}
\]

(3.26)

where \( c_r \) is the adjustable parameter of beta distribution. The break event is binary when \( c_r \) is 2.0. For the multi-fragments breakage, the \( c_r \) can be obtained by parameter fitting against experimental data. It should be noticed that the construction of \( \beta \) table could produce small numerical error. Therefore, the table is further scaled for exact volume conservation. In
another word, the volume of mother particle must be conserved during the numerical integration of beta distribution:

\[ \int_0^1 \beta(L_i, L_j) L_i^3 dL = L_j^3 \]  

(3.27)

The easy implementation and flexible application represent the major advantages of the Beta distribution in Publication [II]. This DSD function was successfully validated in the case of fully turbulent gas-liquid flow performed in a stirred tank (Laakkonen et al., 2006; Petitti et al., 2010).

3.3.5.2 Breakage of crystal agglomerates

In the reactive crystallization, the crystals sizes are commonly very small (under 10 μm) due to the relatively high supersaturation as mentioned previously.

Two mechanisms contribute to the breakage of agglomerates. The first one is normal stresses acting on surface of the particle while the second is disrupting stresses acting on a crystal agglomerate captured by two eddies acting on the opposite sides of the particle. The normal stresses could dominate the breakage when the size of the turbulence eddy is smaller than size of particle. When the size of turbulence eddy is larger than the size of particle, the breakage could be governed by the shear stress originating from different eddies with different turbulent velocities.

Particle breakage functions can be factored into two parts. The breakage frequency, \( g(L_i) \), is the rate function for particle breakage, and daughter size distribution, \( \beta(L_i | L_j) \), defines the probability that a fragment of size \( L_j \) is formed from the breakage of an \( L_i \)-sized particle. The expressions of particle breakage frequency for liquid-liquid and liquid-solid systems have been reviewed in the previous literature (Marchisio et al., 2003). The breakage rate can be written as a function of the aggregate strength (\( \tau_f \)) when the detail information of the particle agglomerate is known (Ayazi Shamlou et al., 1994):

\[ g_s(L_i) = \frac{1}{\sqrt{15}} \left( \frac{\varepsilon}{V_L} \right)^{1/2} \exp \left[ -\frac{\tau_f}{\mu_L \left( \varepsilon / V_L \right)^{1/2}} \right] \]

(3.28)

where is a function of inter-particle force and the volume fraction of solid with the aggregate. In practice, however, it is impossible to obtain these varying parameters during the chemical process, such as crystallization in Publication [II] and reactive dissolution in Publication [III]. The widely applied breakage rate for particle agglomerates is based on a power law function including kinematic viscosity, turbulence dissipation, and agglomerate size (Kramer & Clark, 1999; Wójcik & Jones, 1998).
where $c_{br}$ is a dimensionless breakage constant; $\alpha$, $\beta$ and $\gamma$ are empirical exponents. It is worth noting that the powers in this model are not independent due to dimensional consideration. Therefore, the breakage rate could be rewritten in terms of the size of the agglomerate, the Kolmogorov length scale ($\eta$), and Kolmogorov time scale ($\eta_T$). As a result, the breakage rate can be expressed as (Zhao et al., 2017):

$$g_s(L_i) = c_{br} L_i^\alpha \eta_T^{-1}$$

Together with the breakage frequency, also the daughter size distribution (DSD) function is needed to model the outcome of a breakage event. A variety of functional forms for the DSD functions, including uniform, erosion, parabolic, fixed mass ratio (1:4) and symmetric fragmentation has been proposed and validated through comparison with the experimental data in Publication [II]. Most of the DSD functions are proposed based on the breakage of single particle, droplet and bubbles (Luo & Svendsen, 1996; Zaccone et al., 2007). Kramer and Clark (1999) summarized the breakage mechanisms of particle agglomerates and proposed the model of breakage frequency. For the particle agglomerate, however, many factors such as the structure of the particle agglomerates, the strength of particle-particle bridges and the breakage pattern should be considered in the formulation of the DSD. Unfortunately, a comprehensive study on DSD functions for the breakage of particle agglomerates is not available in the literature. An empirical way adopted in this work to overcome this issue is to introduce a well-defined probability density function form with a limited number of parameters controlling the shape of the distribution and the number of the fragments generated by the breakage event, which can be fitted through comparison with the experiments. For this purpose, previously mentioned beta distribution is a suitable continuous probability distributions function, which is capable of empirically describing the breakage of particle agglomerates.
4. Flow dynamics

Simulation of reactive crystallization under ideal mixing assumption can be performed by solving the population balance model coupled with detailed chemistry. As previously mentioned, the crystallization kinetics are closely related to the physical properties and fluid dynamics characteristics. In fact, non-uniform distribution of the supersaturation caused by the non-ideal mixing condition frequently appears in industrial scale crystallizers. Nucleation could firstly happen in the region with higher supersaturation, such as evaporation interface, cooling surface and feeding area, which have a strong influence on the PSD of crystal products. Besides, the particle (bubbles and crystal) behaviors, such as coalescence/agglomeration and breakage, are strongly affected by local turbulent intensity near the impeller of stirred tank, especially in the gas-liquid reactive crystallization. As a typical rate-limiting step, mass transfer rate is determined by local mass transfer coefficient and mass transfer area. Therefore, the prediction of the local flow dynamics acts as a vital procedure in the simulation of reactive crystallization.

Computational fluid dynamics (CFD) presents a useful approach to predict the flow field that govern the crystallization rate and the physical properties of crystals in the solution. Kramer et al. (2000) predicted the distribution of supersaturation during evaporative and cooling crystallization in the forced circulation crystallizers. They indicated that only a part of the crystallizer volume is effectively used for the growth of crystals. Logashenko et al. (2006) coupled the population dynamics and the flow in the continuous stirred crystallizer to investigate crystal growth and breakage under different residence time. Sha et al. (2001) simulated size-dependent crystal classification under different mixing intensities, product removal locations and crystallizer geometries by means of CFD. By comparing results from CFD simulation and results calculated under the assumption of ideal mixing in various types of crystallizers: draft tube magma (DTM), double draft tube (DDT) and fluidized bed (FL), Plewik et al. (2010) found a large deviation and underlined the importance of the CFD simulation. Wei and Garside (1997) first combined CFD calculation of turbulent flow field with reactive crystallization kinetics of barium sulfate in a liquid solution, investigating the influence of position and direction of feeding process on the PSD of the final products. Subsequently, the CFD-PBE became a popular approach to simulate the industrial-scale crystallizers. As regards the gas-liquid system, Rigopoulos and Jones (2001) tried to simulate a bubble column by coupling a very simplified multiphase CFD model with PBE
model for crystals. For bubbles, only monodisperse bubble distribution was assumed without considering bubble coalescence and breakage. For crystals, only nucleation and growth were considered. These assumptions may be not reasonable for stirred tank reactors, since the intensive breakage of bubbles and crystals near the impeller could considerably improve the gas-liquid mass transfer and crush the crystals into smaller pieces. However, performing a comprehensive model coupling the multiphase flow dynamics with a detailed gas-liquid crystallization could require a heavy computational resource. Therefore, compartmental model could act as an alternative approach to reduce the computational costs of the CFD simulation with a coarse-grained description of the fluid field.

Compartmental model is a trade-off between the ideal mixing assumption and CFD, which was firstly proposed by Partterson (1975) to describe the turbulent flow field. Zauner and Jones (2002) predicted the nucleation rate and evolution of particle size for a reactive crystallization with compartmental model. Kagoshima and Mann (2006) built a fluid mixing model to successfully simulate the PSD of BaSO\(_4\) in an unbaffled stirred tank. Regarding the gas-liquid chemical adsorption, Rigopoulos and Jones (2003) developed a hybrid CFD framework to calculate the chemical absorption rate of CO\(_2\) bubbles into alkali solution in the bubble column. Nauha and Alopaeus (2013) coupled the CFD simulation and algal growth model in a bubble column by using compartmental model. To introduce the modeling approach, we take the gas-liquid reactive crystallization of Ca(OH)\(_2\)(aq) – CO\(_2\)(G) in a stirred tank reactor as an example. The model combines the description of flow field with several sub-models, namely gas to liquid mass transfer, chemical reaction, crystallization processes and population balances for both gas and crystals in Figure. 4.1.
4.1 Computational flow dynamics (CFD)

Compartmental model is carried out based on the realistic flow field calculated using CFD. The simulation domain of the stirred tank is divided into a number of computational cells (grid) with finite volume approach. A transient two-phase simulation of water and CO₂ is performed with the dispersed Eulerian multiphase model. The basic equations of flow motion, namely Navier-Stokes (N-S) equations, are solved numerically in each cell.

4.1.1 Basic two-fluid equation

*The mass conservation equation:*

\[
\frac{\partial (\rho_p \varphi_p)}{\partial t} + \nabla \cdot (\rho_p \varphi_p \mathbf{u}_p) = 0
\]  
(4.1)

*The momentum conservation equation:*

\[
\frac{\partial (\rho_p \varphi_p \mathbf{u}_p)}{\partial t} + \nabla \cdot (\rho_p \varphi_p \mathbf{u}_p \mathbf{u}_p) = -\varphi_p \nabla P + \rho_p \varphi_p \mathbf{g}_p + \varphi_p \mu_p \nabla^2 \mathbf{u}_p + \mathbf{F}_p
\]  
(4.2)

where \( p \) is the index of phase (G and L); \( \varphi \) is the volume fraction, \( \sum \varphi_p = 1 \); \( \mathbf{u} \) is the vector of velocity; \( \mathbf{g} \) is the vector of gravity; \( \mu_p \) is the shear viscosity; \( \mathbf{F} \) are the interfacial forces including drag forces, lift forces, turbulent dispersion forces and virtual mass forces.

4.1.2 Turbulence model

Several approaches are available for dealing with the turbulent flow, such as direct numerical simulation (DNS), large eddy simulation (LES) and Reynolds averaging N-S equations (RANS) (Ranade, 2001). DNS provide the most exact approach that requires resolving the smallest eddies and represents the turbulent mixing accurately. Such mechanism, however, needs extremely expensive computation. In LES, the turbulent flow consisted of eddies with a wide spectrum of scales, in which large eddies are resolved directly while the small eddies are modeled. LES modes are also three-dimensional and time-dependent but much less costly than DNS. In RANS, the instantaneous N-S equations are decomposed into time-averaged and fluctuating components. It is not necessary to resolve all the small scale eddies since the variation of time-averaged quantities occurs at much larger scales. Therefore, RANS requests much less computing resources than LES or DNS and presents the most widely used method for engineering simulation. RANS-based turbulence models can be grouped into two categories: the Reynolds stress modes (RSMs) and the eddy-viscosity models. For general-purpose flow simulation, the most frequently used two equation eddy-viscosity models, including Standard \( k-\varepsilon \) model, renormalization group \( k-\varepsilon \) (RNG) model, realizable \( k-\varepsilon \) model and \( k-\omega \) model, are based on the assumption that an analogy exists
between Reynolds stress and viscous stress and the turbulent flow is isotropic. The comparisons between different turbulent models and their limitations have been widely discussed in the literature (Yakhot and Orszag, 1986; Ranade, 2001; Sajjadi et al., 2012). It is desirable to use the realizable $k$-$\varepsilon$ turbulence model to predict the turbulent intensity in the agitated (Buffo & Marchisio, 2014).

4.1.3 Interphase forces

Theoretically, the interphase forces between the gas and liquid phase include drag force, lift force, virtual mass force and turbulent dispersion force. In aerated stirred tank, however, the effects of virtual mass and turbulent dispersion are almost negligible compared to the drag force. Scargiali et al. (2007) have reported an increase of overall gas holdup from 4.36 % to 4.67 % and from 4.36 % to 4.60 % by considering the effect of lift force and virtual mass respectively. Ashraf Ali and Pushpavanam (2011) found that the drag force are mainly responsible for lateral migrations of bubbles and distribution of gas volume fraction in the reactor. In addition, McClure et al. (2014) found that the lift force is important for smaller bubbles near the impeller. Therefore, only lift and drag force are involved by the Tomiyama correlation in this study (Tomiyama et al., 1998).

4.2 Compartmentalization

To begin with the compartmentalization, the time averaged cells values (pressure, volume fraction, turbulence dissipation, etc.) were simply calculated. These intermediate values are stored in user-defined memory locations for cells. The flows between cells, however, could not be averaged and saved for later retrieve by the algorithm termed compartmentalization. In order to calculate the volume flows between compartments, the division of flow domain into compartments should be carried out before the time averaging calculation. Noting that the flows between compartments are considered two way flows. In the stirred tank reactor, the radial mixing is prevailing due to the rotation of impeller. The radial flows would possibly eliminate each other and produce a zero result if the flow between compartments was considered one way (Nauha & Alopaeus, 2015).
Compartmentalization (division of compartments) can be performed automatically or manually. Automatic compartmentalization refers to a procedure capable of automatically defining a suitable network of zones after scanning the information in all of the cells according to a certain division criteria (Bezzo et al., 2003; Bezzo & Macchietto, 2004). The main advantages of this procedure include: (1) a quick and reliable definition of a network of zones; (2) the possibility of increasing the model resolution without major time expenditure during the model definition; (3) the ease of re-defining and adjusting previous zone models. However, the number of compartments could vary under different operating conditions, since it is only determined by the division criteria. It is difficult to compare the simulation results in this way. In addition, a large number of compartments coupled with a full population balance model could significantly reduce the calculation speed. Moreover, the shape of compartment could vary by collecting the cells that satisfy the division criteria. Thus, it is possible to miss some cells during automatic compartmentalization, making debugging process rather time consuming. In fact, the steady state flow fields in such stirred tanks are quite predictable, making manual compartmentalization possible. This division can be decided through observation of the gas-liquid flow pattern (Laakkonen et al., 2006). For the gas-liquid crystallization, the local gas-liquid mass transfer could dominate the overall reaction rate. On one hand, gas volume fraction in the feeding area could be larger than the tank averaged value, which could lead to higher mass transfer rate. On the other hand, turbulence energy dissipation in the vicinity of impeller could be much higher than other zones in the agitated vessel. Several variables, such as mass transfer coefficient, coalescence and breakage rates for the gas bubbles, aggregation and breakage rates for the crystals, are governed by the local turbulent intensity. Therefore, the spatial distribution of energy dissipation and gas volume fraction are chosen to be references to subdivide the flow field into different regions: feeding zone, stirring zone, baffle zone, suspension zone, and degassing zone in Fig. 4.2. Then the number/size independence study was performed by simulate the gas-liquid crystallization with an increasing number of compartments from 6.
to 85, which indicates that a division of 58 compartments is enough to achieve a number/size independent simulation.

4.3 Compartmental model

Compartmental models have been broadly adopted to study the local multiphase hydrodynamics in agitated vessels (Vasconcelos et al., 1995; Vlaev et al., 2002; Laakkonen et al., 2007). In this work, the flow fields captured from the previous CFD simulation are coupled with gas-liquid crystallization models, including gas-liquid mass transfer, chemical reaction, crystallization kinetics and PBEs for bubbles and crystals, by means of the compartmental model.

The compartmental model mainly solve the dynamic mass, scalar and population balances for every compartment. The liquid flow rates crossing the compartment interface are taken directly from the previous CFD simulation of gas-liquid flow and assumed constant. The bubble flow rates are calculated based on the bubble velocities that are summation of liquid velocities and slip velocities. In the CFD-PBE simulation, slip velocities of dispersed phase are commonly calculated from the Sauter Mean Diameter ($d_{32}$). In compartmental model, slip velocity of each bubble size category is considered by solving population balance equations (PBEs). HMMC is adopted to solve PBEs of bubbles to achieve a good compromise between computational load and accuracy. In order to save the computational resource, QMOM was used to solve the PBEs of crystals. In addition, physical properties, such as average density, viscosity and volume fraction of each phase are updated constantly during the simulation. The heat balances are not involved, since the gas-liquid reactive crystallization is performed at ambient temperature and pressure.

4.3.1 Governing equations

4.3.3.1 Mass balance

For compartment $i$, the mass balance equation for each liquid component can be expressed as:

$$\frac{dn_{ij}}{dt} = \sum_{j=1}^{NB} c_{L,j} F_{L,ji} - c_{L,j} \sum_{j=1}^{NB} F_{L,j} + N_{GL,i} a_{GL,i} V_{L,i} + r_{L,i} V_{L,i}$$

(4.3)
where $i$ and $j$ are the indexes of compartments; $NB$ is the total number of compartments; $in$ and $out$ represent the indexes of feeding and degassing compartment respectively; $F$ is the flow rate; $N$ is the gas-liquid mass transfer fluxes; $a$ is the mass transfer area; $r$ is the chemical reaction rate; $V$ is the volume of liquid phase. Terms on the right hand side are: (1) internal liquid flow in, (2) internal liquid flow out, (3) mass transfer rate and (4) reaction rate.

The mass balance equation for each chemical specie of gas phase in compartment $i$ is calculated as follow:

$$
\frac{dn_{Gi}}{dt} = c_{Gin}F_{Gin} - c_{Gout}A_{out} \sum_{p=1}^{NC} v_p U_{p,slipout} Y_{p,slipout} \\
+ \sum_{j=1}^{NB} \left[ c_{G,j} A_{j} \phi \sum_{p=1}^{NC} v_p U_{p,j} Y_{p,j} \right] - c_{G,j} \sum_{p=1}^{NC} A_{j} \phi \sum_{p=1}^{NC} v_p U_{p,j} Y_{p,j} - N_{GL,j} a_{GL,j} V_{L,j} \quad (4.4)
$$

where $p$ is the index of bubble size category; slip represent the index of slip velocity; $A$ is the area between compartments; $v_p$ is the volume of single bubble in the $p$-th size category; $U$ is the velocity of gas phase; $\phi$ is the volume fraction of gas phase; $Y$ is the particle density of bubbles. Terms on the right hand side are: (1) Gas feed, (2) Gas outlet, (3) internal gas flow in, (4) internal gas flow out and (5) mass transfer rate.

The mass balance of solid phase can be represented directly by the population balance of crystals, since there is no inflow and outflow for the liquid phase and solid phase in the semi-batch operation in this work.

4.3.1.2 Population balance

The reference volume of the variable (particle density for bubbles and moment for crystals) in PBEs is the dispersion volume:

$$V_{disp} = V_L + V_G \quad (4.5)$$

The liquid volume, $V_L$, is assumed constant. However, the gas volume, $V_G$, is allowed to change slightly since the terminal velocities of bubbles recalculated from real bubble size distribution could cause variation of gas volume fraction.

The discrete version of PBE for the bubbles can be written as:

$$
\frac{\partial Y_{pi}}{\partial t} = \frac{1}{V_{disp}} F_{Gin} Y_{pi,in} - \frac{1}{V_{dispout}} U_{p,slipout} A_{out} Y_{p,slipout} + \frac{1}{V_{disp}} \sum_{j=1}^{NC} U_{p,j} A_{j} \phi \ Y_{p,j} - \frac{Y_{pi}}{V_{disp}} \sum_{j=1}^{NC} U_{p,j} A_{j} \phi \\
+ G_{p,i} + B_{p,i} + B_{p,i}^{br} - D_{p,i}^{cl} - D_{p,i}^{br} \quad (4.6)
$$
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where \( G \) is the growth term of bubbles; \( B \) and \( D \) is the birth and death term calculated from the coalescence (cf) and breakage (br) of bubbles. Terms on the right hand side are: (1) Gas feed, (2) Gas outlet, (3) internal gas flow in, (4) internal gas flow out, (5) growth due to the mass transfer and varying pressure, (6) birth due to coalescence, (7) birth due to breakage, (8) death due to coalescence and (9) death due to breakage.

After performing the moment transformation, the PBE for the crystals becomes:

\[
\frac{\partial m_{ij}}{\partial t} = \frac{1}{V_{\text{disp}} j} \sum_{k} m_{kj} F_{\text{disp}ji} - \frac{1}{V_{\text{disp}} k} m_{ki} \sum_{\ell} F_{\text{disp}ij} + G_{ki} + J_{ki}^{\infty} + B_{ki}^{\infty} + B_{ki}^{br} - D_{ki}^{\infty} - D_{ki}^{br} \quad (4.7)
\]

Terms on the right hand side are: (1) internal crystals flow in, (2) internal crystals flow out, (3) growth term, (4) nucleation term, (5) birth due to agglomeration, (6) birth due to breakage, (7) death due to agglomeration and (8) death due to breakage. The Wheeler algorithm is used to calculate the quadrature approximation from the set of the transported moments.

In order to solve the balance equations from Eq. (4.3) to Eq. (4.7), several sub-models are needed, including the internal flows between compartments, interphase forces between bubble and liquid, the physical properties of dispersion and the closures models for the PBEs.

### 4.3.2 Flows between compartments

As mentioned earlier, the flows between compartments need to be calculated based on the previous CFD results. Two algorithms are available in the literatures. Laakonen et al. (2007) directly derived the liquid flows from the results of one phase CFD simulation and assumed that the bubbles follows the liquid flow field with addition of slip velocity. The slip velocity is calculated by Newton-Raphson iteration of the force balance on a bubble, including the gravity, buoyancy and drag force. It is worth noting that the liquid flow are assumed bi-directional at the interfaces between compartments, which improve the accuracy of flow field prediction. The rise of bubbles due to slip causes a backward liquid flow of equivalent volume, namely bubble induced flow. The consideration of bubble induced flow ensures that relative volume of compartments remain unchanged. For the gas-liquid reactive crystallization, however, the flow rate correction from one phase CFD calculation could increase the computational cost, especially coupling with population balance equation. In addition, this assumption is not correct in the case that liquid flow is caused by the gas flow, such as bubble columns or suspension area in the stirred tank reactor. In Publication [III], an extended algorithm proposed by Nauha and Alopaeus (2015) to estimate the liquid flow and gas flow from results of two phase CFD simulation was adopted. Firstly, the gas flow rate and bubble velocity are taken from the CFD simulation as initial values. Then, the difference between slip velocities calculated from exact bubble size distribution and Sauter
Mean Diameter is estimated. Finally, this difference is utilized to correct the initial bubble velocity and gas flow rate in compartmental model.

4.3.3 Closure models

Several variables, such as slip velocity, bubble growth rate and correction of energy dissipation rate are still needed to solve these balance equation. In addition, the gas-liquid mass transfer fluxes has been introduced in Chapter 2. Nucleation, growth, agglomeration and breakage terms in the PBE of crystal and coalescence and breakage terms in the PBE of bubbles have been presented in Chapter 3.

4.3.3.1 Slip velocity

The force balance (gravity, buoyancy and drag forces) on a bubble in size category $p$ can be written as:

$$v_p (\rho_G - \rho_L)g = \frac{1}{2} a_{p_h} C_D \rho_L \overline{U}_{p, \text{slip}} |\overline{U}_{p, \text{slip}}|$$

where $a_h$ is the projected area of bubble in the direction of flow; $C_D$ is the drag force coefficient. Bubble slip velocities can be obtained by calculating Eq. (4.8) with Newton-Raphson iteration. Several empirical correlations have been develop for the calculation of drag coefficient in a gas-liquid system (Clift et al., 1978; Ishii & Zuber, 1979; Morsi & Alexander, 1972; Schiller & Naumann, 1933; Akio Tomiyama et al., 1998). Most correlations are valid for individual bubbles rising in stagnant liquid. Meanwhile, swarm and turbulence effects are known to have effect on drag force. However, the measurement of these effects in a stirred tank is difficult due to the intense coalescence and breakage of bubbles in the feeding and stirring region. According to the previous experimental validation (Laakkonen, Moilanen, Alopaeus, & Aittamaa, 2007), the Tomiyama correlation for isolated bubbles in slightly contaminated Newtonian liquids was adopted in this work (Akio Tomiyama et al., 1998):

$$C_D = \max \left( \min \left( \frac{24}{Re} \left( 1 + 0.15 Re^{0.687} \right) \frac{72}{Re} \frac{8}{3} \frac{Eo}{Eo + 4} \right) \right)$$

where $Eo$ is the Eötvös number that determines the shape of bubbles:

$$Eo = \frac{g (\rho_G - \rho_L) L_p^2}{\sigma}$$

(4.10)
4.3.3.2 Volumetric bubble growth rate

The bubble grow term is commonly driven by gas-liquid mass transfer and hydrostatic pressure. Therefore, growth term, $G_{p,i}$, are obtained from:

$$G_{p,i} = \sum_{q=1}^{NC} \xi(v_p, v_q)B_{q,i}Y_{q,i}$$  \hspace{1cm} (4.11)

where $p$ and $q$ are the index of bubble size category; $\xi(v_p, v_q)$ is volumetric growth table; $B_{q,i}$ is volumetric growth rate of bubbles of category $q$ in compartment $i$ (Laakkonen, 2006):

$$B_{q,i} = -a_q \sum_{p=1}^{NC} N_{GL,p,i}f_{G,p,i} + \sum_{j=1}^{NB} \left(1 - \frac{f_{G,j}}{f_{G,j}}\right)U_{q,j}A_{p,j}Y_{q,j}v_q$$  \hspace{1cm} (4.12)

where $a_q$ is the surface area of bubble of category $q$; $N_{GL,p,i}$ is the gas-liquid mass transfer flux of bubble of category $p$ in compartment $i$; $f_{G,p,i}$ is the partial molar volume of bubbles of component $p$ in compartment $i$. The first term on right hand side of Eq. (4.12) is growth due to gas-liquid mass transfer while the second term considers the effect of pressure variation, when bubble moves from a compartment to another. In stirred tank ($3L$) adopted in Publication [III], the influence of hydrostatic press can be neglected since press difference between compartments is very small in a lab scale stirrer. It is worth mentioning that hydrostatic press should be taken into account during the simulation in a bubble column or reactor scale-up.

4.3.3.3 Correction of local energy dissipation rate

Breakage, agglomeration and coalescence rates of bubbles and crystals, slip velocities and mass transfer fluxes are mainly governed by local turbulence energy dissipation rate ($\varepsilon_{mix}$). Therefore, $\varepsilon_{mix}$ each compartment should be defined locally from the overall value obtained from the CFD simulation. However, it is worth noting that the $k$-$\varepsilon$ turbulent model, or more in general on RANS models, which are known to underestimate the total turbulent energy dissipation( Montante et al., 2001; Li et al., 2016). In this case, it is desirable to first scale the average energy dissipation rate ($\varepsilon_{ave}$) to match the realistic value. Then $\varepsilon_{ave}$ can be distributed to different compartment by means of relative dissipation factor to obtain local turbulence energy dissipation rate ($\varepsilon_{mix,i}$). Estimation of $\varepsilon_{ave}$ from Torque moment, $M$, is known as a feasible way to give better prediction without adopting extremely fine grids (Li et al., 2016). Therefore, $\varepsilon_{ave}$ is calculated as:

$$\varepsilon_{ave} = \frac{2\pi N_s |M|}{\rho_L V_L}$$  \hspace{1cm} (4.13)
Then the local dissipation rate can be defined by the relative dissipation factor, \( \vartheta_i \):

\[
\vartheta_i = \frac{\varepsilon_{\text{CFD},i}}{\sum_{j=1}^{NB} \varepsilon_{\text{CFD},j} w_i}
\] (4.14)

\[
\varepsilon_{\text{mix},i} = \vartheta_i \varepsilon_{\text{ave}}
\] (4.15)

where \( \varepsilon_{\text{CFD},i} \) is the local average energy dissipation calculated from CFD simulation; \( w_i \) is mass fraction of liquid in compartment \( i \) of the total mass of liquid. The scaling ensures that the mass integral of local dissipation is equal to the overall power consumption.

In regions with high gas hold up, influence of gas feeding and buoyancy on local energy dissipation rate should be taken into account. Finally, local dissipation rates are calculated by summing turbulence energy inputs due to mixing, buoyancy and kinetic energy of gas injection:

\[
\varepsilon_i = \varepsilon_{\text{mix},i} + \sum_{p=1}^{NC} Y_{p,i} \frac{|F_{p,\text{drag}}| U_{p,\text{slip}}}{\rho_i (1 - a_{G,i})} + \frac{F_{G,\text{in}} \rho_{G,i} U_{G,\text{in}}^2}{2 V_{L,i} \rho_{L,i}}
\] (4.16)

### 4.4.4 Advantages and limitations of compartmental model

Two assumptions are commonly made in the CFD-PBE simulation: (1) the gas phase is incompressible and (2) the drag force of all bubbles is calculated based on \( d_{32} \). Therefore, the bubble growth rate will not be affected by the local pressure. Bubbles with different sizes share the same slip velocity. These two limitations can be addressed in the compartmental model. The density of the gas phase is allowed to update with the local pressure in the system. Consequently, the influence of pressure differences is considered in the calculation of growth term in Eq. (4.12). In addition, the bubbles with different sizes are allowed to rise at different velocities since the slip velocity of each size category is obtained by solving the force balance equation with Newton-Raphson iteration. In this way, instead of the fixed gas volume flow in CFD simulation, gas volume flows from compartment to compartment are allowed to be updated with modifications of slip velocity and gas hold up in different batch operations. It is desirable to perform the time-consuming operations, including parameter fitting or process optimization, with compartmental model due to its low computational load compared to a full CFD simulation. In addition, it is also possible to directly scale up the reactor with compartmental model. By appropriate division of the fluid domain, compartmental model can be used to model gas–liquid reactor of different geometries without repeating CFD simulation. This is highly preferable in scale-up and in the cases where the product property demand or the geometries are changed.
Meanwhile, compartmental model still has several limitations: (1) accuracy of compartmental model significantly relies on the flow field captured by the previous CFD simulation; (2) test of compartments independence is always needed; (3) extreme values of important variables such as energy dissipation rate, gas hold up and concentration of components could vanish due to the averaging calculation in the compartmentalization.
5. Applications of mass transfer, population balance and compartmental model

The general formulations of mass transfer model, population balance model and the flow dynamics model for the reactive crystallization have been introduced in the previous chapters. The detailed applications involved in the related publications will be presented. Publication [I] proposed a mathematical model for reactive crystallization of magnesium carbonate with carbon dioxide from the magnesium hydroxide slurry in a stirred tank reactor. It is a very complex system, including dissolution of solid particle, absorption of gas bubble and formation of crystals. To simplify the mathematical description, assumption of ideal mixing and monodisperse bubble and crystal distribution were made. In addition, the breakage, coalesce and agglomeration of crystals and bubbles were neglected. The simulation results were found to be very sensitive to different operating conditions. A large deviation existed between experimental measurements and modeling results. In order to understand such complicated multiphase reaction, separate studies of reactive dissolution and gas-liquid crystallization were carried out in following publications. Publication [II] investigated the influence of particle breakage on overall dissolution rate and evolution of particle size distribution by using population balance model. Publication [III] studied the effect of fluid dynamics on gas-liquid reactive crystallization by means of compartmental model. As mentioned earlier, compartmental model is a compromise between the CFD-PBE simulation with detailed physical model and simulation under ideal-mixing assumption. The heavy computational load of CFD-PBE simulation can be attributed to the integration of N-S equations and PBEs. Publication [IV] investigated the influence of microwave field on the reactive crystallization of MgCO₃. In order to validate models introduced previously, isolated experimental validations were also carried out. The experimental equipment and methods will be discussed along with the related applications in this chapter.

5.1 Experimental equipment

Experimental set up (Fig. 5.1) consists of a jacked glass reactor of 3L capacity equipped with an impeller, a sparger, a thermostat (Lauda T2200), a pH meter (Metrohm 744), and a calibrated CO₂ flow meter (Kytola LH-LB18-HR). The internal diameter of the crystallizer is 150 mm and its height is 200 mm. A 50 mm diameter Rushton turbine with six blades is used as the impeller. In order to improve mixing and prevent vortex formation, four baffles
are located symmetrically at the inner wall of the reactor. Several equipment were adopted to analyze the samples taken during the experiment. Concentration of components in the liquid phase was measured by ion chromatography (IC, ICS-1100). The particle size distribution (PSD) of the crystal was measured by Beckman Coulter LS 13320 laser diffraction analyzer after filtration. The morphologies and surface features of the dried crystals were photographed with a scanning electronic microscope (SEM, JEOL JSM-5800). In addition, the mass fraction of component in the solid mixture was analyzed by using thermal measurements, thermogravimetry (TG) and differential scanning calorimetry (DSC). The experimental set up and measurement technique were adopted during validations of the models in Publications [I-III] together with Lappeenranta University and Technology.

Figure 5.1 Scheme of experimental setup

5.2 Modelling of mass transfer, reaction and crystallization in gas-solid-liquid system

5.2.1 Introduction

A mathematical model was proposed in Publication [I] to describe a reactive crystallization of MgCO₃ in a heterogeneous stirred tank reactor. The model includes dissolution of Mg(OH)₂, absorption of CO₂ and crystallization of MgCO₃. The electroneutrality was maintained by modifying the dissolution model with Nernst-Planck equation. Two-film theory was adopted for solid-liquid mass transfer of dissolution and gas-liquid mass transfer of absorption. However, chemical reactions occur in the liquid film adjacent to surface of solid or gas bubble could enhance interphase mass transfer (Sada & Kumazawa, 1973; Salmi et al., 2011). A test of one dimensional diffusion-reaction model was performed with real
physical boundary to confirm this enhancement effect. Then, van Krevelen–Hoftijzer expression was adopted to quantitatively evaluate the enhancement effect of chemical reaction between dissolved CO₂ and OH⁻ on rate of dissolution and absorption. Population balance equation was solved by a moment method to predict the evolution of particle size during the dissolution and crystallization process. The unknown parameters, including nucleation rate constant, growth rate constant and exponents of supersaturation in Eq. (3.12) and Eq. (3.14) were fitted against evolution of components concentration in the liquid phase and pH of the solution measured at different operating conditions. The fitted parameters has been reported in Publication [1].

5.2.2 Experimental validation

The experimental results of the investigated system have been reported in the literature (Han et al., 2014a, 2014b). In each batch operation, 100 g of Mg(OH)₂ and 2.5 L of deionized water were first mixed in a stirred crystallizer. The Sauter Mean Diameter of particle sample is 26.4 μm. When the temperature of the Mg(OH)₂ slurry achieved the target temperature of 25 °C, pure CO₂ (purity 99.7%, AGA) was introduced through a metal pipe with a porous sparger from the bottom of the crystallizer. The flow rate of CO₂ was controlled by a calibrated CO₂ flow meter. A pH meter (Metrohm 744) was used to monitor in situ the pH of the reaction system during the crystallization process. Slurry samples were taken at different times during the experiments. CO₂ flow was stopped when the pH of the suspension approached a constant value. All samples were filtered immediately after sampling, and crystals were dried at room temperature in order to avoid any change of the solid form or the composition of the samples that might be induced by high temperature drying. To validate the proposed model, the batch operation was carried out under operating conditions in Table 5.1.

Table 5.1 Operating conditions

<table>
<thead>
<tr>
<th>Exp</th>
<th>N, rpm</th>
<th>Q₀, m³·s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>560</td>
<td>1.67×10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>560</td>
<td>1.50×10⁻⁴</td>
</tr>
<tr>
<td>3</td>
<td>650</td>
<td>1.67×10⁻⁵</td>
</tr>
</tbody>
</table>

5.2.3 Results and discussion

5.2.3.1 Parameter fitting

The unknown crystallization parameters were fitted against measurement results at different operating conditions and shown in Table 5.2. It is worth noting that, the nucleation constant (kₙ) is sensitive to the geometry and mixing conditions in the stirred tank reactor (Myerson, 2001). Therefore, kₙ should be fitted separately for different operating conditions.
Table 5.2 Parameter fitting results of crystallization kinetics (95%)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_n$ (Case 1)</td>
<td>$(9.73\pm0.06) \times 10^6$</td>
<td>mol$^{-n-m^{(3n-3)}-s^{-1}}$</td>
</tr>
<tr>
<td>$k_n$ (Case 2)</td>
<td>$(5.69\pm0.03) \times 10^7$</td>
<td>mol$^{-n-m^{(3n-3)}-s^{-1}}$</td>
</tr>
<tr>
<td>$k_n$ (Case 3)</td>
<td>$(3.37\pm0.04) \times 10^7$</td>
<td>mol$^{-n-m^{(3n-3)}-s^{-1}}$</td>
</tr>
<tr>
<td>$k_g$</td>
<td>$(1.02\pm0.05) \times 10^{-10}$</td>
<td>mol$^{-m^{(3n+1)}-s^{-1}}$</td>
</tr>
<tr>
<td>$n$</td>
<td>$(1.11\pm0.04)$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$g$</td>
<td>$(1.29\pm0.09)$</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

5.2.3.2 The influence of impeller speed ($N$) and gas flow rate ($Q_g$)

The evolution of magnesium concentration ([Mg$^{2+}$]), mass fraction of Mg(OH)$_2$ and MgCO$_3$ in the solid mixture are shown in Fig. 5.2. Three distinctive periods can be found: 1) Induction period, 2) Growth period, and 3) Equilibrium period. In the induction period, nucleation is introduced under relatively high supersaturation. [Mg$^{2+}$] increases gradually at the beginning and tends to decrease after a peak value. However, the MgCO$_3$ crystals cannot be detected due to the small size of nucleus. In the growth period, [Mg$^{2+}$] decreases quickly due to the high supersaturation and the following growth of nucleus after reaching a critical level. Meanwhile, MgCO$_3$ begins to accumulate during the growth period. In the equilibrium period, supersaturation produced by the magnesium and carbonate ions is not adequate for further crystal growth. Therefore, [Mg$^{2+}$] tends to remain at a relatively high value. After comparing experimental and modelling results under different operating conditions, it turns out that higher impeller speed and gas flow rate can significantly improve the dissolution and crystallization rate. The higher impeller speed results in an increase of average turbulent intensity in the agitated vessel. Consequently, the higher mass transfer coefficient in proportion to the turbulent intensity accelerates overall rate of dissolution and absorption. Meanwhile, the higher impeller speed and gas flow rate can also improve the breakage of bubbles and increase the mass transfer area. It is interesting to note that the dissolution rate tends to slow down during the crystal growth period in Fig. 5.2 (b). According to the experimental observation, almost no gas exists under the gas sparger in the tank. Therefore, the local supersaturation could be different from the average value calculated by the model.
5.2.3.3 The effect of pH and enhancement factor (E)

The experimental and modeling results of pH are presented in Fig. 5.3(a). pH decreases quickly at the first few seconds and then drops gradually. As a key parameter, pH dominates the composition of the CO₂-H₂O equilibrium system. Evolution of [Mg²⁺], [CO₃²⁻] and supersaturation are shown in Fig. 5.3(b). [CO₃²⁻] begins to reduce when pH is lower than 8.5 and remains at relatively low value at the end of crystallization. Even though the [Mg²⁺] still remains at a high level at the end of crystallization, a low value of [CO₃²⁻] can significantly decrease the supersaturation since it is defined as a product of [Mg²⁺] and [CO₃²⁻]. As a result, nucleation and growth of crystal tends to slow down due to the decreasing supersaturation. Therefore, [Mg²⁺] remains at relatively high value even under further introduction of carbon dioxide. In addition, the pH is one of the reasons that lead to nucleation in the electrolyte solution.
The enhancement factors for solid-liquid mass transfer ($E_{SL}$) and gas-liquid mass transfer ($E_{GL}$) are shown in Fig. 5.3(a). $E_{SL}$ and $E_{GL}$ are mainly determined by the concentration of components in bulk solution and the thickness of the liquid film near the surfaces of solids and bubbles. The enhancement factor of the solid-liquid mass transfer, $E_{SL}$, increases at first 2300s of crystallization. This is because film reaction between CO$_2$(aq) and OH$^-$ improve the mass transfer near the solid-liquid interface. Meanwhile, the decrease of the thickness of the liquid film due to the shrinkage of dissolving particle could limit the variation of $E_{SL}$. This limitation becomes more significant when the diameter of solid particle reduces to certain level at around 2300s of reactive crystallization. Subsequently, the dissolution rate tends to slow down due to the decrease of $E_{SL}$ at the end of crystallization in Fig. 5.2 (b). For the gas-liquid mass transfer, $E_{GL}$ remains at constant during the absorption of CO$_2$, which means the enhancement effect of chemical reaction on gas-liquid mass transfer can be neglected.

The proposed mathematical model is able to predict the evolution of ions concentration, pH of the solution and the amount of dissolving solids and newly formed crystals. However, a certain degree of uncertainty of the simulation still exits, namely deviations between the experimental and modeling results. One reason could be the simplification of the dissolution model, as the solids here are assumed prefect spherical particles with identical diameters. In reality, the raw materials are not always perfect spheres or cubes, but rather agglomerates with various morphology, and the breakage of such large agglomerates may alter the total solid-liquid contact area, influencing the dissolution rate. This issue was addressed in Publication [II]. The other reason is the assumption of ideal mixing in the stirred tank. The breakage rate of particle agglomerates and gas bubbles near the impeller could be larger than the tank average value due to the non-uniform distribution of the turbulent intensity. As a result, gas-liquid and solid-liquid mass transfer rates can be different from point to point in the domain. In addition, the nucleation rate could be strongly influenced by several parameters, including supersaturation, turbulent intensity and suspension density (Mersmann, 2001). Therefore, different nucleation kinetics were fitted against experimental data under different operating conditions in this chapter. In publication [I], the nucleation
kinetics present a linear dependence with volumetric gas-liquid mass transfer coefficient, which is determined by fluid, filed in stirred tank reactors. The influence of fluid field on the multiphase crystallization will be investigated in Publication [III].

5.3 Population balance modeling for solid-liquid reactive dissolution

5.3.1 Introduction

Publication [II] proposed a population balance model coupled with a mass transfer model to simulate the simultaneous shrinkage and breakage of particles during the reactive dissolution of particle agglomerates in stirred tank as in Fig. 5.4. The high-order moment-conserving method of classes (HMMC) was adopted to solve the population balance model. The shrinking particle model was used to calculate the solid-liquid mass transfer rate in which driving force was estimated by considering the physical constraints including electroneutrality, water dissociation and dissolution equilibrium. The simulation results, including the concentration and the particle size distribution of the final products, were validated by experiments carried out in a laboratory scale stirred tank.

(a) Shrinkage of particle
(b) Breakage of particle

Figure 5.4 Graphical representation of different phenomena occurring during the reactive dissolution.

5.3.2 Experimental validation

In each batch reactive dissolution, 2.5L HCl solution (pH ≈ 1) was first mixed in the reactor at 25°C. When the temperature and pH achieved stable values, Mg(OH)_2 solids were rapidly added into the solution. Samples were taken at different times and filtered immediately. The dissolution rate can be obtained by tracking the concentration of magnesium ion in the filtrate and pH of solution. Unfortunately, based on the separate tests, the response time of pH meter was around 15s, which is too slow to follow the reactive dissolution. The PSD of the final products were measured by analyzing the filter residue with a Mastersizer 3000 laser diffraction analyzer. In order to validate the proposed model, different initial conditions (particle sizes) and operation conditions (impeller speeds) are used in Table 5.3. For the raw material, it is difficult to validate the dissolution rate due to the present of a mass of fine particles that dissolve extremely rapidly. Therefore, the two larger samples were obtained by mechanical sieving (Retsch AS-200). The influence of initial conditions on the
reactive dissolution can be found by carrying out the tests with different sieved samples and identical impeller speed (Case 1 vs Case 2) while the effect of operating conditions on the reactive dissolution can be revealed by performing the tests with the same sample but different impeller speeds (Case 2 vs Case 3).

Table 5.3. Initial and operating conditions

<table>
<thead>
<tr>
<th>No.</th>
<th>Seived sample, μm</th>
<th>Impeller speed, rpm</th>
<th>Initial pH</th>
<th>Initial mass of solids, g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>25 - 250</td>
<td>560</td>
<td>1.01</td>
<td>10.04</td>
</tr>
<tr>
<td>Case 2</td>
<td>125 - 500</td>
<td>560</td>
<td>0.97</td>
<td>10.09</td>
</tr>
<tr>
<td>Case 3</td>
<td>125 - 500</td>
<td>360</td>
<td>0.98</td>
<td>10.01</td>
</tr>
</tbody>
</table>

5.3.3 Results and discussion

5.3.3.1 Initial PSD

As the proper description of the initial condition is essential in the solution of the population balance model, the accurate discretization of the initial PSD is crucial to model the reactive dissolution. The SEM pictures of the raw materials are illustrated in Fig. 5.5: (a) raw materials are polydispersed particle mixture with roughly spherical shape, providing the feasibility of the assumption on the agglomerate shape; (b) the enlargement of the same sample shows the morphology of the particles. A high degree of the agglomeration in the raw material can be observed on a smaller spatial scale, demonstrating the fact that the breakage event can produce particles with a wide size range.

![Figure 5.5](image-url)
The initial PSD of particles is usually obtained by using a predetermined probability density function such as lognormal or Weibull distribution in which parameters are fitted against measured PSD. The high degree of polydispersity of the raw materials in Fig. 5.6(a), however, may lead to deviations between the fitted and measured initial PSD, which introduces further modelling errors. Therefore, the moment-conserving discretization of the initial PSD is performed. The main idea of discretization is to distribute the measured PSD into the predefined size classes, which can give excellent prediction of not only the shape, but also of the moments of the initial PSD in Fig. 5.6.

5.2.3.2 Parameter fitting

The concentration of magnesium ion and the PSD of the final products were calculated and compared with the experimental results under different initial and operating conditions. The only unknown physical parameters including the particle breakage constant ($c_{br}$) and the parameter of the DSD function ($c_\gamma$) were fitted against the experimental data, and the results of this procedure are reported in Table 5.4. These parameters are tank average values that are obtained based on the assumption of spatial homogeneity of the laboratory scale reactor. In the stirred tank reactor, the breakage rate of particle agglomerates near the impeller could be larger than the tank average value due to the non-uniform distribution of the turbulent intensity, as well as the PSD can be different from point to point in the domain. Indeed, a fitting process that involves the influence of hydrodynamics, mainly considering the local energy dissipation rate, could result in a more applicable and realistic set of physical parameters. However, the aim of Publication [I-II] is to formulate a simple model that helps us in the understanding of the investigated process; a detailed CFD model of the reactive dissolution is outside the scope of Publication [II] and left for the future.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{br}$ (Eq 3.34)</td>
<td>$1.12 \times 10^{-5} \pm 9.82 \times 10^{-7}$</td>
</tr>
<tr>
<td>$c_{y}$ (Eq 3.30)</td>
<td>$1.35 \times 10^{2} \pm 7.42$</td>
</tr>
</tbody>
</table>

5.2.3.3 The influence of operating conditions on the reactive dissolution

The dissolution rate can be calculated from the time evolution of the magnesium ion concentration in Fig. 5.7(a). It shows that the dissolution rate increases when the impeller speed increases or the initial particle size decreases: such rate is in fact governed by the solid-liquid mass transfer rate, which consists of three different terms, namely the mass transfer coefficient, the mass transfer area and the dissolution driving force. The effect of PSD and turbulent energy dissipation on the solid-liquid mass transfer coefficient and, therefore, on the total mass transfer area is clear in Fig. 5.7(b) and Fig. 5.7(c): the total mass transfer area is the highest in Case 1, where the initial PSD is shifted towards smaller particle diameters and where the impeller speed are constant. By observing Case 2 and Case 3, it is possible to note that a stronger turbulent intensity caused by the faster impeller speed results in a higher mass transfer rate, with a combined effect provided by an enhanced mass transfer and a higher particle breakage rate. In fact, in Case 2 a large amount of fine particles generated by the agglomerate breakage can speed up the dissolution as compared with Case 3, by providing a larger interfacial area for mass transfer. In addition, the present model can give a better understanding of reactive dissolution by analyzing the influence of operating conditions on both particle diameter and mass transfer area. The Sauter Mean Diameter ($d_{32}$) of the particles and the solid-liquid mass transfer area ($A$) are shown in Fig. 5.7(b) and Fig. 5.7(c). Case 1 produces the particles with smallest $d_{32}$ and largest $A$, which results in a highest mass transfer rate, while Case 3 produces the particles with the largest $d_{32}$ and smallest $A$, which results in a lowest mass transfer rate. These results agree with the experimental data in Fig. 5.7(a). Compared with Case 2 and Case 3, it is worth noting that the mass transfer area decreases in Case 1 in the first 40 s and then increase as depicted in Fig. 5.7(c). In theory, the mass transfer process reduces the mass transfer area according to the shrinking particle model while the particle breakage increases mass transfer area by generating fine particles. Therefore, it can be deduced that the particle dissolution has a major influence on the solid-liquid mass transfer area of the smaller particles (Sample 1) while particle breakage dominates the evolution of mass transfer area of the large particles (Sample 2). The different tendency between $d_{32}$ and $A$ proves that the mass transfer rate cannot be predicted accurately by only tracking two moments of the distribution, which usually are the total number of particles and the total volume of the system. A proper prediction in fact requires also the inclusion of an additional moment accounting for the total interfacial area, and therefore the use of the HMMC for the solution of the PBE for mass transfer problems is favorable. Finally, the present model can give an excellent prediction of the PSD with the fitted physical parameters in Fig. 5.7(d). It is also possible to notice that
the final particle size at the steady state is mainly determined by the impeller speed, with a negligible effect of the initial PSD.

The influence of the impeller speeds on particle diameter and mass transfer area shows that particle breakage could play an important role in the reactive dissolution of particle agglomerate. The evolution of PSD simulated by the reactive dissolution model (Case 2) with and without breakage are compared in Fig. 5.8. The PSD calculated by the model without breakage is only controlled by the solid-liquid mass transfer. Since the mass transfer rate of the smaller particles is higher than the larger ones, the PSD slowly becomes wider in Fig. 5.8(a). This behavior is not consistent with the experimental data reported in Fig. 5.7 (d). The results calculated by the model including breakage shows instead that such phenomenon rapidly shifts the PSD towards smaller particle diameters, as depicted in Fig. 5.8(b). Therefore, it is crucial to correctly describe the breakage of the agglomerations for the modeling of the present reactive dissolution.

**5.2.3.4 The influence of breakage frequency and DSD function on the reactive dissolution**

The influence of the impeller speeds on particle diameter and mass transfer area shows that particle breakage could play an important role in the reactive dissolution of particle agglomerate. The evolution of PSD simulated by the reactive dissolution model (Case 2) with and without breakage are compared in Fig. 5.8. The PSD calculated by the model without breakage is only controlled by the solid-liquid mass transfer. Since the mass transfer rate of the smaller particles is higher than the larger ones, the PSD slowly becomes wider in Fig. 5.8(a). This behavior is not consistent with the experimental data reported in Fig. 5.7 (d). The results calculated by the model including breakage shows instead that such phenomenon rapidly shifts the PSD towards smaller particle diameters, as depicted in Fig. 5.8(b). Therefore, it is crucial to correctly describe the breakage of the agglomerations for the modeling of the present reactive dissolution.
As it is possible to see from Fig. 5.9(a), the model without breakage results in a large deviation from the experimental data, which again stresses the importance of the particle breakage in the modeling of reactive dissolution of Mg(OH)\textsubscript{2} agglomerates. Meanwhile, the DSD functions accounting for the number of fragments (and their sizes) generated after the breakage event must be properly selected in order to predict the PSD accurately. Several DSD functions were implemented into the population balance model. To compare the influence of DSD functions, breakage rate constants (\(c_{br}\)) in Eq. (3.29) were fitted independently for each DSD function to guarantee the same dissolution rate in Table 5.5. It is apparent that different DSD functions result in different PSDs of the final product in Fig. 5.9(b) with the same dissolution rate. It is worth remarking that the DSD highly depends on the investigated system and in particular on the agglomerates internal stress and the interaction with the hydrodynamics. Therefore, the formulation of a phenomenological model can be very tricky, since the available experimental data are not sufficient for a more detailed validation. The prescribed beta distribution, instead, due to its flexibility compared with other imposed DSD, is able to provide a good agreement compared with the
experimental data at different operating conditions (Fig. 5.7 (d)) by using a unique set of parameters. Nevertheless, since the structure and the strength of the particle agglomerates are case dependent, the breakage rate constant could be varying in different systems, although these results are promising from a modeling point of view.

Table 5.5 Breakage rate constants corresponding to the tested DSD functions

<table>
<thead>
<tr>
<th>DSD functions</th>
<th>Value of $c_{br}$ (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta (Study case)</td>
<td>$1.12\times10^{-5} \pm 9.82\times10^{-7}$</td>
</tr>
<tr>
<td>Uniform</td>
<td>$9.83\times10^{-5} \pm 5.60\times10^{-6}$</td>
</tr>
<tr>
<td>Binary</td>
<td>$9.04\times10^{-5} \pm 1.33\times10^{-5}$</td>
</tr>
<tr>
<td>Symmetry</td>
<td>$5.47\times10^{-5} \pm 8.23\times10^{-6}$</td>
</tr>
<tr>
<td>Mass ratio 1:4</td>
<td>$1.02\times10^{-4} \pm 5.83\times10^{-6}$</td>
</tr>
</tbody>
</table>

5.2.3.5 The solid-liquid interface concentration

The interface concentration and mass transfer rate of components in Case 2 are presented in Fig. 5.10 and Fig. 5.11. The interface concentration of Mg$^{2+}$ and Cl$^{-}$ are larger than the saturated concentration while the concentration of OH$^{-}$ is smaller than the saturated concentration in Fig. 5.10. The concentration gradient of Cl$^{-}$ between the bulk solution and solid-liquid interface exists during the reactive dissolution even though the mass transfer flux of Cl$^{-}$ is zero. By introducing the Nernst-Planck equation, moreover, the conservation for the electroneutrality of the mass transfer flux is also guaranteed in Fig. 5.11. According to Eq. (2.11) and Eq. (2.18), the mass transfer fluxes are not only influenced by diffusion coefficient of each component but also by charges of ions. The mass transfer rate of Mg$^{2+}$ increases at first 10s and then decreases. This is mainly caused by the small variation of mass transfer area in Fig. 5.7(c). It can be deduced that the accurate prediction of the mass transfer area, which is determined by the particle size distribution, is critical to the modelling of reactive dissolution. The time-dependent interface concentrations represent the major difference between the reactive dissolution and non-reactive dissolution. By considering the physical constraints (electroneutrality, water dissociation and dissolution equilibrium) and the transport of all the components, the model can provide a more feasible and accurate prediction of the mass transfer rate than the constant value simply calculated from the solubility equilibrium.
The comparison between the modeling results and the data measured during reactive dissolution experimental campaign carried out in a laboratory scale stirred tank reactor pointed out several interesting aspects. Firstly, the model is capable of predicting the influence of different initial particle size and impeller speed on the reactive dissolution rate. Then, the influence of particle breakage on the Sauter Mean Diameter and the mass transfer area were identified: the inclusion of the particle breakage in the model is crucial to the accurate simulation of the dissolution rate and the evolution of particle size distribution. Compared to several daughter size distributions in the literature, the beta distribution provided the most flexible way to predict the breakage of solid agglomerates with complex internal structures. Finally, the interface concentration estimated by considering the physical constraints including electroneutrality, water dissociation and dissolution equilibrium, was found to be different from the values calculated by the solubility equilibrium during the reactive dissolution.

5.4 Compartmental modeling of gas-liquid crystallization

5.4.1 Introduction

As mentioned in section 5.2, the non-ideal mixing could lead locally different particle behaviors and mass transfer rates during the gas-liquid reactive crystallization in a stirred tank reactor. A ‘network of multi-zones’ analysis, namely compartmental model, was adopted in publication [III] to assess the influence of fluid dynamics on the crystallization process of CO₂(G)-Ca(OH)₂(aq) system in a stirred tank. The model combines the flow field with several sub-models, including gas to liquid mass transfer, chemical reaction, crystallization and population balance for both gas bubbles and solid crystals. The modeling predictions, including the average volumetric mass transfer coefficient, the concentration of calcium ions, the pH of the solution and the Sauter mean diameter of the final crystal products are eventually compared with experimental measurements.
5.4.2 Experimental validation

In order to validate the compartmental model, two different experiments were performed in this work. Measurements of the volumetric mass transfer coefficient ($k_La$) of the investigated system were already carried out in the literature. To test the feasibility of compartmental model and validate the gas-liquid mass transfer separately, the compartmental model was first carried out for the CO$_2$-H$_2$O system. Then solution of Ca(OH)$_2$(aq) with initial concentration of 20.32 mol/m$^3$ was prepared in a stirred tank reactor. The pure CO$_2$ gas was introduced from the gas sparger located at the bottom of tank. The dynamic calcium concentration, [Ca$^{2+}$], and the pH of the solution from experiments performed under different operating conditions were measured. The initial and operating conditions are listed in Table 5.6.

Table 5.6. Initial and operating conditions

<table>
<thead>
<tr>
<th>Initial condition</th>
<th>Values</th>
<th>Operating conditions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration of Ca(OH)$_2$(aq)</td>
<td>20.32 mol/m$^3$</td>
<td>Impeller speed</td>
<td>350 rpm 650 rpm</td>
</tr>
<tr>
<td>Volume of the dispersion</td>
<td>2.64×10$^{-3}$ m$^3$</td>
<td>Gas flow rate</td>
<td>1.67×10$^{-5}$ m$^3$/s</td>
</tr>
</tbody>
</table>

5.4.3 Numerical details

Fluent 16.0 software was used to solve a transient gas-liquid flow field in a stirred tank with Rushton turbine and four baffles located symmetrically at the inner wall of the reactor. Impeller motion was accounted for using a Multiple Frames of Reference method, where the tank is divided into two zones, with a zone around the impeller in rotating frame of reference where impeller appears stationary as in Figure 5.12 (a). The computational domain consisted of 366644 hexahedral grids as in Figure 5.12 (b). Grid independent study shows no significant variations on the properties of interest after further refinements.

For a gas-liquid-solid system, the extremely complex interactions between different phases are poorly understood due to the lack of effective and reliable experiment validation. Therefore, several assumptions are proposed:

1. Normal distribution with mean diameter of 4 mm and standard deviation of 1 mm is assumed as the initial PSD for bubbles, as the bubbles ranging between 1-8 mm have approximately the same terminal velocity (Clift et al., 1978).

2. Only buoyancy, gravity and drag forces are taken into account, because they are the most important factors for determining gas holdup and bubble size distribution in agitated vessels (Lane et al., 2005).

3. The crystals are assumed to follow the liquid flow, since the Stokes number of the crystals (with size smaller than 100 μm) is generally smaller than 0.1 (Tropea et al., 2007).

4. The power-law functions of the supersaturation are adopted to calculation nucleation and crystal growth rate. The crystal growth rate is taken to be independent of crystal size.
The Eulerian multiphase model was chosen to describe the continuity and momentum equations for each phase. The RANS approach, namely the realizable $k$-$\varepsilon$ turbulence model for the mixture with standard wall functions, was adopted to predict the turbulence of the stirred tank. The degassing boundary condition was used to model the gas flowing out at the top surface of the tank. This calculation can provide an accurate prediction of gas-liquid flow field and local value of pressure, energy dissipation and volume fraction of each phase. Before coupling the flow field with the mass transfer, chemical reaction and crystallization models in the compartmental model, the CFD domain needs to be split into a network of inter connected compartments by utilizing a user-defined function in Fluent 16.0. An idealized mixing pattern is assumed for each compartment.

![Figure 5.12 Geometry and mesh of the stirred tank](image)

**5.4.4 Compartment number/size independence study**

The compartmental approach is always a compromise between computational costs and accuracy. The compartmental model was first tested with 6 compartments. The simulation results were found to change with the increased compartment number, especially near the impeller region. Therefore, compartment number/size independence was studied by increasing the compartment number from 6 to 85 in Figure 5.13. As can be noted, the difference between 48 and 58 compartments is mainly in the division of the upper part of the stirred tank, which is an area where bubble coalescence occurs, and the modeling of such part may influence the prediction of the overall mass transfer coefficient. We performed the study for the following operating condition: impeller rate is 560 rpm and the gas flow rate is $1.67 \times 10^{-5}$ m$^3$/s. The results in terms of pH time evolution and the volume averaged $d_{50}$ of the final crystal product (at 150 s) were compared and shown in Fig 5.14 and Fig 5.15.
Figure 5.13. The schematic diagram of compartment number/size study

Figure 5.14. pH of the solution
Figure 5.15. $d_{32}$ of crystal products

As can be seen from the figures, the pH evolution is quite similar for all the cases, while the Sauter mean diameter of the crystal product first decreases rapidly with the number of compartments, after which the change is moderate. Based on this analysis, the predicted Sauter mean diameter remains constant when the number of compartments is above 58. Therefore, we decided to perform all the simulations with 58 compartments.

5.4.5 Result and discussion

5.4.5.1 CFD simulation and compartmentalization

The quality of the compartmentalization should be evaluated by comparing the flow field from CFD simulation and that obtained from compartmental algorithm, which has been shown Fig. 5.16. The comparison of essential variables including the distribution of energy dissipation rate ($\epsilon$) and the gas volume fraction ($\phi_G$) shows that compartmentalization with 58 subdivisions is capable of preserving the characteristic of flow fields in this investigated gas-liquid agitated vessel.
The comparison between the modelling results and experimental results of volume average $k_l a$ at steady state in CO$_2$-H$_2$O system are shown in Table 5.7. In order to estimate $k_l a$ of CO$_2$, experiments of oxygen absorption in water were performed with different impeller speeds and gas flow rate in the same reaction. By monitoring concentration of oxygen in water, $k_l a$ of O$_2$ was firstly calculated with method published by Fuchs et al. (1971)(Fuchs, Ryu, Humphrey, & Fuchs, 1971). Then $k_l a$ of CO$_2$ is estimated by correlation of $k_l a_{CO_2} / k_l a_{O_2} = (D_{CO_2} / D_{O_2})^{0.5}$, proposed by Hu et al. (2005). As one may note, the agreement is very good under different operating conditions, meaning that the compartmentalization strategy and set of sub-models are adequate to describe the system.
Experimental and modeling results of $[\text{Ca}^{2+}]$ and pH under different impeller speeds are shown in Fig. 5.17. At the first 20s of crystallization, namely nucleation period, the value of $[\text{Ca}^{2+}]$ remains constant due to the small size of crystal nucleus. Then growth of crystal prevails the crystallization and $[\text{Ca}^{2+}]$ decreases quickly. The evolution of pH shows similar trend as $[\text{Ca}^{2+}]$. pH of the solution is mainly governed by the gas-liquid mass transfer and simultaneous chemical reaction between CO$_2$(aq) and OH-. As previously mentioned, higher impeller speeds can improve gas-liquid mass transfer by increasing the average turbulent intensity and breaking the bubbles into smaller ones. In addition, the pH begins to drop dramatically when the crystallization stops, which is dominated by the CO$_2$-$\text{H}_2\text{O}$ equilibrium. Therefore, pH can be used to monitor the overall crystallization time and prevent the further dissolution of crystal products with extra CO$_2$ feeding.
<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>N, rpm</td>
<td>Q, m³/s</td>
</tr>
<tr>
<td>350</td>
<td>1.67×10⁻⁵</td>
</tr>
<tr>
<td>560</td>
<td>1.67×10⁻⁵</td>
</tr>
</tbody>
</table>

**5.4.5.3 Local information of the stirred tank**

At the beginning of crystallization, the concentration of OH⁻ in the solution is relatively high. Therefore, CO₂(L) is quickly consumed by the chemical reaction between OH⁻ and CO₂(L). Therefore, the driving force of gas-liquid mass transfer is quite large due to the low level of CO₂(L) in bulk solution. Bubbles could shrink sharply caused by the fast mass transfer. As a result, the average gas volume fraction, \( \varphi_G \), decreases quickly during the first few seconds in Fig. 5.18(a). Both of the experimental and modeling results of [Ca²⁺] show that the crystallization stops at 90s (Case 1) in Fig. 5.17(a). Then CO₂(L) starts to accumulate in the system, which will reduce the driving force of gas-liquid mass transfer. Therefore, \( \varphi_G \) starts to increase rapidly with time after 90s. In order to understand the behavior of the gas-liquid mass transfer during the crystallization, the local PSD of bubbles and volumetric mass transfer coefficient (\( k_{L,a} \)) at 30s are shown in Fig. 5.18(b) and Fig. 5.18(c). As can be seen, the bubbles in the feeding area (compartment 1) are larger than the impeller area (compartment 30) and suspension area (compartment 53), since coalescence phenomenon is prevailing in the region with high gas volume fraction. The bubble distribution in the impeller area is shifted towards smaller size as the breakage and mass transfer are prevailing in the region with high turbulent intensity. In the suspension area, the bubble have an average value in between these two extremes but a wider PSD, which is mainly determined by the combined action of gas-liquid mass transfer and bubble coalescence. The spatial distribution of \( k_{L,a} \) is shown in Fig. 5.18(c). As it is shown, the flow field with nonideal distribution of turbulent intensity and gas volume fraction has a significant effect on the local gas-liquid mass transfer rate. In the feeding area, higher local gas volume fraction leads to the larger values of \( k_{L,a} \). Meanwhile, higher energy dissipation rate in the vicinity of impeller can also improve the gas-liquid mass transfer by increasing mass transfer coefficient (\( k_L \)) and breaking large bubbles into smaller ones.
The final PSD of crystal products is the result of the concurrent actions of several phenomena, including nucleation, growth, agglomeration and breakage. As the driving force of nucleation and crystal growth, local supersaturation is calculated and shown in Fig. 5.19. In the feeding region (compartment 1), evolution of supersaturation is faster than that in the impeller region and the suspension region due to the high gas volume fraction. Nevertheless, the difference of supersaturation among other regions of the vessel is very small, which means the mixing of liquid is uniform in other regions. Except nucleation and growth, the PSD of final crystal products is also influenced by the breakage and agglomeration in the agitated vessel.
The local and volume averaged Sauter Mean Diameters, \( d_{32} \), are shown in Fig. 5.20. The average \( d_{32} \) is determined by the competition of several processes. Nucleation, growth and agglomeration increase the average size of crystal while breakage decreases it. As it is shown, the nucleation, growth and agglomeration are prevailing at first 25s, corresponding to the highest value of supersaturation. After that, average \( d_{32} \) decreases since the breakage of larger agglomerates becomes predominant with decreasing of supersaturation. Regarding to the local evolution of \( d_{32} \), the stronger turbulence near the impeller (compartment 30) will lead to an earlier drop of \( d_{32} \). In addition, pH drops at about 90s in Fig. 5.17 (b). According to the \( \text{CO}_2\text{-H}_2\text{O} \) equilibrium, \([\text{CO}_3^{2-}]\) cannot exist in the solution when pH is lower than 9. Therefore, the supersaturation also fades away with the decreasing pH after 90s. Further gas feeding after this point is not beneficial as it may produce extra hydrogen ion which leads to further dissolution of CaCO₃ crystal product (Cents et al., 2005).

In the light of above discussion, non-ideal distribution of turbulent intensity and gas volume fraction indeed have a significant influence on gas-liquid reactive crystallization in the investigated agitated vessel. Negligence of interactions between hydrodynamics and detailed physical and chemical processes could lead to larger deviation between simulation and realistic situation during scale up of gas-liquid crystallizers. Compared with a full coupling of CFD calculation and comprehensive models, compartmental model provides a versatile and effective way to simulate the complex multiphase system. In addition, it is also allowed to change the chemical components and operating parameters without performing extra CFD simulation, which is desirable at the initial stage of process development.
5.5 The influence of microwave field on reactive crystallization

5.5.1 Introduction

In order to quantitatively study the effect of microwave field on crystallization kinetic parameters, mathematical models and corresponding experimental validation for a continuous reactive crystallization process with MgCO₃ as the working substance were carried out and presented in Publication [IV]. A full population balance model considering inflow, outflow, nucleation, crystal growth, agglomeration and breakage were solved with HMMC. The unknown parameters, including nucleation rate constant (\(k_n\)), crystal growth rate constant (\(k_g\)), exponents of nucleation and growth rates (\(n\) and \(g\)) and breakage rate constants (\(k_{br}\)) were fitted against experimental results. The agglomeration efficiency (\(\psi_s\)) was calculated based on the fitted parameter and analyzed in Publication [IV].

5.5.2 Experimental validation

Crystals of MgCO₃ were formed via reaction between solutions of MgSO₄ and Na₂CO₃ in a continuous MSMPR crystallizer (0.22 L) at constant temperature of 25.0°C and constant stirring speed of 300 rpm. Six feeding concentrations (0.1 mol/L, 0.125 mol/L, 0.15 mol/L, 0.175 mol/L, 0.2 mol/L and 0.225 mol/L) and five energy inputs of microwave (0 W, 1.94 W, 3.87 W, 5.81 W and 7.78 W) were applied as operating conditions. The concentration of Mg²⁺ and Sauter Mean Diameters (\(d_{32}\)) of final products were measured and used for model validation and parameter fitting. The sample of MgCO₃ crystals was analyzed by a BECKMAN COULTERTM particle size analyzer. For each operating condition, \(d_{32}\) of three parallel samples were tested to check the repeatability of the measurement. In addition, the concentration of Mg²⁺ in steady-state solution was obtained by titration with EDTA.

5.5.3 Numerical details

The crystallization kinetics MgCO₃ were fitted against the experimental data by adopting the least squares method (lsqnonlin function) in Matlab R2017a. The objective function of the fitting algorithm is defined as:

\[
F = w_1 \frac{d_{32,mod} - d_{32,exp}}{d_{32,exp}} + w_2 \frac{c_{Mg,mod} - c_{Mg,exp}}{c_{Mg,exp}}
\]  

(5.1)

where subscripts \(mod\) and \(exp\) represent the modelling and experimental results respectively; \(w_1\) and \(w_2\) are weighting factors for \(d_{32}\) and \(c_{Mg}\). In addition, the parameter fitting results could be very sensitive if there was a significant magnitude difference between variables. Therefore, nondimensionalization was performed by introducing average experimental values. The nonlinear least squares fitting procedure can be carried out as follow:
\[ \min_x \|F(x)\|^2 = \min_x \left( F_1(x)^2 + F_2(x)^2 + \ldots + F_n(x)^2 \right) \]  

(5.2)

where \( x \) is the vector of unknown parameters; \( n \) is the total number of experiments used for parameter fitting. After giving initial values, the final parameters can be obtained with 95% confidence intervals.

### 5.5.4 Results and discussion

The experimental results and the prediction of Mg\(^{2+}\) concentration in steady-state solution under different inflow concentrations and microwave energy intensities are shown in Figure 5.21 (a). From this figure, it is observed that the concentration of Mg\(^{2+}\) increases when the inflow concentration increases. Meanwhile, at a given inflow concentration, the concentration of Mg\(^{2+}\) decreases with raise of microwave energy intensity. The steady-state concentration of Mg\(^{2+}\) is decided by the inflow concentration, outflow concentration and consumption by crystallization. With the increase of the inflow concentration, more Mg\(^{2+}\) and CO\(_3^{2-}\) are pumped into the reactor in a fixed time interval, which leads to a raise of supersaturation of crystallization. As a driving force, higher supersaturation must lead to faster mass deposition of crystals, which consumes more Mg\(^{2+}\) in the solution. However, the steady-state concentration of Mg\(^{2+}\) still raises with increasing feeding Mg\(^{2+}\) concentration. It's can be deduced that the inflow concentration has a major influence on the composition of the crystallization system under investigated operating conditions. Meanwhile, diffusion coefficient of system is enhanced significantly by the microwave electro-magnetic effect. Liquid to crystal surface mass transfer will be improved by higher microwave intensity, leading to a faster crystal growth rate. As a result, more Mg\(^{2+}\) in the solution will transform from liquid to crystal under same inflow condition.

The experimental results and the prediction of \(d_{32}\) at various inflow concentrations and energy inputs are shown in Figure 5.21 (b). The results show that inflow with higher concentration produces crystals with larger sizes. As mentioned previously, the increase of inflow concentration leads to higher supersaturation, which improves the crystal growth rate. With the increase of microwave energy input, the crystal growth rate also increases with a higher diffusion coefficient. Moreover, the agglomeration rate is directly proportional to the crystal growth rate as shown in Eq. (3.20) and Eq. (3.21). The increase of agglomeration rate leads to larger crystals. Therefore, \(d_{32}\) grows with the increase of microwave energy input.
The crystallization kinetic parameters (with 95% confidence intervals) obtained by parameter fitting against experimental data are listed in Table 5.9. It is shown that microwave filed has significant influence on nucleation rate constant ($k_n$), growth rate constant ($k_g$) and exponent of growth ($g$). On the contrary, exponent of nucleation ($n$) and breakage rate constant ($k_{br}$) almost remain constant. $k_n$ increases quickly with the increase of $E$ from 0 W to 7.78 W, which can be explained by using Arrhenius correlation introduced by Li et al. (2017). The increase of $k_g$ with increasing $E$ is also caused by diffusion process acceleration. The diffusion process of units transporting from the bulk of the fluid phase through a stagnant film to the solid surface is improved by higher diffusion coefficient on the account of increasing of $E$. In addition, $g$ decreases with the increase of $E$. From Mullin (2000) and Mersmann (2001), the inorganic salts crystallization from aqueous solution gives an overall exponent of growth, in the range of 1 to 2. When $g$ approaches 1, the
crystallization process is controlled by the diffusional operation, and when \( g \) approaches 2, the crystallization process is controlled by the surface integration. With the increase of microwave energy input from 0 W to 7.78 W, \( g \) decreases from 1.52 to 1.09. This means that with the energy input increase, the crystal growth is increasingly limited by diffusion process. This influence of microwave on \( k_n \) is consistent with the former study of Guo et al. (2017), which has shown that microwave does not increase the exponent of nucleation significantly during neither homogeneous nucleation nor heterogeneous nucleation. Furthermore, microwave does not affect the breakage process during the crystallization process. As an electromagnetic wave, microwave does not cause turbulent flow in crystallization system. The impact-induced stresses and fluid-induced stresses are not changed after microwave is applied to crystallization system. Therefore, compared to agitation, microwave provide a proper solution to increase the diffusion process, meanwhile, to avoid breakage rate increase simultaneously in crystallization system.

According to Eq. (3.21), the agglomeration of crystal can be further verified by calculating the crystal collision efficiency (\( \psi_s \)) by using parameters in Table 5.9. The change of \( \psi_s \) with various energy inputs during reactive crystallization is shown in Figure 5.22. The result shows that \( \psi_s \) is enhanced significantly with the increase of the energy input. According to Hounslow et al., \( \psi_s \) depends on the ability of two newly collided particles to cement themselves together. The strength of bridge between aggregates can be enhanced by faster crystal growth rate under stronger microwave intensity, which means two newly collided particles have more chance to cement themselves together. Therefore, agglomeration could be enhanced by applying microwave to reactive crystallization processes. In order to prove above analysis, SEM images of final crystal products from reactive crystallization under various microwave intensities were compared in Publication [IV].

![Figure 5.22. The collision efficiency \( \langle \psi_s \rangle \) at various microwave energy inputs](image)

This work shows a quantitative study of microwave energy input on crystallization kinetics at fixed temperature. It is found that the exponent of nucleation (\( n \)) and the breakage rate
constant \( (k_{br}) \) re-mains constant or changes only slightly with higher microwave energy inputs. However, the nucleation rate constant \( (k_n) \), the growth rate constant \( (k_g) \) and the collision efficiency \( (\psi) \) are increased significantly with microwave energy input. Furthermore, the growth rate exponent \( (g) \) is decreased. Compared to agitation, microwave provide a proper solution to increase the diffusion process and to avoid breakage rate increase simultaneously in reactive crystallization system.
6. Conclusions

In this thesis, a comprehensive study of multiphase system, including phase equilibrium, mass transfer, chemical reaction, population balance and flow dynamics is presented. The multiphase reaction models with several assumptions originated from practical applications were developed and validated experimentally. The mathematical description of the presented system provides the insight into physical phenomena from molecular scale to equipment scale, which is constituted of algebraic, ordinary and partial differential equations with strong nonlinearity and mutual coupling. Multiscale simulation, namely compartmental model, adopted in this study was found to synthesize the mechanisms at different scales and provide a powerful and rigorous computational tool for multiphase applications, including reactive dissolution, gas-liquid reactive crystallization and gas-solid-liquid reactive crystallization.

Mass transfer rate between two phases depend on mass transfer fluxes and interfacial area. For the solid-liquid mass transfer in dilute electrolyte solution, mass transfer fluxes can be described based on the two-film theory and Nernst-Planck electroneutrality. Instead of simple assumption of constant interface concentration, mass transfer fluxes are calculated numerically based on the rigorous physical constraints including electroneutrality, water dissociation and solubility equilibrium. For the gas-liquid mass transfer along with complex chemical reaction, the enhancement factor should be introduced to revise the mass transfer fluxes. The mass transfer interfacial area was calculated from particle size distribution simulated by the population balance equations (PBEs). In multiphase system, the variation of particle size distribution is mainly described by the PBEs with complex integro-differential form and high degree of nonlinearity. Two efficient numerical techniques, including classes method and moment based method, were formulated for the mentioned practical applications.

In stirred tank reactors, the non-ideal mixing could have significant effect on the behaviors of dispersed phase. Therefore, influence of flow field on detailed multiphase reaction should be investigated. A full calculation of fluid dynamics with comprehensive mass transfer, chemical reaction or population balance models requires a heavy calculation resource. To address this issue, a simulation with coarse grid method, namely compartmental model, was introduced and carried out in three steps: 1) Detail prediction of flow field by Computational
Fluid Dynamics (CFD), 2) Division of flow domain into predefined compartments and 3) Compartmental modeling. As a trade-off between the accuracy and CPU time, compartmental modeling can offer a more efficient simulation by appropriately dividing the fluid domain without the limitation of chemical components and geometries of different reactor.

For gas-solid-liquid crystallization in a stirred tank reactor, a simplified mathematical model, including dissolution of solid particles, absorption of gas bubbles and formation of crystals, was proposed with several assumptions: 1) monodispersed particle size distribution; 2) no breakage and coalescence of bubbles; 3) no breakage and agglomeration of crystals; 4) ideal mixing. The gas-liquid and liquid-solid mass transfer dominate the global rate of crystallization. Therefore, higher impeller speed and gas flow rate can significantly accelerate the gas-solid-liquid crystallization process. pH was found to be the key parameter which dominates the main species in the CO$_2$(G)-H$_2$O system. In addition, solid-liquid mass transfer is enhanced by the chemical reaction between CO$_2$(L) and OH- occurring in liquid film near the solid-liquid interface. At last, the nucleation kinetics present a linear dependence with volumetric gas-liquid mass transfer coefficient, which is determined by the fluid field in stirred tank reactors. The current model was found to be very sensitive to different operating conditions. A certain degree of deviation between the experimental and modelling results was found. In order to understand the mechanism of gas-solid-liquid crystallization, reactive dissolution and gas-liquid crystallization were studied separately.

For reactive dissolution, a population balance model coupled with a mass transfer model were formulated to predict simultaneous shrinkage and breakage of particle agglomerates. Instead of average diameter, the real particle size distribution of raw material was constructed with high-order moment conserving method of classes. The dissolution rate increases with rising impeller speed and reducing initial particle size. Meanwhile, it is not sufficiently accurate to calculate the solid-liquid mass area by using Sauter Mean Diameter (d$_{32}$) of particle. For particle agglomerates, particle shrinkage has a major influence on the solid-liquid mass transfer area of the smaller particles while particle breakage dominates the evolution of mass transfer area of the large particles. The population balance model can provide a better prediction of mass transfer area than the assumption of monodispersed particle size distribution without particle breakage during the simulation of dissolution rate. It was also found that the inclusion of particle breakage in the PBEs is crucial to the accurate simulation of dissolution rate and evolution of particle size distribution. Compared to several daughter size distributions, the beta distribution provided the most flexible way to predict the breakage of solid agglomerates with complex internal structures. Finally, the interface concentration estimated by considering the physical constraints including electroneutrality, water dissociation and dissolution equilibrium, was found to be different from the values calculated by the solubility equilibrium during the reactive dissolution.
For gas-liquid crystallization in a stirred tank reactor, compartmental model was introduced to describe the influence of flow field on the several multiphase mechanisms, including gas to liquid mass transfer, chemical reaction, population balance and crystallization. The computational domain was subdivided into several compartments by using the spatial distribution of energy dissipation and gas volume fraction as a reference. A division with 58 compartments was found to be adequate to perform a number/size independent simulation. The model is capable of predicting tank averaged and local information, such as volumetric mass transfer coefficient, concentration of components and particle size distributions of crystals and bubbles. The results show that non-ideal mixing conditions can strongly affect not only the local gas-liquid mass transfer but also the size distribution of the final crystal product. Compartmental model is desirable at the initial stage of process development, since it is allowed to change the chemical components and operating parameters without performing extra CFD simulation. By appropriate division of the fluid domain, the compartmental model can also be used to model gas–liquid precipitation process in different geometries. Due to the low computational costs compared to a full CFD simulation, the compartmental model also allows fitting of the sub-model parameters, process optimization or model based control.

The goal of this PhD study was to develop an efficient computational methodology that describe the combination of flow dynamics and complex physical phenomena. Eventually, the compartmental model was successfully extended from previous gas-liquid system to gas-solid-liquid system to describe the reactive crystallization process. Several improvement could be considered in the future study: 1) consider the interphase force between solid and liquid; 2) scale-up the compartmental model from lab scale to pilot or industrial scale directly; 3) propose an analytical time stepping method for population balance model by reasonably allocating the time steps to further accelerate the compartmental model.
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