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1. The Digital Age

Computers, data, and computation are focal points of modern humans’

lives. Even though they all have existed in different forms since long ago,

the rates of change has been getting faster and faster. In the late 19th cen-

tury, the advent of electrification [1] and the spread of the first electronic

communication technology (the telegraph) resulted in the second indus-

trial revolution [2]. In the mid-20th century, computers and automated

data processing began in earnest as part of the technological revolution.

Now, we are going through the next great transformation: the ubiquity

of information, and again are experiencing irreversible changes in human

society [3, 4].

Electronic data processing was born for certain limited tasks, specifi-

cally cryptanalysis during World War II [5]. Now, data processing is a

critical skill for modern society. Effective use of data allows even more

data to be created, causing an exponential growth in the total informa-

tion available. As scientists, we can use this data to study and learn about

society [6].

1.1 Computers and computational power

Although it may surprise us now, technology for computation has existed

long before electronic computers. Since thousands of years ago, humans

have developed techniques and built devices for computation: counting,

abacuses, arithmetic, and slide rules are all examples of manual compu-

tation methods [7–9]. However, computational devices completely trans-

formed the human society in the 20th century when they became fully

automated [5]. The first programmable and fully digital computer was

built in 1941. Six years later, the first transistor was made [10]. Since

the 1970’s, the number of transistors contained in central processing units
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has famously grown exponentially (Moore’s law) [11]. Along with this, the

size of computers has become smaller and smaller and the energy require-

ments have decreased dramatically.

In the past decades the form of computers has changed from massive

machines only operated by experts for certain computationally oriented

purposes to devices that have made their way to our households and even

to our pockets and our wrists. The ubiquity of computers does not only

mean that their scope of usefulness has expanded, but also that there are

vast amounts of data being produced as a result of their usage.

The most recent revolution is not just in power, but in size. Smaller

sizes have allowed computers to become pervasive—currently, in devel-

oped countries, there are more mobile phones than people, and even in

developing countries the penetration rates are more than 90% [12]. Smart

phones, the newest generation of mobile phones, have also become ex-

tremely popular—at least in some parts of the world—especially after Ap-

ple introduced iPhones in 2007. Smartphone users depend on them for

many everyday activities, such as navigation, communication, listening

to music, searching for information, taking pictures, and much more. In

order to provide such a wide range of functions, smartphones contain a

multitude of sensors, from accelerometers to GPS and light sensors.

The original purpose behind the advances in mobile phone technology

and hand-held devices was their utility and the fact that they make inter-

actions easier, people more connected, and information better available.

However, as a result of interaction of people with these devices, digital

data on humans are being produced and stored at a staggering rate [13]. A

substantial part of these data can be seen as behavioral information [14].

For scientists, these pervasive computers serve primarily as sensors

that collect more and more data for their research. They can also serve as

a way to interact with subjects, as we will see in Chapter 4.

1.2 Data

The continuous production of large amounts of digital data (the so-called

data deluge [15]) is a consequence and signature of the digital age. It

is not only the computational power which has advanced drastically, but

also the amount of data which can be (and is) produced, stored and trans-

mitted. Big data is a term which is often used to address this new data

production. The term is somewhat of a marketing term, but it is usu-
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ally described in terms of volume, velocity, and variety: large amounts of

data, data arriving and being processed at a high rate, and many different

formats such that it is difficult to handle data uniformly [16, 17]. Scientif-

ically, experimental physicists were some of the first to collect huge data

volumes, for example at CERN (European Organization for Nuclear Re-

search), and they continue to be some of the largest producers of scientific

data [18].

CERN has had another significant role in the digital age. The World

Wide Web (WWW or simply the web) which has become a major part of

our lives today, was first invented at CERN in 1989 [19, 20]. One of the

reasons behind the success and expansion of the web is that it revolu-

tionized the way people can connect to each other and makes interactions

very easy. This has led to the rise of today’s so-called networked society, in

which society is centered around electronic devices and information which

circulates through them [21]. The use of the web and digital devices have

become extremely pervasive, and lead to the production of vast amounts

of digital data and traces that people leave behind as a result of online in-

teractions [22]. Also, electronic devices are becoming smaller and smaller

everyday, constantly increasing the data production rate. For example, in

2017, 40 billion text messages were sent only in India on New Year’s Eve

through WhatsApp messaging platform [23] and in 2016 there were 187

million tweets about the summer Olympics in Rio de Janeiro [24].

The advent of small embedded computers allows data to come not just

from single devices, but from a wide range of sensors across different de-

vices. These sensors allow large amounts of data to be collected, both from

specific people and from general environments. For example, in addition

to mobile phones, the use of other wearable devices such as activity track-

ers is becoming increasingly popular [25]. These devices have sensors

which can measure different types of movement as well as physiological

parameters such as pulse rates [26]. Combining this with data from other

devices can give us detailed, individual-level behavioral data on human

behavior [27].

In order to make sense of these data, a multitude of tools have been cre-

ated for data handling. Many of the tools or concepts were developed in

companies, and are now easily available as parts of various open source

projects [28]. As just one of many examples, the Apache Hadoop Dis-

tributed Filesystem (HDFS) is essentially a distributed, replicating stor-

age system which can be used to store data on the scale of petabytes
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and larger [29, 30]. HDFS integrates with Apache Hadoop, which pro-

vides a framework for batch computation [31, 32]. The Hadoop ecosystem

also includes a wide variety of tools for processing and transferring data,

for example Apache Spark for higher-performance analytics and Apache

Kafka for data connection and redirection [33–35]. Hadoop is just one of

many available frameworks. In addition to having software available, en-

tire platforms are available as a service. For nothing other than money,

one can buy ready-made platforms in the cloud that can readily use any

of these technologies and scale to any size of data [36]. Thus, the most

pressing problem is not the availability of methods for data handling, but

how to use the data.

1.3 Opportunities and human benefits

In a paper published in 1996 [37], Fayyad et. al. write: “Across a wide vari-

ety of fields, data are being collected and accumulated at a dramatic pace.

There is an urgent need for a new generation of computational theories

and tools to assist humans in extracting useful information (knowledge)

from the rapidly growing volumes of digital data”. Even though the paper

is more than two decades old, this statement remains true even today. De-

spite the fact that computational capabilities in terms of tools, techniques,

and theories have shown major advances, the digital data production rate

has also kept growing. This has brought scientists across many disci-

plines valuable research opportunities as well as many challenges. Ever

since computers were invented, it has been known that it is not enough

that computers can do computations faster than humans. We must also

“teach” them to find patterns in the data in the same ways that humans

can [38]. This is why fields such as machine learning and artificial intelli-

gence have emerged, where machines are taught to perform tasks such as

recognizing handwriting and speech, driving vehicles, or replicating tasks

that medical experts do [38]. Another powerful tool which is being used by

a growing number of researchers since the late 1990′s is network science,

which is discussed in more detail in Chapter 2.

In the remaining chapters of this thesis, we will describe how to make

sense of auto-recorded data on individuals using the emerging field of

computational social science and discuss the challenges and opportuni-

ties within this field. We show how digital data from modern electronic

devices and platforms can provide rich behavioral information on humans.
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We also look at temporal patterns of different human behaviors such as

communication, sleep, and rest, both at the collective level as well as at

the individual level through the analysis of such data. We show how we

can scale up studies of humans by using new methods of computational

science and big data, instead of using traditional methods of data collec-

tion from humans such as surveys. In the final chapter, we discuss design

of data collection platforms for controlled studies which are specifically

designed to collect certain types of digital data from human subjects with

pre-defined research goals and questions.
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2. Computational Social Science

The digital age has one important effect in the way scientific work is done:

computation has become an important part of the modern day’s scien-

tific endeavors [39]. Computational science takes advantage of comput-

ers to do calculations much faster and at much larger scales and speed

than possible by humans. While the dominance of computational science

has already begun decades ago in the natural sciences, such as physics

or biology, the process has been much slower for the social sciences [40].

Computer simulations of social systems and agent-based modeling were

perhaps among the first use cases of computers in social sciences. The

genesis of such simulations dates back to the 1960’s, with a leap of atten-

tion in the 1990’s [41]. However, the use of big data in social sciences did

not start until about a decade later.

Data, which is the fuel of quantitative social sciences, is traditionally

gathered by means of surveys (e.g. by interviewing the study participants

by phone or in person), questionnaires, and observational methods [42,

43]. This makes data collection extremely costly and labor intensive.

However, in today’s world there is an abundance of digital data on hu-

man behavior from various sources and devices, which can be used for

social science studies. Modern computational power and advanced statis-

tical methods applied to these big data enable us to study social systems

as well as individual behavioral patterns.

In the modern world, uncovering human behavioral patterns and un-

derstanding the governing mechanisms of human interactions is key to

addressing big societal challenges [44]. Within the past few decades, is-

sues such as the spreading of diseases [45, 46], data security and pri-

vacy [47, 48], and urban planning and traffic management [49, 50] have

increasingly been studied within multidisciplinary groups of researchers

harnessing big data and using new computational methods.
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The field of computational social science (CSS) is an emerging field which

tries to address different questions within social sciences with the use of

modern computational methods and big data. CSS brings together sci-

entists from a wide range of disciplines within social sciences, such as

sociology, economy, and psychology, as well as hard sciences from physics

to computer science and statistics. Even though CCS is quickly evolving,

it has had a rather slow start. In this chapter, we discuss some of the

challenges which have impeded the progress of CSS both in the past and

at present as well as data sources for CSS studies. Finally, we introduce

network science which has been used as an important tool in these stud-

ies.

2.1 Challenges in CSS

Some of the challenges described here were initial obstacles for the forma-

tion of CCS as a discipline. However, others are ongoing challenges which

exist as a result of the complexities of data, methods, or collaborations

between disciplines. Below, we discuss 5 key challenges for CSS studies.

1. The existence of digital traces of human behavior which form large

empirical datasets does not necessarily mean that the data are avail-

able to be accessed by researchers. Technology giants such as Face-

book [51], Google [52], and telecommunication companies have access

to vast amount of data on individuals’ activity, behavior, characteris-

tics, and communication. They can (and do) analyze this data to gain

knowledge about individuals for the purpose of business intelligence.

However, these data and the gained knowledge are often treated as pro-

prietary. Advances in CSS have become possible only if such data have

become available for anyone to download, or if they have been shared

with a group of researchers under nondisclosure agreements (NDA). Ex-

amples of both types of studies are discussed further in this chapter in

Section 2.2. Another way to get access to data is for scientists to run

their own data collection studies with the purpose of collecting digital

data from individuals to address specific research questions. Such stud-

ies are discussed in detail in Chapter 4.

2. There is a lot of synergy between the natural sciences and the compo-

nents of digital age. For example, in the case of artificial neural net-
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works, knowledge on the brain structure is used as an analogy to build

an adaptive statistical model [53]. In studying neural networks, compu-

tation is so intertwined with biology that scientists have wondered: “Are

we using computation as an aid in understanding biology (e.g. evolution,

thinking, etc.) or are we using biology as a metaphor to work on compu-

tation?” [54]. The other example is the invention of the web to facilitate

the work of scientists at the world’s largest physics lab (CERN). How-

ever, for social sciences, this synergy has traditionally been lacking, and

the integration of the computational world view of the natural sciences

with social science remains a challenge.

3. It is essential for social scientists to collaborate with other disciplines

to harness what the digital age has to offer. Even though very com-

plex problems in science often can only be solved if researchers across

different disciplines work together, such collaborations are often very

slow and inefficient. This is for example because of the differences in

the methodologies and scientific jargon, or in the aspects of the problem

that each discipline finds most relevant. It is important to note that

the need for collaboration exists for both sides. Social sciences provide

the motivation for research and some analytical methodology developed

specifically to handle social systems, while experts in computational sci-

ences provide tools and methods to collect, manage and analyze large

amounts of data.

4. In CSS, digital data are used as proxies of human behavior [44]. For

example, in a CSS study about “friendship”, researchers might use data

from Facebook and interpret a link between two people (the virtual

friendship) as friendship between the two individuals. However, on

Facebook, becoming a friend with someone might only be a way of having

the possibility of contacting them in the future (similar to exchanging

business cards). This can lead to making false interpretations regarding

the research question. But, biases are part of any kind of quantitative

research, and they can be minimized with enough vigilance in process-

ing the data and interpreting the results. In our example, one possible

way to make the interpretations more meaningful, would be to filter

out links (friendships) which do not have any interaction other than the

original formation of the link. In CSS research, it is therefore essential

to understand what is measured, what is inferred, and how one is only
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a proxy of the other. Failure to do this can lead to erroneous results.

5. In large datasets missing or inaccurate data is often a source of prob-

lems. Statisticians are constantly developing methods to deal with this

issue. In CSS, the problem can get even more complicated when there

are multiple sources of data. Data might come from various devices,

different datasets, or even be a combination of large empirical datasets

and questionnaires. In addition to the problem of missing data, match-

ing different data sources can be a burdensome task. For example, in

case of temporal data, different data sources can vary in sampling fre-

quencies, or spatial data, can have different spatial resolution or non-

identical unit shapes.

Despite all the challenges described above, the field of CSS has now

come into existence and it has made significant advances over the last

decade, some of which are discussed in this work. In the next section, we

will talk about some of the main sources of big data used in CSS studies.

2.2 Sources of Big Data

2.2.1 Social networking websites and apps

Facebook recently announced that the number of its monthly users has

reached 2 billion [55]. This means that more than a quarter of world’s

population who are connected in the real world are also connected to each

other on this virtual platform. Their social network, their public profile,

as well as all their on-platform interactions are registered with Facebook.

This makes a database far larger and richer than what any usual social-

science study which collects data by surveying users can ever create. Face-

book is not the only example of such social networks: there are many other

platforms, such as Twitter [56], Instagram [57], or LinkedIn [58], where

users produce content and interact with others. Depending on the na-

ture of the platform, the links between two individuals indicate different

things such as friendship (e.g. on Facebook) or following (e.g. on Twitter.)

Thus, analyzing data from different platforms can serve to answer differ-

ent questions. Even though these websites have rich data in abundance,

this does not always mean that the data are available to researchers.
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However, sometimes the companies behind these websites have their own

research and development teams that analyze the influx of data. There

have even been cases where companies such as Facebook have run social

experiments through their website, leading to much controversy and dis-

cussions with respect to principles of informed consent and right of users

to opt out of such experiments [59, 60].

One possible way to use the data produced by these websites is public

APIs (application program interfaces). APIs are interfaces by which data

from one platform can be pragmatically accessed by something outside.

The amount and scope of data which can be accessed by a third party

varies from one platform to another. In some cases researchers can also

apply for extra permissions which have to be examined before extra data

extraction privileges are granted. An API can be a very convenient tool for

a researcher, but the data owners (companies) are often equally restrictive

in what can be accessed and used.

2.2.2 Wikis

A wiki is a web interface where information and knowledge is collected

by collective input from various users. One of the most well-known uses

is the giant encyclopedias of crowd-sourced information. The main dif-

ference between a wiki and an encyclopedia is that wikis are a collection

of knowledge from all users, and almost any person can add content to

them or remove them. Because of this fundamental property, wikis can

be very dynamic and evolve quickly over time. The most significant wiki

is Wikipedia [61], which has been created by contribution of millions of

people. In the recent years, there has been a vast amount of research on

Wikipedia, focusing on a wide range of social phenomena. For example,

temporal activity patters [62], opinion dynamics and conflicts [63], and

predicting significant social phenomena [64, 65] have all been inferred

from the Wikipedia edit history. Wikis have an added advantage in their

openness: all data is commonly available, and research is generally en-

couraged as it is seen to produce societal benefits.

2.2.3 Mobile phone Call Detail Records

The first handheld mobile phones were built in the 1970’s. Mobile phones

however became ubiquitous in the 21st century. In 2014, 96% of the world

population owned mobile phones, with penetration rates of more than
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100% in developed countries [12]. Today’s smartphones contain a mul-

titude of sensors and have relatively high computing power. Thus, people

who carry and use mobile phones are highly monitored, with lots of vari-

ables such as their movement and social interactions recorded passively

with almost no interruption. However, even the simplest and oldest of

mobile phones can still provide rich data on users. Telecommunication

operators record each user’s usage diary for the purpose of billing them

for the provided service. These data, referred to in the industry as Call

Detail Records (CDRs), usually contain the user phone number or ID,

the timestamp of each communication, the communication type (a call,

a text message, or something else), and the number or ID of the other

party they are in contact with. Operators also record location data, typi-

cally the ID of the cell tower which the mobile phone has been connected

to during the communication event. The exact location of all cell tow-

ers is known, so an approximate location of the user can be estimated

for each communication instance. In addition to all this, telecommuni-

cation operators often have other types of data on their users, such as

their age, gender and home address. In combination, these datasets con-

tain lots of information about individuals. Similar to data from social

network platforms, CDRs can be either used for research and marketing

purposes by telecommunication companies, or shared with external re-

searchers through NDAs. In the past decade, such data have been used

extensively and they have been proven very informative in a wide range

of studies. In [12], Blondel et. al. provide a thorough review of research

in this field. Some examples include the study of social network struc-

ture and properties [66, 67], spreading processes on networks [68, 69], or

people’s mobility patterns [70, 71].

In the past years, large telecommunication companies such as Orange

and Telecom Italia have organized data challenges in which they have pro-

vided some CDR data to researchers for analysis. The focus of such chal-

lenges is often research which can readily be applied in the real world for

example in the context of health, urban planning or agriculture. In publi-

cation IV, we use CDR data provided within one such data challenge [72]

to study inter-city travel times in Senegal. The provided dataset con-

tained anonymized communication records of Orange subscribers in Sene-

gal. Our goal was to use CDR data to estimate travel times between cities,

first because such information is often hard to find or inaccurate in devel-

oping countries, and second because this would allow almost-real-time
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monitoring of travel times. For different pairs of cities in the country, we

identified individuals who had a registered CDR event first in some city A

and later in another city B. We take this inter-event time as a proxy of the

travel times between cities A and B. Note that CDRs are typically only

recorded at times of communication events such as calls, and these do not

necessarily coincide with arrival or departure. Therefore we need to look

at large number of events, which allows us to produce a distribution of the

possible (minimal) travel time between two cities—and from here produce

estimations of the actual minimal travel time.

2.2.4 Data collection studies

Even though the sources mentioned above give us data on a large number

of individuals, they often lack in-depth data on each person. This limits

the scope of research questions that can be addressed. We cannot, for

example, know how characteristics such as health, education or income

of individuals relate to social network features of the person.To overcome

this issue, many researchers have started to run controlled experiments

where they can collect data from individuals for a certain purpose. Digital

data collected in these studies are often augmented with traditional data

collection methods like surveys and questionnaires. Publications I, II, III,

and V use data from such experiments (made available to the research in

this thesis, but collected by other research groups), and publication VI is

dedicated to the design of such data collection experiments (discussed in

more detail in chapter 4). Below, we describe some datasets used in this

thesis:

Reality Mining

The pioneer of such data collection efforts is perhaps the “Reality Min-

ing” study which was run at MIT in 2004 (over the course of 9 months)

using custom-developed technology in Finland at the at the University

of Helsinki [73, 74]. This study collected communication data as well as

Bluetooth and location data from 100 participants. The data are publicly

available to anyone with a minimal privacy agreement [75]. A part of this

dataset has been used for this thesis in publication I.
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UK students dataset

This experiment, was carried out in the UK in 2007 − 2008 [76]. In this

study, mobile phones were distributed to 30 students in the last year of

their secondary school. They had the phones for 18 months and they filled

out extensive questionnaires about all people in their social networks ev-

ery six months (three times total). Access to this private dataset was

obtained through collaborations with the researchers at the University of

Oxford and the University of Chester who collected the data. Data from

this study were analyzed in publications II and III.

Copenhagen Networks Study

In this study which started in 2013, about 1000 incoming students at

the Technical University of Denmark (DTU) were given identical smart-

phones. Each phone came with an application which was designed to col-

lect data from various sensors of the phone, such as Bluetooth, mobile

phone screen activity, location, and communication events. All partici-

pants also filled out several questionnaires about their health and psy-

chological profile. The study is described in detail in [77]. This private

dataset was accessed through collaborators at the Technical University of

Denmark. Data from this study are used in publication V.

2.3 Network science: a powerful tool for CSS

CSS is a truly multi-disciplinary field. As a result, the list of tools and

methods applied in this field is long and constantly growing. Here, we

focus on one specific tool which has proven to be useful in many stud-

ies: network science. Most social systems can be modeled as networks,

where nodes are individuals and links are interactions or affiliations be-

tween them. The origin of network science is in graph theory, a branch

of mathematics which roots back to the 18th century [78]. The famous

problem of the “Seven bridges of Königsberg” was solved in 1735 by the

Swiss mathematician Leonhard Euler and marked the beginning of this

field [79]. The use of graph theory in sociology, commonly referred to as

social network analysis started in the 20th century, with growing interest

in the topic from the researchers in the 1970’s [80]. However, the network

science subfield of complex systems originated in the work of complexity
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scientists only about two decades ago. Complex networks were introduced

in the works of Watts and Strogatz [81], and Barabási and Albert [82].

Social networks, which have been widely studied by network scientists

and sociologists, have been shown to have many shared characteristics.

An important property which is commonly defined for all types of net-

works is the degree. The degree of a node is the number of nodes which

are connected to it [80]. A characteristic which is often subject to interest

in networks is the distribution of node degrees. Social networks often have

broad, fat-tailed degree distributions [83]. In addition to that, most social

networks share another feature: they are highly clustered, meaning that

there is a high number of triangles [84]. For example in a friendship net-

work, this would translate to friends of one individual also being friends

with one another.

The node centrality is an attribute of social networks which is of in-

terest to many researchers, as it can have many practical implications.

Centralities in social networks try to measure how “important” a person

is within the social network and how each node contributes towards the

overall structure of the network [84]. Depending on the context and use

case, there are various types of centrality measures which can be defined.

Examples of such measures are the eigenvector centrality, the closeness

centrality, and the betweenness centrality [85].

Furthermore, we can commonly find “homophily” in social networks.

Homophily refers to the property that nodes of similar characteristics

tend to have links between them [86]. For example, people tend to interact

with others who have similar sociodemographic properties as themselves.

Many properties of social networks can also be found in a wide vari-

ety of networks, from food webs [87] to protein-protein interaction net-

works [88], power grids[89], and many more [90, 91]. This means that a

multitude of methods and findings which are constantly being produced

can be readily applied to other types of data, for example to social net-

works. However, it is important to note that without having expert do-

main knowledge from social scientists, there is a high risk of misinter-

preting the results or missing the important conclusions which can be

drawn from social network data.
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2.4 Summary

Modern computational tools, methods, and the emergence of social plat-

forms as well as other sources of digital data on human dynamics have

provided an unprecedented opportunity for the field of quantitative so-

cial science. By harnessing them, we can address research questions that

were previously impossible to approach in social sciences. This, however,

requires close collaboration between social scientists and experts in com-

putational sciences. This thesis, which is a result of multiple such collabo-

rations, tries to better understand temporal dynamics of human behavior

through analyzing digital activity patterns.
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3. Temporal Dynamics of Human
Activity

“The first characteristic of modern machine civilization is its tem-

poral regularity. From the moment of waking, the rhythm of day

is punctuated by the clock.”

– Lewis Mumford, Technics and Civilization

Time is a notion which is important in most research disciplines as well

as in our everyday lives. However, what “time” means and signifies varies

from one field to another. For humans, and all other living creatures on

earth, following the light-dark cycle caused by the movement of Earth

around the Sun is a matter of survival. Following these rhythms guaran-

tees that there is less chance of starvation or premature death as a cause

of predation [92]. In short, this means that humans tend to sleep at night,

when it’s dark, and are active when there is light.

Speaking of time, we can think of at least three different types: one is

the natural time, the time which is dictated to us by the Sun and the one

which humans have tried to measure with various methods and equip-

ments to greater and greater accuracy since thousands of years ago. The

other one is the physiological time; almost all living cells have an internal

clock, which helps them to synchronize with all the other cells in their

organism [93, 94], other creatures, and the natural time [95, 96]. The

third one is the social time, a social construct, defined by sociologists, and

formed as a result of collective engagement of humans with the social

world [97].

In this work we try to understand how these “different times”, and the

temporal patterns that exist as a result of them, manifest themselves in

human daily life and activity and resting times. We first study patterns

within social systems, the so-called sociotemporal patterns, by analyzing

digital traces that individuals within the systems leave behind. Sociotem-

poral patterns regulate social systems, so by uncovering them we can
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learn about the properties of the system that we are studying. Tempo-

ral patterns in nature—for example temporal patterns of extraterrestrial

objects—have been studied for thousands of years. Physiological tempo-

ral patterns have also been observed since ancient times and they have

been studied in plants and later in humans in the past few centuries [95].

In social sciences, in fields such as economics the importance of studying

temporal patterns has long been known, but this is not the case for so-

ciotemporal patterns [98]. Émil Durkheim, commonly referred to as the

father of the modern sociology, was one of the pioneers of studying pat-

terns and regularities in the social time, as well as social events which

occur with certain intervals [99, 100].

Collective temporal patterns are a superposition of individual activity

patterns. Thus, in this work, after looking at patterns at the system level,

we zoom in and focus on temporal patterns and regularities in individuals’

activities. We first look at communication patterns and then move on to

studying sleeping and resting behavior, as well as inter-individual differ-

ences in their behavioral patterns. Finally we show how different features

of an individual, such as their age, gender, or sleeping preferences, affects

the way they communicate with others within their social network.

3.1 Social systems through the lens of digital data

Studies of the structure of social networks, which are based on interac-

tions (links) between humans (nodes), date back to the mid-twentieth cen-

tury. This trend has continued in CSS research through the processing of

large techno-social datasets [101]. CDR datasets, for example, have been

extensively used to study different structural features of networks such

as tie strengths [67], degree distributions [102], clusters [103], and mo-

tifs [104]. However, social interactions are extremely complex in nature.

They happen through various channels, forms and media [105]: commu-

nication between two individuals can happen over the phone, face to face,

by email, and so on. Also, social networks are quite dynamic. There are

bondings between people which form and decay all the time [44]. This

means that reducing social networks to static graphs is in many cases too

simplistic. The static approach can certainly tell us about the structural

properties of the system, but does not provide any details about its dy-

namics. To embrace the complex nature of social systems, in recent years,

there has been a shift of focus from structural and static properties of
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the networks towards their dynamical and temporal properties. Another

reason behind this shift has roots in the scientific approach and common

methodology that physicists often apply to the systems they study: model-

ing their behavior with the aim of uncovering the underlying mechanisms

and predicting how the system evolves over time. A notable number of

researchers in the field of CSS, coming from a physics background, have

tried to model people’s behavior in social systems by means of large empir-

ical datasets. It should be noted that physicists attempting to understand

and to model social systems is not a recent phenomenon, and the origins

of the term “social physics” even date back to the 19th century [106, 107].

Ever since, physicists have tried to apply their methodology (mainly bor-

rowed from statistical physics) to social systems [108, 109]. A common

approach in studying the dynamics of human activity has been to model

it as a Poisson distribution by simply assuming that human activity is

Markovian [44]. This means that, for example, in a communication net-

work, links (interactions) between two individuals are created at random

points in time. Today, we know that human activity and behavioral pat-

terns are not randomly spread in time, but rather appear in bursts of

activity followed by periods of inactivity [110, 111]. This bursty behav-

ior can be seen in individual activity patterns as well in inter-individual

interactions [44].

Even though modeling human dynamics often oversimplifies matters

and does not capture the essence of social systems [112], each model can

be seen as a foundation for future findings. Such models bring us closer

to uncovering the complexity of social systems [113], and this is exactly

what the physicists’ models of human behavior have been doing so far.

The “small world” phenomenon [81], also known as the “six degrees of

separation”, which is about the existence of short paths between individ-

uals in social networks, is widely known even to the general public [114].

However, a rather recent study, “Small but slow world: How network

topology and burstiness slow down spreading” [69] showed that despite

the small world property in social networks, spreading processes (e.g. of

news, rumors or disease) may slow down if tie activations between nodes

(events) are bursty and inhomogeneously spread in time. This finding

made it ever so clear that the inherent burstiness of human activity plays

an important role in dynamical processes on networks. By aggregating

ties in a network and losing the temporal features, we discard way more

than we can afford if we wish to meaningfully explain dynamical pro-
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cesses on social networks. This has given rise to a relatively new field in

network science called “temporal networks”, where the temporal features

of a network are not discarded by aggregation [115, 116].

Having discussed the importance of temporal features of human activity

both at the individual level as well as at the network level, we next look

at temporal rhythms of different social systems.

3.2 Rhythms of activity in social systems

In social systems, while activity of individuals can vary substantially from

one day to the next, the system-level behavior (i.e. activity patterns of a

group of individuals) is more robust to individual-level variation. For ex-

ample, going on a trip can significantly affect one person’s activity pat-

terns from mobility to sleep and communication with others. But, if we

look at communication patterns of a whole neighborhood or city, it is less

likely that they change from one day to the next (unless there is a major

event). Analyzing aggregated data and looking at collective temporal ac-

tivity patterns of individuals within a social system can teach us about the

properties and characteristics of the system. For example, in [117], CDR

data from the city of Boston is aggregated for small sections of 200 me-

ters by 200 meters within the city, and weekly activity patterns are built

for each section. The weekly rhythms in different sections are shown to

correlate with the land use there. In [118], CDR data is aggregated at

the city level for various cities in Spain. The authors look at daily and

weekly activity patterns and see that weekends tend to have less activ-

ity compared to weekdays in all cities. The also observe that different

cities vary in the activity level (which is a result of different population

sizes). However, after normalization, all cities show very similar activity

patterns which the authors call “urban rhythms”. Looking closely into

these urban rhythms, we can see slight differences between timings of

activity, which is perhaps a sign of different “social culture” in different

parts of the country. There are also various other studies which use differ-

ent sources of digital data from urban areas to measure collective activity

rhythms, which are referred to as “the pulse of the city” [119] or “urban

chronotype” [120]. Studies of temporal patterns and activity rhythms in

social systems are not however limited to cities. These rhythms have been

studied in a wide range of systems such as online platforms like Twit-

ter [121] or OpenStreetMap [122]. Such studies follow different purposes,

32



Temporal Dynamics of Human Activity

for example, understanding cross cultural differences in activity patterns

of users of a certain platform [62] or uncovering temporal patterns of

searching for information about certain topics [123, 124]. Publication I

provides a short review of such studies. In this publication, we have also

looked at communication patterns in three different social systems: the

Reality Mining study (discussed in the previous chapter), a small town in

a European country where we have data from two separate communica-

tion channels (calls and text messages), and finally a university for which

we have timestamps of internal email communication extracted from log

files of the university’s mail server [125]. To build the weekly communi-

cation patterns, we divide a week into 7× 24 = 168 time intervals, each of

which have a width equal to one hour. For each event within the analysis

range, we assign the event to the time interval it belongs to. This way

we end up with a weekly activity pattern that is the result of aggregating

events from all individuals within all the weeks of the study. This method

assumes that there is little variation in activity for a certain hour of a

given weekday from one week to another. However, to be on the safe side,

we make sure that this assumption holds for the data before performing

the aggregation. The outcome of this aggregation can be seen as the base-

line activity rhythms of the system. Even though social systems do not

show significant variations from the baseline if there are changes in the

activity patterns of one or a small number of individuals, big events like

large gatherings can impact many people and result in large deviations

from the baseline activity. This can then be observed in digital tempo-

ral patterns of the system and even monitored in real-time, if necessary.

Therefore, analyzing the temporal patterns of systems such as cities and

detecting unusual behavior within them [126, 127] can also provide in-

sights which can be used for urban planning or governing purposes.

In Fig. 3.1, we can see the aggregated weekly activity counts in 4 dif-

ferent cases. For example in the Reality Mining call data, all days of the

week show more or less similar behavior, whereas in the email dataset

the difference between the weekend and weekdays is quite pronounced.

Also comparing two different communication channels within the same

system, we can see that the two channels are used differently, and text

messages tend to continue until later hours of the day. In summary, differ-

ent systems, and even channels within the same system, exhibit different

weekly rhythms, and looking at these patterns in detail and comparing

them we can find information on the system in question. While looking
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Figure 3.1. Number of events per hour for each day of week over a period of 8 weeks in 4

datasets. From top to bottom: calls in Reality Mining, calls and text messages
in a small European town, and emails. In all cases we can see cycles of about
24 hours in the event counts. For the small town, there are differences in
activity levels for calls and and text messages. The email dataset has less
activity during weekends. Reprinted from [128].

at these results, we have to keep in mind that these rhythms are a su-

perposition of many individual rhythms. However, we should avoid the

ecological fallacy and not assume that the system’s aggregate rhythm will

be similar to the individuals’ rhythms. Different people can have very dif-

ferent rhythms and still produce what we see as the average rhythm. To

see how much individuals differ in their weekly communication rhythms,

we next look at rhythms built in a similar fashion, except that we will ag-

gregate each individual’s events separately. To build the individuals’ daily

communication patterns or daily rhythms, we follow the same procedure,

however this time we aggregate all events of one individual within the

whole study period into 24 bins of width one hour. The aggregated counts

are normalized to unity. The result can be seen as a probability distribu-

tion of communication events at different times of the day.

34



Temporal Dynamics of Human Activity

3.3 Persistent behavioral patterns of individuals

There are persistent individual differences in behavior, interaction, and

communication. This indicates that each person has a “strategy” or “agenda”

which guides their behavior. In this section, we look at some examples of

human behavior which have been shown to persist by means of digital

traces.

In [129], Saramäki et. al. use the UK students dataset described in

Chapter 2 to show that individuals’ communication with others follows a

certain pattern, the so-called social signature, that is rather persistent in

time even when there is a high level of turnover in their personal net-

works. This means that the students have a certain broad pattern which

they follow in order to allocate their time amongst their social contacts.

Those who are emotionally closest to the individual receive large frac-

tions of communication time. The social signatures are rather robust to

external changes such as major life events, like moving to another city or

finishing secondary school and starting university, which lead to high rate

of turnover in their social networks.

Other works have studied strategies with respect to forming new friend-

ships and the decay of old ones. In [130], Miritello et al. report the exis-

tence of a social capacity for each individual. This means that despite the

fact that ties between people are constantly being created and destroyed,

for each person these tend to happen with a constant rate. They also label

the amount of activity in terms of formation and destruction of ties with

others, for each individual as their social activity. People vary in their

social capacity as well as their social activity. Based on the ratio of the

social capacity and social activity, individuals can be categorized into two

groups: social keepers and social explores. While explorers tend to have

large activity levels compared to their communication capacity, keepers

exhibit small such ratios.

In publications I, II, and III, we look at individuals’ patterns of commu-

nication. We first try to see whether individuals within the same system

exhibit more or less the same (or similar) activity patterns. In Fig. 3.2,

daily communication patterns of 12 different individuals in 4 different

datasets are depicted. We see that the daily rhythm of each individual

exhibits very different patterns from the others, even within the same

dataset. Similar results can be seen in Fig. 3.3 another dataset (the stu-

dents’ dataset described in the previous chapter) is used. We see in this
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Figure 3.2. Daily patterns of 12 different individuals from four datasets exhibit the di-
verse nature of individual patterns. The average daily pattern for each
dataset is depicted in black. The green/red areas show where individual’s pat-
tern is above or below the average. We can see that individual patterns vary
significantly from the average pattern of the system. Reprinted from [128].

figure that different individuals differ largely in their daily patterns of

two channels of communication: calls and text messages. Some individu-

als tend to have similar patterns of calls and text messages, while others

have different patterns from one channel to another. These results im-

mediately make us think whether these rhythms are only a stochastic

manifestation of an individual’s activity in a short period of time, or if

they are tied to other characteristics of the individual and do not vary sig-

nificantly in time. To quantify the inter-individual differences in terms of

daily rhythms and to examine their persistence for each individual over

time, we use a method based on the Jensen-Shannon divergence as we

will discuss next.

3.4 Quantification of differences of daily patterns

The Jensen-Shannon divergence (JSD) is a form of Kullback-Leibler di-

vergence (KLD), which measures the distance between two probability

distributions. Unlike the KLD, the JSD can handle distributions which

have zero-valued elements. JSD for two discrete probability distributions

P1 and P2 can be written as

JSD(P1, P2) = H(
1

2
P1 +

1

2
P2)− 1

2
[H(P1)−H(P2)]. (3.1)
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Figure 3.3. Daily patterns of 4 different individuals from UK students dataset. The up-
per row is based on text messages and the bottom row is based on calls. The
average daily pattern for each dataset is shown in black. The green/red ar-
eas show where individual’s pattern is above or below the average. We can
see that each individual’s daily rhythm varies from the average pattern. The
daily rhythm for one person and one communication channel persists in time.
But some individuals have very different daily rhythms for calls and texts.
Reprinted from [131].

In our case, P1 and P2 are two daily patterns such that Pi = pi(t) and pi(t)

is the fraction of events in each time interval. H is the Shannon entropy,

which is defined as

H(P ) = −
∑

p(t) log(p(t)). (3.2)

Now that we have a measure of the difference between two daily rhythms,

we build for each individual a self and a reference distance. The self dis-

tance (for a given individual) is measured by finding the JSD between

the daily rhythm of that individual in a given time period with the daily

rhythm of the same individual measured in another time period of similar

length. This is repeated and averaged over all pairs of consecutive time

periods. For example, in publications II and III (UK students dataset)

we have divided the full data collection period of 18 months to three time

periods of 6 months each. Then, the self distance for individual A is com-

puted between period 1 (months 1 − 6) and period 2 (months 7 − 12), and

the same for periods 2 and 3 (months 13 − 18). If we have N consecutive

time periods, the self distance for the individual can be written as their

average:

dAself =
d1,2 + d2,3 + ...+ dN−1,N

N − 1
. (3.3)

To have a reference distance to compare self distances to, we also build

a reference distance for each individual, by comparing the distance of the

individual’s daily rhythm in one time period with the daily rhythms of all
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other individuals in the study in the same time period. So if we have M

individuals in the study, for each individual in each time period we will

have M − 1 reference distances, and a total of M(M−1)
2 reference distances

can be calculated within one time period. If the whole study time is di-

vided into N consecutive time periods, we will have a total of N M(M−1)
2

reference distances. The total number of self distances will be equal to

the number of participants, M . Fig 3.4 depicts the results from publica-

Figure 3.4. These two histograms show the self and reference distances for all individu-
als (in red and blue respectively). The self distances are clearly smaller than
the reference ones. To calculate reference distances, daily rhythm of each in-
dividual is always compared to others in the same time period. But, for self
distances we compare one’s rhythm in different time periods. The smaller
self distances in comparison with reference distances on average, shows that
changes in the daily rhythms of individuals is rather small over time (per-
sistence of daily rhythms) and that daily rhythms vary among individuals.
Reprinted from [132].

tion II, comparing self distances and reference distances for daily rhythms

built based on call data from UK students dataset. It is seen that the self

distances are smaller than the reference distances, indicating a smaller

level if variation between one individual’s consecutive intervals. We did

a similar analysis for different channels of communication in the same

dataset (publication III), as well as for other datasets (publication I), and

observed a similar outcome. Based on results from these three publica-

tions we come to these main conclusions on the daily rhythms of commu-

nication of individuals:
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1. Individuals exhibit daily rhythms of communication which are persis-

tent in time.

2. Different individuals have different daily rhythms of communication.

3. These rhythms can be seen in different systems and across multiple

channels of communication.

4. Each individual does not necessarily have a similar daily rhythm in

different channels of communication, even though the daily rhythm is

persistent for each of the channels.

One has to keep in mind that there is turnover in social networks of in-

dividuals, meaning that they do not always have the same set of people

in their personal networks. Still, the individuals exhibit these persistent

behavioral patterns. Even though part of this could possibly be explained

by homophily effects, meaning that individuals perhaps tend to substi-

tute previous friendships with new ones which share similarities, part

of this persistence is probably rooted in people’s internal characteristics.

Another observation from our studies of daily rhythms is that the timing

of periods of inactivity or low activity is almost as interesting as the times

of activity. We see in most cases that there is almost no activity at night,

but the position of the start and the end of inactivity varies from one in-

dividual to another. One of these persistent features, which is especially

important when studying temporal activity patterns, is the individual’s

so-called “chronotype”. In the next section, we explain what chronotypes

are and how they are measured. Later on, we discuss findings from pub-

lication V regarding identifying chronotypes of individuals based on their

digital activity.

3.5 Chronotypes; persistence of sleep and rest time preferences

3.5.1 What are circadian rhythms?

Almost all living cells on Earth follow a close to 24-hour rhythmicity [94,

133]. The word circadian comes from Latin words circa which means

“about” and dies meaning “day” [134]. Circadian rhythms are endogenous
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and self-sustained biological oscillations which exist even in the absence

of light or external clocks [93, 96]. Humans, similar to all other living

organisms, exhibit these rhythms at different levels: in their metabolism,

physiology, as well as their behavioral patterns [93]. All these oscilla-

tions within the body are put in sync by a central pacemaker (master

clock) called the suprachiasmatic nuclei (SCN) located in the hypothala-

mus [135]. SCN regulates the timing of all functions in the body and syncs

the body with the outside world using external cues called zeitgebers [136].

This process is called entrainment [137]. The most important of the zeitge-

bers is the dark-light cycle [138]. Prior to the industrial age, light mainly

came from natural sources, and therefore the daily lives and activities of

humans were highly dependent on it. However, artificial lighting gave

people the opportunity to be active during a larger part of the day. Mur-

ray Melbin, the author of “Night As Frontier” [139], writes: “Time, like

space, is part of the ecological niche occupied by a species. Although every

type exists throughout the 24-hour cycle, to reflect the way a species uses

its niche we label it by the timing of its wakeful life.” So, in the same way

that humans have spread spatially on Earth (and beyond), they have also

been able to push the frontiers of their temporal presence with the help

of artificial lights. This has resulted in alterations in humans’ sleeping

patterns, which shows the importance of the external cues in the process

of entrainment. In addition to light, another important set of external

cues are social zeitgebers, which are consequences of our social lives, and

the existence of man-made schedules and designated hours for working,

eating or socializing. The digital revolution has also widened the realm

of possibilities of activity, such as allowing socializing at all hours. These

extra possibilities are not always advantageous to humans [140]; usage

of artificial lights late at night, especially from digital devices, causes dis-

turbances to individuals’ circadian rhythms, which can in turn enhance

the chance of certain diseases such as cancer and obesity, and reduce life

expectancy [135, 141].

Circadian rhythms were known and observed since thousands of years

ago [95]. The first experiments were on plants in the 18th century, when

leaves were observed to have endogenous rhythmic movements. However

it took approximately another 200 years for scientists to study circadian

rhythms in humans [142]. Since then circadian rhythms remain a topic

of interest and various aspects of them have been explored. For exam-

ple, different studies have shown that the phase of entrainment of circa-

40



Temporal Dynamics of Human Activity

dian rhythms varies significantly among individuals. There are morning-

active and evening-active people, and this is not only reflected in their

times of sleep and wakefulness, but also in their internal body processes

such as body temperature and metabolism.

3.5.2 What are chronotypes?

In the past two decades, there has been extensive research into categoriz-

ing individuals based on their circadian typology, and to find out how cir-

cadian rhythms relate to other individual characteristics such as age, gen-

der, health, personality traits, and academic performance [143–145]. In

these typologies, individuals are divided into groups referred to as chrono-

types based on their propensity to sleep at different hours within the day-

night cycle. This property (also called morningness-eveningness), which is

a result of phase difference of entrainment for different individuals, is typ-

ically measured by means of questionnaires exclusively designed for this

purpose. These typologies commonly divide people into three chronotypes.

morning-type (MT), intermediate- (IT) or neither-type (NT), and evening-

type (ET). Even though the questionnaires often use hard thresholds to

separate these types, it is important to note that in reality we observe a

continuum of rhythms which follow a normal distribution in the general

population, with morning and evening types each comprising around 25%

of the distribution [146, 147]. The extremes of these two types vary sig-

nificantly in the phase of their sleep-wake cycle; one type tends to wake

up around the time when the other type is going to bed [147].

One of the earliest questionnaires to identify chronotypes which is still

one of the most widely used surveys has 19 multiple-choice questions. It

is called the Morningness-Eveningness Questionnaire (MEQ). This ques-

tionnaire was designed by Horne and Östberg in 1976 [148], based on an

earlier version in Swedish [149]. MEQ has been validated against inter-

nal circadian rhythms such as core body temperature [150]. Much effort

has also been put into optimizing this questionnaire and adapting and

validating it for different cultures and languages [151]. It has also been

shown that small number of items in the questionnaire explain most of

the variance [144]. In order to make this questionnaire more suitable for

large-scale studies, a reduced version of it was designed in 1991 [152]. This

reduced version called rMEQ has since been translated to several lan-

guages, and adapted to different cultures, with the number of questions

ranging between 3 and 6 [151, 153–155]. In addition to cultural and lan-
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guage differences, which make it difficult to use the same questionnaire

for different populations, issues have been raised regarding the validity of

these questionnaires for cohorts such as shift workers. Neither the MEQ

nor rMEQ take into account these less common lifestyles which can sig-

nificantly influence an individual’s resting and sleeping habits. Another

very well-known measure which has addressed this issue is the Munich

Chronotype Questionnaire (MCTQ) [156]. Results obtained with different

questionnaires highly correlate with one another, even though they mea-

sure different aspects of the chronotype [144]. For example, MEQ mea-

sures the individual phase preferences over the 24-hour cycle, whereas

MCTQ evaluates the phase of sleep positions [157].

3.5.3 Inferring sleep from digital footprints

In the recent years, two categories of studies have emerged which try

to make use of modern technologies and the data produced by them to

gain knowledge about individuals’ sleep and circadian rhythms. The first

group of studies focuses on inferring various sleep parameters, such as du-

ration, sleep and wake times, and sleep quality, by means of passive data

collected from devices like mobile phones. These studies use data streams

such as accelerometers, ambient light and noise, screen-on and off events,

or a combination of the above to determine per-individual sleep parame-

ters for each instance of sleep [158–160]. For example, in a recent study

[161], Cuttone et. al. use the Copenhagen Networks Study dataset and

apply a Bayesian method to screen-on and off events collected from mo-

bile phones to find the probability of being asleep or awake at each point

in time for each individual. A second set of studies which are labeled as

“circadian computing” use questionnaires and determine the chronotype

of study participants first, and then study how a person’s chronotype cor-

relates with the way they use their phone, for example app usage [162],

their sleep parameters inferred using similar methods as the first study

group [163], or unhealthy sleeping patterns [164].

3.5.4 Identifying chronotypes from digital activity rhythms

In publication V we use the Copenhagen Networks Study dataset (see

Fig. 2.2), to identify each participant’s chronotype. Unlike some of the pre-

vious studies, we do not focus on estimation of sleep and wake up times

for single days, but our method is based on the assumption from chronobi-
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ology literature that even though a person’s chronotype may change over

the course of their life, these changes are not frequent [165]. So it is safe

to assume that in our homogeneous population of young adults, each per-

son’s chronotype remains more or less the same within our analysis period

of one year. We look at weekly digital activity patterns of individuals and

by comparing each person’s pattern with the population average, we iden-

tify their chronotype. By digital activity, we mean the time each mobile

phone screen turns on, which may be considered a better proxy of being

awake than times of calls, which do not necessarily happen close to sleep

and wake up times. The daily activity patterns of individuals commonly

differ in weekdays compared to weekends when they are not constricted

by work or study schedules [166]. To identify chronotypes we only use

activity patterns from Monday to Thursday to avoid the influence of less

strict schedules towards the end of the week. After building each indi-

vidual’s weekly activity pattern, we compare it to the population average

in early hours (5 − 7 am) and late hours (midnight−2 am). We catego-

rize 20% of students with highest activity level in the late (early) hours

and low activity in the early (late) hours as ET (MT). In Fig. 3.5, we can

see the weekly digital activity rhythm of two different individuals (one

morning-type and one evening-type), together with the population aver-

age rhythm. It is evident that the rhythms of the two types clearly deviate

from the population average in the early and late hours.

3.5.5 Chronotypes in social context

In addition to the assessment of individuals’ circadian typology, the epi-

demiology of chronotypes and how they correlate with other personal char-

acteristics have widely been studied [144]. Different chronotypes have

been linked to differences in mental and physical health [168–171], aca-

demic performance [172, 173] and the level of income [174], among other

things. Their distributions have also been studied for different age groups [144,

175], genders [143, 144], and other sociodemographic properties [144,

176]. Despite the importance of circadian typology in many aspects of in-

dividuals’ lives, their implication in the social life has little been studied.

We know that the chronotype of a person can affect their life in health as

well as in disease. This naturally makes us wonder how these typologies

influence the social life and behavior of individuals.

In article V, we look at homophily and centrality measures within the

network of participants in the Copenhagen Networks Study dataset, and
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Figure 3.5. Weekly rhythms of one morning-type individual (red), one evening-type
(blue), and the population average rhythm (black). Adapted from [167]

show that evening-types tend to communicate more among each other.

In contrast, such homophily is absent for morning-types. Using different

measures of centrality we show that evening-types take a more central

position in the social network of participants (see Fig. 3.6).

In this article, we show that the chronotypes of individuals can have

significant implications in the way as well the times they communicate

with others. This can have important implications in public health or

epidemiology and indicates that future research in this direction is nec-

essary. Also, in the future, the method we have developed for identifying

chronotypes, can be used for other large empirical datasets. This can cir-

cumvent some of the common issues with questionnaires for identifying

chronotypes, because it is based on actual activity of individuals rather

than the “typical activity” that they report.

3.6 Communication strategies of individuals

The same way a social system is a superposition of patterns of individu-

als, one person’s behavior can be thought of as a superposition of several

features of the individual, such as age, gender, or chronotype. Here, we

explore how these individual characteristics affect the temporal patterns
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Figure 3.6. Social network of participants in Copenhagen Networks study dataset. Red
and blue nodes represent MT and ET individuals respectively. All the
other participants are depicted in gray. The size of the blue and red nodes
correspond to their core number (more detail in publication V). Reprinted
from [167].

of their communications with others. In communication, the nature of

the relation between people is also important. For example, people do not

usually communicate with friends and family in the same manner [76].

Even before the age of large empirical datasets, there has been interest

in understanding how individuals with different characteristics differ in

the way they interact with others. For example, differences between com-

munication partners of males and females and their talkativeness has

been extensively studied [177, 178]. Similar correlations have been found

in large digital datasets. For example, in [179], the talkativeness of dif-

ferent genders as well as the physical proximity during interactions has

been studied using data collected from digital proximity sensors. Other

works have found links between the ways people interact and communi-

cate with one another and their gender and age [67, 180, 181], emotional

closeness [76, 129], and economic status [182]. Such studies are possible
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when passive data collected from digital devices is augmented with so-

ciodemographic data gathered from the subjects (such as age, gender or

their emotional closeness with the members of their social network), for

example by means of questionnaires.

Figure 3.7. Average duration of calls between study participants and their friends and
different daily time bins: Morning, Afternoon, Evening, and Night. This is
based on the UK students dataset. Reprinted from [132].

As already established, this thesis explores temporal activity patterns

of individuals, with a focus in temporal communication patterns. In publi-

cations II, III, and V, we have looked at different properties of individuals

and their social network, and how these affect communication patterns at

different times of the day. In publications II, and III, we look at communi-

cation data from different channels (calls and text messages) and see how

the amount of communication varies, both in terms of number of events

and duration (for calls), in 4 different sections of the day: morning, after-

noon, evening, and night. We show that the amount of communication

at different hours varies for communications with friends as compared to

kin. In Fig. 3.7, we see the average duration of calls made by males and

females to their kin and friends. Data from 18 months for participants

of the UK students dataset have been used for this plot. We see that du-

ration of calls is on average shorter for communication with kin, at all

hours, but especially at night, while calls with friends tend to get longer
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at late hours. Also, communication within the same gender and between

genders show variations depending on the time of day. For example, calls

at night from females to males tend to be significantly longer than calls

from males to females or calls with the same gender (see 3.8.)

Figure 3.8. Average duration of calls between different genders in four different daily
time bins: Morning, Afternoon, Evening, and Night. This is based on UK
students dataset. Reprinted from [132].

In article V, we build the social network of each individual in the Copen-

hagen Networks Study dataset (using their communication data) and show

that evening-type individuals maintain larger social networks, but spend

less time communicating with those in their network. In Fig. 3.9 we show

how the communication activity for each chronotype is spread throughout

different times of the day, both in terms of number of calls and duration

of calls.

It is known that values of different network centrality measures cor-

relate with node degrees. As a result, it is not surprising that different

centrality measures for ET and MT individuals vary since they have dif-

ferent personal network sizes. But the homophily between ET individuals

and lack of it for MT ones cannot be explained by centralities or personal

network sizes. Since chronotype of individuals affects the times they are

active, this can have important implications when studying temporal net-

works, for example in studying spreading process on networks. This is an
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Figure 3.9. Left panel: number of calls at different times of day (Morning, Afternoon,
Evening, and Night), between MT, ET, and IT individuals and their social
contacts. Right panel: number of people that MT, ET, and IT individuals
are in contact with (through phone calls) at different times of day (Morning,
Afternoon, Evening, and Night).

area which definitely merits further investigations in the future.
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4. High-resolution data collection
studies

In Chapter 2, we discussed data collection experiments that rely on mod-

ern technologies, specifically mobile phones. The aim of such studies is

to add to the depth of the research data compared to what comes from

sources such as social networking websites or wikis, whose data are not

collected with some particular hypothesis in mind. For these data pro-

vided by third parties, researchers often do not have detailed information

about users, such as their age, gender, personality, or health status. Also,

one has to note that for most of the data sources which are not open data,

researcher access is subject to severe scrutiny from the company or the or-

ganization which owns the dataset. Running data collection experiments

can solve these issues to some extent. Since participation in such experi-

ments is voluntary, participants sign consent forms prior to the study so

that researchers can have a right to use their data. Furthermore, the

design of the experiment is typically scrutinized by an ethics committee,

whose approval is required for conducting the experiment. Studies such

as the Copenhagen Networks Study or the Reality Mining study (both de-

scribed in Chapter 2) are good examples of this type of experiments. In

the recent years, there have been many other data collection experiments.

Some new studies use devices other than mobile phones to collect data

with very high-resolution for a particular goal. A good example is the “So-

cioPatterns” project which is discussed in more detail in the next section.

In addition to that, some other projects are dedicated to building data

collection apps or platforms which can be used by other research groups

(e.g. the AWARE framework or the Beiwe platform, both discussed in the

next section). The increasing number of data collection studies makes it

important to address issues related to the data and study participants

such as privacy, ethics, and consent, as well as more scientific and techni-

cal issues such as reproducibility of results, combining data sources, data
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analysis techniques, etc.

In publication VI we report on design features which we have used for

our prototype data collection platform. We believe they can aid future

platforms to have better features. In most data collection studies, publi-

cations are focused on the results of the study rather than on the process

of designing and building the data collection platform and other technical

issues. For making research in this field more efficient, so that not every

new data collection study has to start from scratch, this needs to change

and more studies should report on their procedures.

In this chapter, we first discuss some recent experiments and data col-

lection platforms, then tackle broader subjects and talk about important

issues in designing data collection platforms through the example of Ni-

ima, the “Non-Intrusive Individual Monitoring Architecture”, a platform

designed and developed at the Complex Systems research group at Aalto

University, Finland.

4.1 Existing projects

SocioPatterns

SocioPatterns [183] is not just one study, but rather a research initiative

which was formed in 2008. The studies of this initiative utilize wireless

devices embedded in wearable badges, which collect high-resolution data

on proximity of individuals. These radio-frequency identification (RFID)

sensors are low-cost devices which recognize other similar devices in their

proximity by exchanging radio packets [184]. Human face-to-face interac-

tions play a major role in, among other things, contagion and spreading

processes [185, 186]. Collecting data on these interactions can be done us-

ing several methods, such as contact diaries, mobile phone Bluetooth sen-

sors, or observational studies [187]. However, these methods are prone

to different errors (e.g. recall biases for diaries) or lack precision [188].

RFID sensors (as well as other proximity sensors) have their own short-

comings: for example they need to be used in closed settings with high

rate of participation so that most interactions are captured [187]. How-

ever, by using custom-made RFID sensors with good calibration and fine-

tuning of the sensitive range, one can achieve high interaction capture

rates [187]. The SocioPatterns project has studied contact patterns and
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their implications for spreading processes in various closed settings such

as conferences [189], hospital wards [190], museum exhibitions [191], and

schools [192, 193].

Beiwe

Beiwe is a data collection platform designed in the Onnela lab at Harvard

T.H. Chan School of Public Health. This framework offers apps both for

Android and iOS devices and it is designed for data collection for digital

phenotyping studies. Digital phenotyping is a term coined by the same

group as “moment-by-moment quantification of the individual-level hu-

man phenotype in situ using data from personal digital devices” [194].

Beiwe is meant to be used by different research groups working in the

behavioral sciences and the public health domain, for example in mon-

itoring patients after surgeries, or studying patients with mental disor-

der [195, 196]. To use the Beiwe platform for studies, the Onnela lab

envisions three models [197]: 1) direct collaboration with the lab, 2) using

the app as a service subject to a fee, 3) using an open version of the plat-

form. At the moment, the second and the third method have not yet been

made available [197].

AWARE

AWARE, or the Aware Framework [198, 199], is a set of tools for running

studies using primarily mobile phones. It was originally created by Denzil

Ferreira at the University of Oulu. It consists of an Android app (Oulu,

Finland), an Apple iOS app (developed independently at Keio University,

Japan), and a server to manage studies, collect data over the Internet,

and allow researchers to access data. Studies that have used AWARE

have mainly been conducted from the point of view of Ubiqutous Comput-

ing research [200, 201]. All components of AWARE are open source, and

have been adapted and improved as part of the research at Aalto Uni-

versity. AWARE is not designed for any specific research question, but

rather as a tool which can be used by various types of users. It has been

designed with three types of users in mind: individuals recording their

own data, scientists using the framework to carry out experiments, and

app developers who want to use AWARE as part of their projects [202].
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4.2 The ethical framework of data collection

Modern data collection methods collect rich data on humans, but at the

same time, with the data comes responsibility. Data should be collected,

transfered, stored, and accessed in a way that the privacy of participants

is not compromised. New technologies and new data collection methods

call for revisiting the ethical framework of data-based research. However,

the technology is moving forward so fast that the theory behind the ethics

of big data is still lagging behind [203]. There is a wide range of issues

which have to be discussed and studied in this domain. Here we focus on

a few topics which are relevant to our data collection work.

As mentioned in the first chapter, the advent of widespread computa-

tion and data analysis has irreversibly changed society. In particular,

the relationship between people and data as well as the general view

of what is considered as private has changed dramatically. Privacy is a

principle which states that individuals should have the right to express

how information about themselves can be shared, or "the right to be left

alone" [204–207]. Clearly, this concept is intrinsically connected to the

types of ways which information can be shared. The modern data-centric

world allows data to be shared extremely easily, as a consequence our re-

lationship with privacy has changed [208]. These days, it is routine for

individuals to give data on their whole lives to large social media sites for

the convenience of sharing and socializing. However, information is given

under very broad terms which allow the sites to use the data in almost

any way, including directly advertising to, selling, and affecting the life

of the person. While people still value privacy, this shows that many will

allow wide use of their data in return for useful services—even if those

using the data do not have the individual’s best interests in mind.

Science has a much stricter ethical and legal framework. Basic ethics of

human experimentation, such as the Declaration of Helsinki, assert that

all research subjects should have certain rights when undergoing human

experiments [209, 210]. In particular subjects have a right to informed

consent to any procedures done on them, which is often interpreted as

the right to control secondary use of their data. Combined with the eth-

ical requirement to have all projects pre-approved, this would seem to

eliminate, or make difficult, the possibility of collecting data and reusing

it for follow-up analysis later. However, much of the ethical framework

of human experimentation was created with a focus on medical experi-
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mentation which directly affects the human body. Pure data collection

has no risk to bodily integrity, and passive data collection has a much

lower amount of personal risk since there is, in fact, no experiment being

formed: the data which is collected is simply that which could be collected

for other purposes. The chief risk of these types of experiments is for the

privacy of subjects, should data be handled insecurely and spread pub-

licly [211]. This section should not be taken to imply any lack of ethical

issues while doing data collection studies. Instead, they are of a funda-

mentally different nature because the risk occurs after the data is col-

lected, not directly to the subject during the project.

However, recent legal changes provide some benefits for science. In the

European Union, the General Data Protection Regulation (GDPR) will

soon come into effect [212]. This provides explicit acknowledgement that

consent may be given for scientific purposes within broad fields of science,

which is intended to include follow-up research. Also, the law makes ex-

plicit that data, if anonymized, is no longer considered personal and can

be used without limitation of the GDPR [213], though this does not elim-

inate the need for other ethical considerations. Still, it is only natural

that those who approve human experiments are conservative in their ap-

provals. Good experimental design and tools, such as those we discuss in

the next section, will allow the optimal use of data.

In addition to general considerations, there are considerations which re-

late to the specific uses and forms of data which is being collected. Not all

data is equal: some forms can have more ethical risks, primarily privacy.

Previous studies have shown that if only direct identifiers are removed

from data, individuals can still be identified by means of reverse engi-

neering [214, 215]. Various studies have shown that individuals tend

have unique ways of moving, using search engines, or using their credit

cards. One way of addressing this issue is to aggregate the data. Ag-

gregation can mean aggregating data from several people, or for example

binning the timestamps of events of a single person into large time inter-

vals. It should be noted that anonymization is a very complex problem,

and should be carefully tackled on a case-by-case basis [216].

4.3 Niima: a digital data collection platform

Niima is a digital data collection platform which can be used for any type

of study which collects individual-level digital data from different sources.
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The core of Niima is the Koota server [217] which collects data and con-

tains a dashboard for managing data sources and different experiments.

The server can be coupled with different devices and apps. It is designed

to be very agnostic to different data sources, so that it is easy to add and

remove data sources at any time, including multiple identical devices for

participants. To run an experiment using Niima, it is enough that re-

searchers create a new study on the server, assign each participant with

an ID, then assign devices to participants. The server collects all the data

for each device together and stores it by device ID. Each device is linked

to a participant (more details in publication VI) through a flexible and

privacy-preserving access control layer. This ensures that devices and

participants cannot be easily linked together and therefore helps to pre-

serve privacy. Studies can also be run so that participants manage their

own devices and data, meaning that researchers never have the ability to

directly link data to participants. While this is not suitable for all projects,

it can greatly increase the overall level of privacy protection afforded to

subjects.

Niima was originally designed to be used in a project course at Aalto

University. However, it was later expanded to be utilized in larger set-

tings, such as data collection from the general population or in clinical

studies. At the moment Niima is used in two separate studies, at the

Helsinki University Hospital (HUH) and in a neuroscience study at the

Department of Neuroscience and Biomedical Engineering at Aalto Uni-

versity. One of the use cases of Niima, mental health studies, is explained

in more detail at the end of this chapter. From the beginning, Niima was

designed in a way that it can satisfy three primary principles: built-in pri-

vacy features, flexible data sources, and fine-grained access control which

assists in data minimization. Next, we explain these features in more

detail.

4.3.1 Privacy by design

If a system is not designed from the beginning with privacy in mind, it

can be very hard to add it later [218]. This is because privacy requires

minimizing and compartmentalizing information, and if a system is de-

signed in the most straightforward way this will not be the case. The

first step of this is the user vs. device vs. data system described above.

With this system, we are assured that data is not essentially tied to a

single user. When data is imported, any direct identifiers are stripped.
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Data undergoes more processing when it leaves the server: this limits the

data which can be provided to any one study, so some studies may receive

less data than others. Furthermore, this processing can apply arbitrary

transformations when the data is extracted so that, for example, extra

anonymization can be applied.

4.3.2 Flexibility of data sources

It is often necessary to be able to collect different types of data from vari-

ous devices, to have passive as well as active data (which requires user’s

engagement). To make this type of flexibility possible, a platform must

be designed so that it does not presuppose any particular data model or

interface. The Koota server is capable of receiving arbitrary data and

simply storing it for later processing. Data is only processed when it is

extracted. This also allows data to be collected even without fully under-

standing it, so that the relevant information can be extracted later. This

is especially important when integrating third-party devices. Koota has

been integrated with three Android applications, two Apple iOS applica-

tions, standalone fitness trackers, social media sites, and online surveys.

By collecting all data in one place with a common framework, researchers

do not have to deal with different databases separately and go through the

cumbersome task of overlaying the datasets, which is not only challenging

but also compromises the privacy of study participants.

4.3.3 Flexibility of access control

In the past when researchers worked with datasets which were relatively

small, they could manage, curate and archive the data themselves, but

with growing number of data sources and large amount of data, these

tasks are becoming extremely challenging and and can hardly be longer

handled by researchers themselves and need their own professionals [15].

This is especially true with modern personal data-driven research, where

it should be the goal of researchers to not deal with any personal data at

all so that data handling can be minimized. Furthermore, as anybody who

has ever engaged in data collection in any form knows, data handling can

get very complicated and messy very quickly. Because the data is legally

and ethically protected, this must be minimized. Niima makes a clear di-

vision of different roles. Full access to data is limited to administrators,

and even they do not normally interact with the full data. Per-user, per-
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study, and per-data type data access is only given to certain researchers,

and all data is processed through converters to apply extra filters for ad-

ditional privacy. Studies may either be blind, where the managers do not

know identities of participants, or certain researchers may be given access

to manage the devices and identities of subjects. These two roles can even

be separated, so that no person can both know the identity of a subject

and access their data. With fine-grained controls such as these, it can be

much easier to satisfy legal and ethical rules by default.

4.4 Data collection for mental health studies

One specific use case of Niima is mental health studies. Mental health

illnesses, which are one of the major causes of disability worldwide [219],

are very challenging to diagnose, control and treat. One reason for this

is the fact that mental disorders do not have clear biomarkers similar to

physical problems [220]. The most common approach in psychiatry for di-

agnosis and further follow up of patients is visiting a professional. Psychi-

atrists use structured and semi-structured interviews with patients (and

at times also their relatives) to identify and assess the problem [221]. This

method suffers from similar issues as surveys as a data collection method

in social sciences: it completely relies on people’s accounts and the an-

swers can be subjective. Also, it is prone to memory biases, especially for

patients with mental health disorders, since the very source of the prob-

lem adds further concerns regarding the reliability of autobiographical

accounts. The second problem, which exists also for survey data, is that

data points are rather limited because data collection is extremely labor-

intensive. The field of computational psychiatry, which is still in a nascent

stage similarly to computational social science, takes advantage of new

methods in collecting rich behavioral data from individuals by means of

wearable devices such as mobile phones. This method, even though still

facing many challenges in practice, has several benefits: 1) Passive data,

which does not require any interaction with the user, can be collected from

patients continuously (digital phenotyping). 2) Data collection can be ex-

panded to other devices for measuring variables whose benefit is already

known to psychiatrists, for example actigraphy or using ballistocardio-

graphic bed sensors to measure sleep. 3) Passive behavioral and physi-

ological data collection from multiple devices can be augmented by data

that needs active engagement of the patient. For example, Ecological Mo-
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mentary Assessment (EMA) is a method which has been used for decades

now (both in non-digital and digital form) to collect data on the mood and

the state of the patient with high frequency (multiple times a day) to pro-

vide psychiatrists with more fine-grained data [222]. This method can

be combined and integrated with passive data collection. The outcome of

this can directly be used by psychiatrists, but it can also serve as ground

truth data for data scientists who try to find meaningful biomarkers from

passive data. 4) In [223], Jain et. al. introduce the concept of “digital phe-

notypes” (which should not be confused with digital phenotyping). Digital

phenotypes are phenotypes which are a result of the existence of digital

devices. For example (unusual) activity on social media is an example of

such a phenotype. By linking the data from different social media, data

collection platforms can collect data on digital phenotypes as well. Col-

lecting digital data (both passive data as well EMA data) is becoming a

more common in psychiatric research. In the recent years, many studies

have tried to collect data from patients with different types of disorders

such as schizophrenia [224], bipolar disorder [225], and major depressive

disorder [226]. Preliminary results in this area are promising, and these

studies are bound to see a rise in the number in the coming years.

4.5 Future prospects

In recent years there has been an increasing trend in the number of data

collection studies. With large amounts of data produced in these exper-

iments, various privacy and ethical issues are becoming more and more

sensitive and wider range of data sources available everyday, the design

features of these platforms are becoming more critical. In designing data

collection platforms, common approaches are to either outsource the de-

sign or to make the platform in-house by researchers who are going to

use the data. None of these two approaches can guarantee a smooth func-

tioning and re-usability of the platforms. We suggest that the common

approach in CSS studies, of experts from different disciplines working to-

gether, should be applied for data collection experiments as well. Experts

in designing and maintaining digital platforms should become a part of

the loop. This way, there can be constant feedback between researchers,

users, designers, and administrators. Also, researchers do not need to

handle issues such as storing and pre-processing complex data, or to make

sure that the privacy of participants is not compromised. In summary, as
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data becomes more complex in the future, the science that collects and

uses data needs to become more inter-disciplinary.

58



5. Conclusions

With the advent of fully digital and programmable computers in the mid

20th century, and their ubiquity by the end of the century, human societies

have been fully transformed. We now live in connected societies where

data and information are the focal points of our lives. Data from digital

devices, produced as the result of interaction of individuals with them,

serve as digital footprints which contain rich behavioral information on

people. This type of data, often large in velocity, volume and variety, are

referred to as big data.

The new emerging field of computational social science is a fully multi-

disciplinary effort to make sense of big data on humans to address ques-

tions within different disciplines of social sciences. In CSS, expertise of

scientists from the natural sciences is combined with insights of social

scientists to harness the big data to solve the societal challenges such as

spread of diseases, burden of mental health problems, and cyber security

threats. In this thesis, different types of digital auto-recorded behavioral

data were used to explore temporal patterns in human behavior such as

mobility, communication, and sleeping and resting times. We also intro-

duced a new generation of data collection experiments which use modern

devices and tools to collect data in an unprecedented level of detail about

humans. Data collection experiments with custom data will increase the

pace of research and benefits to society in the future. Today, it is estab-

lished that data is useful. There is no doubt that large amounts of digital

data which are constantly being produced on people can help us study

their behavioral patterns. We also know that it is possible to carry out

data collection experiments and tailor the study for our research needs

and goals. But with big data comes big responsibility. It is our duty as sci-

entists to establish ethical practices of data handling and analysis. Never

before in human history has there been so much detail registered on the
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lives of individuals. We have to treat data with vigilance and make sure

that privacy of individuals is not compromised.

A decade ago, using CDR data could give us a rather complete picture

of an individual’s communication. Nowadays, with the rise of different

messaging apps, online platforms, social networking websites, etc., having

access to calls and text messages of a person through the phone operator

is no longer a nearly complete subset of the person’s interactions. This is

especially true for younger generations. Thus, in the future data collection

studies will be more and more important for the purpose of research on

human behavioral patterns.

There is an increasing number of data collection platforms being built

everyday. These platforms are meant to be used by different research

groups. This can help to run studies in the future which have very specific

goals, with little preparation and minimal setup efforts.

Having more data collection experiments also means that in many cases

there will be data coming from many channels and sensors. This calls

for constant development of new methods for extracting useful informa-

tion from data. Common methods in CSS such as network science, even

though still useful in many cases, cannot always totally grasp the com-

plexity of such data. Therefore, for uncovering behavioral patterns of

individuals, methods such as predictive modeling and deep learning are

possible candidates.

We are now at the dawn of a new era which is centered around infor-

mation. We will undoubtedly see many developments in collection and

analysis of data from humans in the near future. There will be need for

different fields to work ever more closely with one another and for train-

ing a new generation of scientists who are well equipped to work across

disciplines.
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[171] H. Kontrymowicz-Ogińska, “Chronotype–behavioural aspects, personality
correlates, health consequences,” 2012.
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