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Abstract—The Moog ladder filter, which consists of four cascaded first-order ladder stages in a feedback loop, falls within the class of devices that have attracted greatest interest in virtual analog research. On one hand, this work confirms that the presence of exactly four stages in the original analog circuit is motivated by specific filter control issues and, on the other, that such a limitation can be overcome in the digital domain with relative ease. Firstly, a continuous-time large-signal model is defined for a version of the circuit that is generalized to an arbitrary number of ladder stages. Then, the linear behavior of the filter around its natural operating point and the effect of control parameters on the resulting frequency response are studied in depth, to obtain exact analytical expressions for the position of poles in the transfer function and for the dc gain of the filter, as well as a parameterization strategy that is consistent for any number of ladder stages. A previously-introduced linear digital model of the device suggested by Smith is eventually generalized based on these general results, which remain, however, relevant and similarly applicable to other discretizations of the filter. The proposed model faithfully reproduces the linear behavior of the generalized device while providing sensible parametric control for any number of ladder stages.

Index Terms—Acoustic signal processing, circuit simulation, IIR filters, music, resonator filters.

I. INTRODUCTION

THERE Moog ladder filter [1], [2] represents one of the best-known and sought-after analog filters in music technology. Despite its relatively aged design and the wide availability of inexpensive digital alternatives, interest in this device has persisted to date due to its distinctive tonal qualities. Its significance is indeed reflected by the steadily-growing amount of literature dedicated to the topic, especially since the advent of virtual analog modeling [3]–[6]. In addition to the Moog ladder filter, many other filter circuits used in analog music technology have been afterwards converted into the digital form. Examples of such devices include shelving filters [7], [8]; equalizers [7], [9]–[12]; voltage-controlled filters [13], [14]; and tone-control filters used in musical instrument amplifiers [4], [6], [15]–[17].

In technical terms, the Moog ladder filter is a fourth-order resonant low-pass filter implemented through a peculiar ladder circuit topology [1], [2] with embedded nonlinear elements. These nonlinearities produce a distortion that adds a specific and musically-pleasing “warmth” to the output sound. The circuit essentially consists of a differential amplification stage and a series of four low-pass stages, while resonance is generated by feeding back part of the output signal into the input stage. Although the filter circuit has been thoroughly analyzed [18]–[21] and several digital versions have been documented, ranging from linear models [22]–[24] to “heuristic” [25], [26], black-box [27], [28], and physical modeling approaches [18], [21], [29], [30], the simultaneous presence of both multiple nonlinear elements and a global feedback signal path represents a major obstacle in retaining some of the most desirable properties of the original device in the digital domain. The same consideration also applies in the case of other similar devices [31]–[34].

This work is the first in a two-part series that aims to define a new efficient digital structure that draws inspiration from the original Moog ladder filter, generalizing to an arbitrary number of low-pass stages and eventually preserving its linear response, to a large extent, without requiring tuning compensation strategies. In particular, this first paper introduces the circuit, presents a realistic continuous-time large-signal model, and studies its linear behavior in order to obtain analytical expressions relating filter parameters to the resulting frequency response and to determine a parameterization strategy that is consistent for any number of ladder stages.

This paper is organized as follows. Section II presents the generalized filter circuit and its large-signal model based on the derivation in [21]. In Section III a linearized version of such a model is thoroughly analyzed in the Laplace domain, while Section IV studies the effect of parameterization on the generated frequency response. Section V illustrates the application of the theoretical results to generalize the digital model described in [24], and Section VI eventually concludes the paper.

II. GENERALIZED MOOG LADDER FILTER CIRCUIT

The original Moog low-pass ladder circuit [1], [2] essentially consists of a differential amplifier transistor pair in series with four consecutive low-pass stages. The former, as shown in Fig. 1(a), is driven by a subcircuit that can be reasonably approximated by the current source \( I_{ctl} \), whose value depends solely on external control inputs. Each of the latter, as depicted in Fig. 1(b), consists of two transistors whose bases are directly connected and whose emitters are wired through the capacitance \( C \).
The differential pair is fed on one side by the buffered input voltage $V_{in}$ and on the other by another subcircuit meant to provide a signal that is $k$ times proportional to the phase-inverted and buffered output voltage $\Delta V_i$ across the capacitor of the last low-pass stage, thus introducing a global feedback that is responsible for the resonant behavior of the whole filter. The value of $C$ is identical for all low-pass stages, and each transistor base couple is also connected to a corresponding output terminal of a multiple-load voltage divider subcircuit that powers the filter. Furthermore, the transistor collectors of the last stage are also connected to each other and to the positive terminal of the voltage source in the power subcircuit.

A common improvement to this and other similar circuits is represented by the possibility to choose different frequency response modes based on which stages the output voltage is extracted from and fed back to the differential pair [26]. It is, then, possible to generalize the circuit to any positive number $N$ of ladder stages, as shown in in Fig. 2. A continuous-time large-signal model of such a generalized circuit can be easily obtained by following the same reasoning as in [21], under the assumption that the current gain factor (beta) of the transistors can be considered infinite, which in turn implies that all base currents are null and that the base voltages of ladder stages are constant. The resulting model can be expressed as

$$\frac{d\Delta V_i}{dt} = -\frac{I_{ctl}}{2C} \left[ \tanh \left( \frac{\Delta V_{i-1}}{2V_T} \right) - \tanh \left( \frac{\Delta V_i}{2V_T} \right) \right], \quad (1)$$

for $i > 1$, while

$$\frac{d\Delta V_1}{dt} = -\frac{I_{ctl}}{2C} \left[ \tanh \left( \frac{\Delta V_1}{2V_T} \right) + \tanh \left( \frac{V_{in} + k\Delta V_N}{2V_T} \right) \right], \quad (2)$$

where $V_T$ is the thermal voltage ($\approx 26$ mV at room temperature 300 K).

III. LINEAR ANALYSIS

While the linear response of the Moog ladder filter has been already studied in previous works, e.g. [19], [22], the exact relationships between user-controlled parameters and the position of filter poles have been so far only partially analyzed in [20], but otherwise mostly neglected. This, however, represents a crucial aspect in understanding the behavior of the original filter and is here regarded as a prerequisite to effectively define analogous digital structures. A similar approach in the case of another circuit was taken in [13]. The analysis contained in this section applies to the generalized circuit introduced in Section II.

When a null input signal $V_{in} = 0$ is fed into the system, the derivatives in (1) and (2) are null, hence $\Delta V_N = \Delta V_{N-1} = 0$. It is then possible to linearize $\tanh(x) \approx x$ around $x_0 = 0$, leading to

$$\frac{d\Delta V_i}{dt} = -\frac{I_{ctl}}{4CV_T} (\Delta V_i + V_{in} + k\Delta V_N), \quad (3)$$

$$\frac{d\Delta V_i}{dt} = -\frac{I_{ctl}}{4CV_T} (\Delta V_{i-1} - \Delta V_i), \quad (4)$$

which can be transformed to the Laplace domain as

$$\frac{\Delta V_i(s)}{V_{in}(s) + k\Delta V_N(s)} = \frac{-\frac{I_{ctl}}{2CV_T}}{s + \frac{I_{ctl}}{2CV_T}}, \quad \frac{\Delta V_i(s)}{\Delta V_{i-1}(s)} = \frac{-\frac{I_{ctl}}{2CV_T}}{s + \frac{I_{ctl}}{2CV_T}}, \quad \text{for } i > 1, \quad (5)$$

from which the global transfer function can be derived as

$$\frac{\Delta V_N(s)}{V_{in}(s)} = -\frac{\left( \frac{I_{ctl}}{2CV_T} \right)^N}{\sum_{u=0}^{N-1} \left( s + \frac{I_{ctl}}{4CV_T} \right)^N + k \left( \frac{I_{ctl}}{4CV_T} \right)^N}, \quad (6)$$

and the denominator can be factorized to find the explicit positions of the poles:

$$\frac{\Delta V_N(s)}{V_{in}(s)} = -\frac{\left( \frac{I_{ctl}}{2CV_T} \right)^N}{\sum_{u=0}^{N-1} \left( s + \frac{I_{ctl}}{4CV_T} \left( 1 - \sqrt{\frac{2}{N} \pi} \right) \right)^N}, \quad (7)$$

It is then possible to combine together the expressions of complex conjugate poles, thus obtaining

$$\frac{\Delta V_N(s)}{V_{in}(s)} = -\frac{\left( \frac{I_{ctl}}{2CV_T} \right)^N}{\left( s + 2\pi f_{c, odd} \right)^{N-2}[N/2] \prod_{u=0}^{N/2-1} H_u(s)}, \quad (8)$$

Fig. 1. (a) Differential pair and (b) ladder stage.

Fig. 2. Generalized ladder filter circuit.
with

\[ H_w(s) = s^2 + \frac{2\pi f_{c,\text{w}} s + (2\pi f_{c,\text{w}})^2}{Q_w}, \]  

(10)

\[ f_{c,\text{odd}} = \frac{1 + \sqrt[4]{k}}{8\pi C V_T} I_{\text{ctl}}, \]  

(11)

\[ f_{c,\text{w}} = \frac{A_w(k)}{8\pi C V_T} I_{\text{ctl}}, \]  

(12)

\[ Q_w = \frac{A_w(k)}{2B_w(k)}, \]  

(13)

\[ A_w(k) = \sqrt{1 + \frac{N}{\sqrt{k}} - 2 \sqrt{k} \cos \left( \frac{(2w + 1)\pi}{N} \right)}, \]  

(14)

\[ B_w(k) = 1 - \sqrt{k} \cos \left( \frac{(2w + 1)\pi}{N} \right), \]  

(15)

where \( w = 0, 1, \ldots, [N/2] - 1 \) is the pole-pair index.

Therefore, when \( k = 0 \) the filter will exhibit one pole of order \( N \) at \( s = -\frac{I_{\text{ctl}}}{4CV_T} \) for any \( N \), otherwise, excluding the trivial case \( N = 1 \), there will be \([N/2]\) distinct pairs of first-order complex conjugate poles lying on the circumference with radius \( \sqrt{k} I_{\text{ctl}} \) and center \( \left(-\frac{I_{\text{ctl}}}{4CV_T}, 0\right) \), plus one more real pole, if \( N \) is odd, at \( s = -\frac{1 + \sqrt{k}}{4CV_T} I_{\text{ctl}} \). Fig. 3 shows the positions of poles for different values of \( k \) in the cases \( N = 4 \) and \( N = 5 \). Furthermore, the dc gain can be easily derived from (7) by substituting \( s = 0 \), obtaining

\[ g_{\text{dc}} = -\frac{1}{1+k}. \]  

(16)

It is interesting to notice how the value of \( I_{\text{ctl}} \) only affects the cut-off frequency \( f_{c,\text{w}} \) of each couple of complex conjugate poles, as well as \( f_{c,\text{odd}} \) if \( N \) is odd, while the feedback coefficient \( k \) influences \( f_{c,\text{w}}, f_{c,\text{odd}}, Q_w \), and the dc gain \( g_{\text{dc}} \). Also, \( g_{\text{dc}} \) does not depend on \( N \).

### IV. Parameterization

The original device is mainly controlled by two parameters, namely a cut-off frequency parameter, which does not always correspond to the frequency of any of the filter poles, as detailed later on, and feedback loop gain, which instead corresponds to \( k \). This section explores various parameterization strategies and their relationships with the resulting frequency responses for any choice of \( N \).

#### A. Filter Parameters and Frequency Response

When \( N = 1 \), the global feedback loop does not introduce resonance and the cut-off frequency of the filter is

\[ f_c \triangleq f_{c,\text{odd}} = \frac{1 + k}{8\pi C V_T} I_{\text{ctl}}, \]  

(17)

otherwise, for \( N \geq 2 \), the cut-off frequency \( f_c \) and quality factor \( Q \) of the leading poles are defined by

\[ f_c \triangleq f_{c,0} = \frac{A_0(k)}{8\pi C V_T} I_{\text{ctl}}, \]  

(18)

\[ Q \triangleq Q_0 = \frac{A_0(k)}{2B_0(k)}, \]  

(19)

where \( A_0(k) \) and \( B_0(k) \) are obtained from (14) and (15), respectively, by setting \( w = 0 \). More conveniently, the cut-off frequency can be expressed for any \( N \) as

\[ f_c = \frac{\alpha(k)}{8\pi C V_T} I_{\text{ctl}}, \]  

(20)

with

\[ \alpha(k) = \begin{cases} 1 + k, & \text{when } N = 1, \\ A_0(k), & \text{when } N \geq 2. \end{cases} \]  

(21)

Conversely, \( I_{\text{ctl}} \) can be expressed in terms of \( f_c \) and \( \alpha(k) \) for any \( N \), as well as \( k \) in terms of \( Q \) for \( N \geq 2 \) as

\[ I_{\text{ctl}} = \frac{8\pi C V_T}{\alpha(k)} f_c, \]  

(22)

\[ k = \left( \frac{4Q^2 - 1}{\cos\left(\frac{\pi}{N}\right) - \sqrt{4Q^2 - 1}\sin\left(\frac{\pi}{N}\right)} \right)^N. \]  

(23)

Equations (18), (19), (22), and (23) describe both-way mappings between directly-controllable filter parameters, namely \( I_{\text{ctl}} \) and \( k \), and characterizing properties of the leading poles of the filter, namely \( f_c \) and, in the case \( N \geq 2 \).
Furthermore, for $N \geq 2$, from (23),
\[ k_{\text{max}} = \lim_{Q \to +\infty} k = \sec^N \left( \frac{\pi}{N} \right) \] (24)
defines the upper-bound limit of $k$ for the filter to be stable, i.e., $k \in [0, k_{\text{max}}]$, while, from (19),
\[ Q_{\text{min}} = Q|_{k=0} = \frac{1}{2} \] (25)
thus $Q \in \left[ \frac{1}{2}, +\infty \right)$. Note that $k_{\text{max}}$ is finite for $N \geq 3$, while given the absence of resonant behavior when $N = 1$, it can be regarded as being infinite. In the real device, $k_{\text{max}}$ actually represents the lower-bound value by which the filter starts to self-oscillate due to its embedded nonlinearities.

B. Filter Order and Parameterization

The choice $N = 4$ in the original analog device is motivated in (2) by considering that a phase-shift oscillator produces a sinusoidal signal whose frequency corresponds to a phase shift of 180 degrees, which can only match the cut-off frequency of a series of identical RC low-pass filters in its feedback branch if $N = 4$, since each provides 45 degrees of phase shift at said frequency. Furthermore, with such a choice of $N$, resonance typically occurs at a frequency that does not vary dramatically with $k$. A property shared by all choices of $N$ is that the cut-off slope does not change in position w.r.t. $k$. It is interesting to notice that the particular choice of $N$ in the analog filter, at least as far as documented in the literature, is mainly related to its parametric control and not to the filter roll-off. This subsection studies these issues in order to understand the implications when choosing a given parameterization strategy for any choice of $N$.

Firstly, we define the natural cut-off frequency of the filter, the cut-off frequency when $k = 0$, as
\[ \hat{f}_c \triangleq f_c|_{k=0} = \frac{I_{\text{ctl}}}{8\pi CV_T} = \frac{f_c}{\alpha(k)}, \] (26)
which is linearly proportional to the directly-controllable parameter $I_{\text{ctl}}$. We also introduce a relative cut-off frequency error measure
\[ \epsilon_{r,c}(k) \triangleq \left| \frac{f_c - \hat{f}_c}{\hat{f}_c} \right| = \left| 1 - \frac{1}{\alpha(k)} \right|, \] (27)
which can be shown to be monotonically increasing for $N \leq 2$, while it tends to 1 as $k \to \infty$ for any $N$. Furthermore, when $N \geq 3$, it has a local maximum at $k = \cos^N \left( \frac{\pi}{N} \right)$ of value $\csc \left( \frac{\pi}{N} \right) - 1$, which is strictly greater than 1 for $N \geq 7$.

Summing up, the absolute maximum of the relative cut-off frequency error is
\[ \epsilon_{r,c,\text{max}} = \begin{cases} 1, & \text{when } N \leq 6, \\
\csc \left( \frac{\pi}{N} \right) - 1, & \text{when } N \geq 7. \end{cases} \] (28)

Fig. 4 visualizes this measure for $N = 3, \ldots, 8$ w.r.t. the normalized feedback gain
\[ k_{\text{norm}} \triangleq \frac{k}{k_{\text{max}}} = k\cos^N \left( \frac{\pi}{N} \right), \] (29)
clearly showing that such error is always significant for any choice of $N$, even when $k \in [0, k_{\text{max}}]$. Note that, when $N = 4$ and $k_{\text{norm}} = 1$, the error $\epsilon_{r,c} = 0$, which is consistent with the reasoning on phase-shift oscillators at the beginning of this subsection.

It is, then, possible to show that the oblique asymptote in the Bode plot of the magnitude response of the filter for $\omega \to \infty$ can be expressed as
\[ 20\log_{10} \left| \frac{\Delta V_N(j\omega)}{V_{\text{in}}(j\omega)} \right| \to -20N\log_{10}(\omega) + 20N\log_{10}(2\pi \hat{f}_c) \] (30)
for any $N$. This expression, which characterizes the cut-off slope position, does not depend on $k$. If, instead, the filter is parameterized in terms of the actual cut-off frequency $f_c$, this property is lost, and since, according to (26), $\hat{f}_c = f_c/A_0(k)$, we can define the relative gain of the resulting cut-off slope over the “normal” result as
\[ \Delta g_{\infty} = \frac{1}{\alpha^N(k)}, \] (31)
corresponding to a relative cut-off slope gain error
\[ \epsilon_{r,s}(k) \triangleq \left| 1 - \Delta g_{\infty} \right| = \left| 1 - \frac{1}{\alpha^N(k)} \right|, \] (32)
which is obviously greater than $\epsilon_{r,c}(k)$ for $N \geq 2$, and increasingly so at higher filter orders.

Finally, unlike other common resonant low-pass filter topologies, such as Sallen-Key and state variable filters [35], the dc gain depends on the value of $k$, as described by (16). Such a property of the analog device could be either considered as a desirable feature, since it corresponds to a rough form of filter normalization [35], or as a shortcoming, in which case it is possible to define a relative dc gain error measure
\[ \epsilon_{r,\text{dc}}(k) \triangleq \left| 1 + g_{\text{dc}} \right| = \left| 1 - \frac{1}{1 + k} \right|. \] (33)

C. Choosing a Parameterization Strategy

As discussed in the previous subsection, the choice $N = 4$ in the original device is based on considerations related to parametric filter control. Unluckily, the filter behavior varies
significantly between different filter orders, and hence it is reasonable to consider cautious modifications to achieve some degree of consistency in parametric control across all values of $N$.

While the original filter is effectively controlled in terms of $I_{\text{ctl}}$, which is proportional to $f_c$ and $k$, a possibility worth examining consists in parameterizing in terms of $f_c$ rather than $I_{\text{ctl}}$. In this case, the resonant frequency exactly matches the user-controllable setting, thus achieving complete decoupling from the $k$ parameter. Such orthogonality of controls is most likely to be regarded as an improvement to the behavior of the original device, even though that is not always true in virtual analog modeling [15]. Furthermore, since such a change is limited to the control part of the filter, no modification to the audio path is needed, neither in the analog nor digital domain. Also note that the dc gain remains unaffected. The only concrete drawback resides in the introduction of a generally significant cut-off slope gain error, as outlined in the previous subsection, which can, however, be otherwise interpreted as an $N$- and $k$-dependent passband modification. Figs. 3[a] and 3[b] show the magnitude responses of the fourth-order ($N = 4$) and eight-order ($N = 8$) filters, respectively, with a fixed value of $f_c$ and different values of $k$, while Figs. 3[c] and 3[d] visualize the same results for a fixed $f_c$ value.

It would also be possible to apply an $N$- and $k$-dependent gain factor to the audio signal in order to either compensate for the cut-off slope gain error or to render the dc gain constant. In the first case, the effect on the resulting magnitude responses would be dramatic enough, in the general case, to make such an adjustment impractical, as shown in Figs. 3[c] and, especially, 3[d]. In the latter case, the compensation would worsen the resulting cut-off slope gain error, as is evident from Figs. 3[d] and 3[e] and it would also be arguable whether the compensation would represent a real improvement. Moreover, it would also be unclear where it should be applied in the audio signal path, and especially when considering the nonlinear behavior of the filter.

On the other hand, the choice of parameterizing the feedback loop gain in terms of $k$, $k_{\text{norm}}$, when possible, or $Q$, does not affect the resulting magnitude responses. However, the infinite range of $Q$ and its nontrivial mapping to $k$ [19] most likely represent undesirable complications. Furthermore, nonlinear emulators may let the user exceed $k_{\text{max}}$ in order to establish self-oscillation, which is not possible to achieve through $Q$-based control. Based on the considerations discussed so far, we suggest parameterizing in terms of $f_c$ and $k$ without any gain compensation.

V. DIGITAL IMPLEMENTATION EXAMPLE

This section presents a digital filter design that provides a linear implementation of the generalized device, based on a series of biquad filters and, in case $N$ is odd, a final first-order section. As such, the design essentially represents a generalization and reparameterization of the biquad-based design described in [24]. While several other linear filter structures have also been proposed for discretizing the original device [3], [22], [23], the present one was mainly chosen for its conceptual simplicity. In any case, the results obtained from previous analyses can be similarly applied to generalize and reparameterize any linear digital model of the original device.

Fig. 7 shows a block-diagram representation of the proposed design. The input signal is fed into a series of $\lfloor N/2 \rfloor$ generally different biquad filters, each implementing the transfer function

$$G_w(s) \triangleq \frac{\frac{I_{\text{ctl}}}{4\pi f_c}}{H_w(s)} = \frac{\frac{2\pi f_c}{A_0(k)}}{s^2 + 4\pi f_c \frac{B_w(k)}{A_0(k)} s + \left(\frac{2\pi f_c}{A_0(k)}\right)^2},$$

(34)

for $w = 0, 1, ..., \lfloor N/2 \rfloor - 1$, which corresponds in the $z$ domain, by applying the bilinear transform with pre-warping around $f_c$, to

$$G_w(z) = \frac{b_{0,w}(1 + z^{-1})^2}{1 + a_{1,w}z^{-1} + a_{2,w}z^{-2}},$$

(35)

where

$$a_{1,w} = \frac{2A_w^2(k)D^2 - A_0^2(k)}{E_w(k)},$$

(36)

$$a_{2,w} = 1 - \frac{4A_0(k)B_w(k)D}{E_w(k)},$$

(37)

$$b_{0,w} = \frac{D^2}{E_w},$$

(38)

$$D = \tan\left(\frac{\pi f_c}{f_s}\right),$$

(39)

$$E_w(k) = A_w^2(k)D^2 + 2A_0(k)B_w(k)D + A_0^2(k),$$

(40)

and $f_s$ is the sample rate.

When $N$ is odd, the signal also goes through a filter implementing

$$G_{\text{odd}}(s) \triangleq \frac{\frac{I_{\text{ctl}}}{4\pi f_c}}{s + 2\pi f_{c,\text{odd}}} = \frac{\frac{2\pi f_c}{A_0(k)}}{s + 2\pi f_c(1 + \sqrt{k})},$$

(41)

which, applying the same Laplace-to-$z$-domain mapping, corresponds to

$$G_{\text{odd}}(z) = \frac{b_{0,\text{odd}}(1 + z^{-1})}{1 + a_{1,\text{odd}}z^{-1}},$$

(42)

where

$$a_{1,\text{odd}} = \frac{(1 + \sqrt{k})D - \alpha(k)}{(1 + \sqrt{k})D + \alpha(k)},$$

(43)

$$b_{0,\text{odd}} = \frac{D}{(1 + \sqrt{k})D + \alpha(k)}.$$  

(44)

A sign-inverting element completes the proposed design in order to match the output phase of the analog device.
The various filter blocks can be actually implemented by any compatible realization. For example, w.r.t. the biquad sections, employing direct form structures [36] leads to minimally-demanding algorithms in terms of number of audio-rate operations or memory usage, while such advantages can be traded with enhanced time-varying stability and reduced output noise by adopting, e.g., normalized ladder or coupled form structures [37]. In any case, whatever the chosen filter realization, and within the limits imposed by finite wordlength effects, the generated frequency responses will match those obtained from the analog device, with the only inconvenience represented by frequency-warping at high frequencies due to the bilinear transform, which increases the $Q$ of the resonance, as shown in Fig. 8 in the case $N = 4$. The cut-off frequency and gain will not be affected by frequency-warping, but are exact at all frequencies.

VI. CONCLUSIONS

This paper analyzed a generalized version of the Moog ladder filter circuit. Its continuous-time large-signal model was derived, and linear analysis was performed around its operating point, with emphasis on the effects of the global feedback, yielding exact analytical expressions for the position of poles in the transfer function and for the dc gain of the filter. The study of the effects of the original filter parameters on the resulting frequency responses theoretically confirmed, on one hand, the validity of the motivations given in [2] for the choice of exactly four ladder stages in the analog design, and on the other allowed to establish analytical error measures relating certain parameterization and gain compensation strategies to desirable linear filter behavior. On the basis of these considerations, it was suggested to employ a parameterization based on the frequency cut-off of the leading poles of the filters in the digital domain, so as to provide sensible parametric control for any number of ladder stages. As an example, such a filter control strategy was applied to generalize the filter model described in [24], obtaining a family of digital structures that faithfully reproduces the linear behavior of the analog device and only suffers from frequency-warping at high frequencies due to the bilinear transform.
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